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ABSTRACT the same proportional rate gain compared to its minimum re-

Sum throughput maximization under a power constraint congUIred r?te. That :ea:jds tolghed sfo—calrmkle.balancmlg plro_b-
stitutes an important optimization problem for designing phy em, as for example described for a multiuser muftiple-input

ical layer algorithms. However it often leads to an unfair dis_multiple-output (MIMO) OFDM system in [1]. Alternatively

tribution of resources to the users. On the other hand, du&'€ €an maximi_ze the weighted sum of the users’ capacities
to the nature of the capacity region of the multiuser MIMOW'th an appropriate choice of weights, as done for example

broadcast channel, strict Quality of Service (QoS) constraintd’ [2]. However the.se algo_rlthms maximize sum capacity n
such as rate ratios might lead to severe losses in sum cap way that a predefined point on the boundary of the capacity

ity compared to the maximum possible sum capacity giveﬁ_eglon should be _ach|eved and leave no room fo_r maximiza-
a power constraint. For this reason minimum rates for eacflon of sum capacity on the b(_)undary of the capacity region it-
user are introduced and an algorithm is presented which d?ﬁelf' Therefore in favor of a higher system throughput we give
vides the users into two groups: in one group all users ardP the fair distribution of additional resources and present an
served with their required minimum rates as providing thenf"lgorithm how to shift resources from the rate balancing solu-

with further resources will lead to decreases in sum capadion from [1] such that system throughputis increased without

ity. Putting these further resources into the users of the othé’ffloIatlng the minimum rate r_equwements. Conseque_ntly pnly
ese users which can contribute most to sum capacity will re-

group instead is more beneficial for sum capacity. That is ! X S
why these users will be served with higher rates than their re2€1V€ MOre resources than required to satisfy their minimum
quired rates. The main focus of this paper will be to identify

quired minimum. This user classification is conducted base i L o
those users. For this purpose we utilitize the sensitivity analy-

on perturbation analysis of convex optimization problems. " ST
P y P P sis of a perturbed convex optimization problem [3]. By means
of sensitivity and perturbation analysis one can find out how
1. INTRODUCTION sensitive a given convex objective function is with respect to

. o . .__perturbations in the constraints of the optimization problem,
Future wireless communication systems will be charactenzeﬁ

: ) ; o . I.e. how a change of a certain constraint affects the objective
by a wide variely of different user applications, such as V'de(?unction. An example for the application of such an analysis
streaming, data transfer, voice etc. All of those have differ-

i ; i the wirel links bet the t can be found in [4]. Therein overall transmit power is min-
ent requirements on the wireless inks between the ransmlFr'nized, whereby the users’ Minimum Square Errors (MSES)
ter and the mobile users. Additionally from a network opera

, . L . 7 ‘must not fall below certain predefined values. In case these
tors_pomt of view it is deS|_red o maximize tr,me total through- requirements cannot be satisfied with the currently available
put in such a system. It is the transmitter's task to accoMy 4 nsmit power, sensitivity analysis is used to determine that
; ) . W§er whose constraint should be relaxed in order to gain the
constraint. In this paper on the physmal layer Ie\(el the usel(,clrgest reduction in transmit power.

requirements are formulated as minimum transmission rateg, optimum solution to the problem of maximizing a weighted
§um of users’ rates with minimum rate constraints in a mul-

which are measured by channel capacity and which must b
fulfilled for every user. After satisfying these constraints there{iuser MIMO OFDM system has recently been found in [5]
are several possibilities .hOW to distribute the r_emaining "However, the presented iterative algorithm exhibits a high
sources, such as trgnsmlt power or sub carrier in an Orthoggi)mputational complexity, even within one iteration. Further-
nal Frequen_cy D'V{Slo.n MultlpIeX|ng (OFDM) system, to thg more the stated problem may lead to solutions, where one or a
users. One is a fair distribution, such that each user receivgs, users receive to many system resources such that they can
*Josef A. Nossek is with the Institute for Circuit Theory and Signal Pro-transmit at higher rates than their applications can make use
cessing at TUM




of. Our algorithm assures a fair allocation of resources amonghe optimum user allocation depends on the analyzed prob-
the users to be served with more than their required minimurfem. For unconstrained maximization of sum capacity (see
rates and also allows the consideration of maximum transmi¢6]) the user with the strongest principal singular value of the
sion rates. channel matrixtH}, ,, in the first dimension and the user with
The outline of the paper is as follows. After introducing thethe strongest principal singular value of the projected chan-
system model in Section 2 we will shortly review the algo-nel matricesH}, ,, ; in the following dimensions is chosen. In
rithm presented in [1], as it will be used during the solution of OFDM systems the algorithm can be run on each sub carrier
the presented problem. We will then continue by explainingn parallel. Power is allocated to all sub channels according
the proposed algorithm in Section 4. The simulation resultto waterfilling.

are shown in Section 5 before we conclude the paper in Setn [1] the rate balancing problem is considered, wherein rel-
tion 6. ative rate constraintg, are introduced for each user. That
Notation: Bold lowercase and uppercase letters denote vedeads to the following optimization problem:

tors and matrices, respectivefy) is the Hermitian of a ma-

trix or vector and byl,, we refer to thex x n identity matrix. K
max Z Rk (pl,k)
k=1
2. SYSTEM MODEL Ry
s.t. =pr, Vk=1,..., K k#refuser
Rref user

We consider the downlink of a multi-user MIMO system with

a transmitter withMty antennas and users withMgy re- K on

ceive antennas at each user. The channel matrix ofiusar Z ZPM =P, pek 20,
carriern is denoted add, ,,. Receivers as well as the trans-
mitter have full channel state information (CSI). We employwhereinpg . andny, denote the power allocated to thieh
an OFDM system withC' carrier and the transmit power is g channel of uset and the number of subhannels allo-

limited to Pry. The k-th user's minimum rate requirement c4eq to usek. For simplicity reasons we index the sub chan-
is denoted agy min We thereby make the assumption thatpes allocated to a certain user by= 1, ..., ny, regardless on

unconstrained sum capacity maximizing algorithms such aghich carrier and in which spatial dimension the sub chan-

1)

k=1/4=1

SESAM [6] do not meet these requirements. nels are assigned. “ref user” is an arbitrarily chosen reference
user.Note that here we use a slightly different for the rate bal-
3. SESAM WITH RELATIVE RATE CONSTRAINTS ancing problem than in [1]. It can be easily shown that by

choosingy = Riefuserin [1] the two problems are equiva-
The main idea of the Successive Encoding Successive Allocéent. (1) is divided into a sub channel allocation followed by
tion Method (SESAM) [6] is to decompose the MIMO broad- a power allocation. The former is again conducted succes-
cast channelinto a set of virtually decoupled scalar interferensigely, whereas in each spatial dimension it works as follows:
free sub channels. Each of these sub channels results frdirst the number of sub carriers each user will receive in the
assigning a transmit beamforming vector to a user and applgurrent dimension is determined. This number depends on the
ing a matched filter, which is capacity conserving in this caserate ratiog, and the single user rates each user would achieve
at the corresponding receiver. Total suppression of multiusef it occupied all carriers. Secondly the actual allocation user
interference is achieved as follows: Ll ) be the user to be to sub carrier is performed such that the previously computed
encoded first on a certain carrieanduv, (1) ,, its correspond- numbers of sub carriers are achieved and as little sum capacity
ing transmit beamforming vector. Thenthe chaniéjs, are  as possible is lost compared to the allocation according to the
projected into the nullspace of the beamforming vector by thetrongest principal singular value. Given a certain sub chan-
operation nel allocation finally power allocation is conducted to fulfill

the rate ratios. For details the reader is referred to [1].

Hyno = Hin(Insy, — V(1) (1) 0)-

User Allocation is then continued with the projected chan- 4. ALGORITHM

nel matricesHy, , 2, whereas after each user allocation the

channels are again projected into the nullspace of all beanwe will first give a brief overview of the proposed algorithm:
forming vectors. Due to the properties of the projections upn Step 1 the users are classified into two groups: users in one
min(Mry, Mgx) sub channels can result at the same time androup are served with their corresponding minimum rates, as
at the same frequency. That assures that usgjslo notin-  further rate increases will be harmful for the total sum rate,
terfere with usersr(j) to be encoded later, whereas> i.  while users of the other group share the remaining system
Interference from previously encoded users is suppressed lbgsources for optimum system performance. In the second
Dirty Paper Coding (DPC). step the spatial dimensions on each sub carrier are assigned



to the users. Finally in the third step the available transmihegative sum capacity in (3) in order to obtain a convex ob-

power is allocated to the resulting sub channels. jective function. Obviously this is equivalent to maximizing
sum capacity. By introducing “perturbation termg; in the

4.1. Step 1: User Classification constraints, (3) reads as:

As simulation results showed in [1] the boundary of the ca- ) K m )

pacity region achievable by the SESAM algorithm with rela- P Z Z logy (1 + pekAi k) (4)

tive rate constraints is nearly concave. Because we have fur- ' k=1=1

thermore excluded the case that the point of maximum sum g t. =pr+up, Vk=1,...K,k#refuser

capacity lies within the feasible region defined by the mini- Riret user

mum rates, it is reasonable to assume that the optimum so- LS

lution will lie on the boundary of the feasible region. That Z sz,k =Prx, pek=0.

means that certain users will only be served with their cor- k=1¢£=1

responding minimum rates. In this step those users are dehe perturbation terms, consider the fact that the constraints
termined. For this purpose we resort to the perturbation angre no longer fixed tg;, but variable, whereby we are inter-
sensitivity analysis of a convex optimization problem, whichested in finding rules for choosing, in a way that the maxi-

is explained in [3]. For our purposes we analyze an optimizamum sum capacity will be increased. The Lagrange function
tion problem which aims at achieving a certain point on theof (4) then reads as:
boundary of the capacity region. This point must lie within

. . . . K ng

the feasible domain and by perturbation analysis we can deter- _ 9

mine the direction in which this point should be moved within L= logo(l+peiAip)+ )
. . . . . k=1¢=1

the feasible domain in order to obtain a higher sum capacity. K

Optimization problem (1) is chosen for this aim, wherein the R,

rate ratios are chosen according to: + Z vk Rief user (pre +un) | + ©)

k#ref user

pp = ik ) K K
ref user, min A (D0 ek — Prx | + DD pkepek
Solving Problem (1) withp,, according to (2) leads to trans- k=1¢=1 k=1¢=1

mission rates, which are either all below or above the requiregith the Lagrange multipliersy, n and . ¢. As for the op-
minimum rates. Hence this part of the algorithm can also bgmization problem in (4) strong duality is assumed and the
seen as a kind of feasibility test. For the further proceedingptimum sum capacitysumopt = Zszl Ri.opt is differen-

we assume that the original problem is feasible. The strategyaple with respect ta, the following relationships between
which should be followed in case the transmit power is Nothe |agrange multipliers;, andCsum opthold [3]:

enough to satisfy the minimum rate requirements is beyond

the scope of this paper. As a convex optimization problem 9Csum,opt
is needed for perturbation analysis we assume that the sub Juy
channel allocation remains fixed after it has been determined ) i i .
according to the algorithm in [1] given the rate ratios in (2).1€Nnce ifv; > 0, the maximum sum capacity will increase

Hence in the following we consider only the power allocation!®f “ > 0, i.e. the relative rate requirememt can be further

increased. On the other hand for users with< 0 a reduc-

3
e

=y, Vk=1,...,K, k# refuser

problem. . : . . . .
tion of their rate requirements is necessary for an increase in
) K sum capacity. Applied to the original problem with minimum
T}{}}? - Z Ri(pew) | = (3)  rate constraints it is very likely that constraining those users
' k=1 with v, < 0 on their minimum rates will gain a benefitin sum
) K ) capacity compared to the SESAM algorithm with relative rate
T Z Z logy (1 +perie) | » constraints applied so far. After computing the Lagrange mul-
k=1 =1 tipliersv;, as shown in the Appendix, we therefore conduct the
s.t. RRk =pr, Vk=1,... K,k # ref user following user classification:
f
e ) e Users withy, < 0 are put into the so-called “looser”
K ng . . p .
Z ZPM = Pr, Do >0, group, which W|_II be referred to a@rpup L in the fol-
o1 01 lowing. They will be only served with the correspond-

, , ing minimum required rates.
wherein), ;, denotes the gain of theeth sub channel of user g d

k. As we want to achieve the boundary of the capacity re- e The remaining users are subsumed into the “winner”
gion, the power budget is fully exploited. We minimize the Group W, i.e. during the next steps they will gain



more resources than in the current step of the algorithnSESAM algorithm with relative rate constraints during Step 1.
Consequently their individual rates will increase then.r" is the total rate uset would achieve with the resource
In the following we will maintain the relative rate con- allocation determined in Step 1. The remaining sub carriers
straints from (2) within this group for reasons that will

become clearer later. N — Z Nik

keGroup L
Remarks:

are distributed amongst the users in Group W in the same
way as the total number of sub carriers is distributed to the
users in the SESAM algorithm with relative rate constraints.
The necessary rate requirements are again chosen according
to Equation (2), whereby the reference user is an arbitrary

dent of the choice of r_eference user. There_fo_re also thﬁser of Group W. The actual allocation sub carrier to the users
reference user, to which no Lagrange multiplier can b‘?s then performed as in [1]

assigned in the current optimization problem, can be
clearly classified without repeating the whole optimiza-
tion with another reference user.

1. Although there are onl§ — 1 constraints in (4) and
accordingly onlyK — 1 Lagrange multipliers relevant
for our analysis, a classification of all users is possible
As shown in the Appendix, the sign of, is indepen-

4.3. Step 3: Power Allocation

2. For the perturbed optimization problem we considered':IrSt power is assigned to the sub channels occupied by the

in (4) the new constraints introduced above imply thattj;;rsreOfUGirreorﬁgr:‘t'sTWhﬁhag II? t;zetr;?é:gifagvz:haesm'Q;r:iglrg
u; = 0 for the users in Group W and; < 0 for 9 P P )

the users in Group L. That is because their own rateg/lathematmally this optimization problem reads as:

are reduced compared to the unperturbed problem and .
the rate of_the reference user, which can, without Io_ss min Z ZPM @)
of gel_"nerallty,_be assumed_to belong to Group W, is Pk \ o Lim

very likely to increase. Trying to achiewg > 0 for

. . "k
the users in Group W, as suggested by the perturbation ¢ Zlogz(l +p&k)\zk) — Rimn, ¥k € Group L,

analysis, would discriminate the reference user. =t

3. The perturbation analysis is only valid near the opti- pek 2 0.
mum solution obtained with the initial constrainig
from (2). That is not only becausgsm, optis usually
a non monotonic function of all; and therefore the R
signs of the partial derivatives do not remain constant’* [

oremef o)

As in the SESAM algorithm with relative constraints [1], the
solution to (7) is “waterfilling with user specific waterlevels

within the feasible domain. Furthermore the optimum

sub channel allocation is likely to change within the

:,r\:?g:c]::eoisr:?l:nd;é?:tlir\lé -I(;?(tfnk;otg?zeoilrjg?p;'rr:srl:'ies%onsidering the rate constraints in (7), the waterlevels com-
9 pute according to:

presented in Section 4.4.

S
ALk

iy,
Ry min—% %1 log2 (A7 1)

4.2. Step 2: Sub Channel Allocation M =2 i ,

As in [6], the sub channel allocation is performed succeswherebyn; < n, denotes the number of sub channels with
sively, i.e. we start in the first spatial dimension with thep,, > 0 and it is assumed that thg , are arranged in de-
sub carrier allocation, project the users’ channels into the nucending order fronf = 1 to £ = ng. As Ay is unknown,
space of the already used subspaces and continue until no sgiae powersp, 5, have to be determined iteratively: First the
tial dimensions are left. In each dimension first the number ofvaterlevels), are computed withi;, = ng. Then the corre-
sub carriers each user can occupy is determined. For the usegonding powerg, ;. are determined. With those, can be

in Group L the number of sub carrieh§ ;, thek-th user gains updated and new waterlevels can be calculatedl, lemains

in thei-th dimension is computed according to: constant from one iteration to another, the algorithm has con-
verged.
N;p = Ry min NS Afterwards the remaining power is distributed to the users in
’ R,(:) " Group W. Applying pure waterfilling over the corresponding

sub channels is optimum for sum capacity but does not guar-
TherebyNi(}c) denotes the number of sub carriers th¢h  antee compliance with the minimum rate requirements. Using
user has occupied in the spatial dimensiafiter running the the relative requirements from (2) it becomes very unlikely



that these constraints are not met, as more resources thandird. Iterative Extension
step 1 are now available for the users in Group W. This choice . , L ) , )
also provides fairness within Group W. Hence the power alloY/Nil€ running the heuristic algorithm proposed in the previ-
cation problem reads as ous se_ctlon we moved from one pomt_ on the boundary of t_he
capacity region to another on the basis of a local perturbation

analysis at the first point. Clearly it can happen for a scenario

_ 2k ) with K > 2 users that at the second point the user classifica-
Pl B Z Zlog2(1 + PerAi k) tion done in Stegd can no longer be justified, i.e. there are
’ k€Group We=1 users in Group W, whose rate requirements should now also
% logy(1+ pesA2,) be reduced in order to increase sum capacity. On the other
P St hand there might be users in Group L, which could contribute
b rger ) = Pk to a higher sum capacity without being forced to their min-
e; 105 (1 + peref use ref user imum rate requirement. If the computational resources are

available and the results of the above algorithm are dissatis-
factory, we therefore propose an iterative application of the

algorithm. In step 1 of each further iteration the Lagrange

Again this optimization problem is identical to the power al- multipliers are determined the same way as described in the
location problem described in [1]. Consequently it can begyrevious section, but with new requirements

solved by applying the iterative algorithm from [1].

Vk € Group W k # refuser p;; > 0.

n—1
w  R{TY
k

- R(n—l) ’ (8)

ref user

wherebyR,(;L_l) denote the rates obtained through the previ-
ous iteration. If the signs of the Lagrange multipliers have
—+- Cap. bound changed compared to the last iteration, we adjust the user
TR ‘ : —o— SESAMR.By; classification accordingly and repeat st@and3. Other-
wise no further changes of the requirements in the proposed
directions are possible and the algorithm has converged.

5t \ ] During an iterative application of the algorithm it is also pos-
o 4 ] sible to consider maximum rate requirements, i.e. it can be
oy 3. ] avoided that a user in Group W receives more capacity than

S its application can make use of. If in one iteration a user's

] rate is larger than the maximum it can exploit, that user is
Ne added to Group L with the corresponding maximum rate as
requirement for the next iterations.

R N

5. SIMULATION RESULTS

For the simulation results shown in Fig. 2 we used the mea-
sured MIMO indoor channels described in [7]. The transmit-
Fig. 1. lllustration of the proposed algorithm for a two user scenarioter is a uniform Ilnea.r array (ULA).WIthTX.: 4 transmit an-
tennas and the receivers are equipped with two antennas each.
The OFDM system consists @f = 1024 sub carrier and
For a two user scenario the algorithm is visualized in Figthe bandwidth is equal td30 MHz. The receive SNR i20
ure 1 and we selected usersand 7 from the scenario de- dB in the strongest channel. Figure 2 exhibits the individual
scribed in Section 5. The feasible domain is characterized byates with minimum rate requiremeltts bits/sub carrier for
R1,min = 1 bit/ sub carrier and?; min = 2.5 bit/ sub carrier.  the odd and).2 bits/sub carrier for the even users. “SESAM
First a point on the boundary is achieved with the rate balminimum rates” denotes the proposed algorithm with one it-
ancing algorithm from [1] denoted as “SESAM R.B.”, which eration. For comparison the algorithm from [1], denoted as
lies very close to the theoretical boundary, as also shown ifSESAM R.B.”, and Time Division Multiple Access (TDMA)
Figure 1. Secondly the direction is determined by the useare also included in the figure. Those algorithms were re-
classification, to which boarder of the feasible domain onejuired to serve the even users with twice the rate of the odd
must move to increase sum capacity. Thirdly resources amgsers. One can see that large gains in the individual rates
reallocated to achieve this point. as well as in sum capacity are possible, when minimum rate




requirements are imposed on the users and the remaining re-
sources can be distributed to the users without any constraints
compared to scenarios, where, as in our case for TDMA angl
SESAM with relative rate constraints, strict requirements need
to be fulfilled. In this scenario sum capacity increases by
72.5% compared to SESAM with relative rate constraints.
This gain is achieved only with a readjustment of resource$
avoiding an iterative search for rate ratios or weights tha
achieve the point of maximum sum capacity within the fea-
sible domain. Furthermore no time-sharing is required.

1.6

[ |TDmA
Il SESAM R.B.
[ 1SESAM min. rates

141

1.2r

[ ISESAM min. rates (1 iteration)
4 I SESAM min. rates (2 iterations)|
[ IBoundary point

Bits / subcarrier

0 mn

0.8r

Bits / subcarrier

0.6

0.4r

Fig. 3. Achievable transmission rates with iterative application of
the proposed algorithm with measured indoor channels in an OFDM
system withC' = 1024 sub carrier M = 4 transmit antennas and
MRX

2 antennas at each receiver, SNRdB.

6. CONCLUSIONS

Fig. 2. Achievable transmission rates with the proposed algorithm
after1 iteration with measured indoor channels in an OFDM system

with C' = 1024 sub carrierM7x = 4 transmit antennas andrx
2 antennas at each receiver, SNRdB.

In this paper we presented an algorithm which aims at max-
imizing sum capacity under minimum rate constraints. The
main part constitutes a user classification which separates the
users into two groups: one are served with their minimum
required rates while the others receive additional system re-
sources than required to satisfy their minimum rates. This
classification is done on the basis of perturbation analysis of
convex optimization problems, with which those users can be

Figure 3 exhibits the achievable rates when the algorithm iglentified that contribute most to sum capacity.

applied iteratively as proposed in Section 4.4. In this scenario
the algorithm has converged afteiterations. Compared to

the first iteration sum capacity is drastically increased by as-
signing usen 0 also to Group L. The bars denoted as “bound- 1]
ary point” represent the point on the capacity region with thé
same rate ratios as the resulting rates from SESAM with min-
imum rates. As other SESAM based algorithms [6], [1], the
boundary of the capacity region can be achieved closely. Ce[Z]
tainly the resulting operation point makes only sense, if users
2, 3 and4 can make use of these relatively high transmis-
sion rates. That is for example the case if they perform data
transfer, which can then be finished earlier. But in contrast
to [5], our algorithm delivers a valid solution after each iter-[3]
ation. Hence in case applications cannot make use of these
high transmission rates, the algorithm can be stopped at any
time. Furthermore, as already mentioned in Section 4.4, 4]
allows the introduction of maximum rates.
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A. COMPUTATION OF THE LAGRANGE
MULTIPLIERS FOR PERTURBATION ANALYSIS

In this appendix we will derive a formula for the computa-
tion of the Lagrange multipliers;, in the convex optimiza-
tion problem (3). The optimum transmit power distribution
can be obtained, as shown in [1], via a “waterfilling with user
dependent water levél.”, i.e.

1
D,k = mMax {07 (fk - AT> } .
ik

Inserting these solutions into the Karush-Kuhn-Tucker (KKT)
conditions of (3) leads to:

vk = (1 — & In2) Reefuser, ot Vk # ref user

wherebyRyef user, opiiS the optimum rate of the reference user
after running the SESAM algorithm with the relative rate re-
guirements from (2). Furthermore we obtain from the KKT
conditions:

S S P i _vpi
&ref userln 2 P R

ef user, opt
k#ref user

Solving this linear system of equations results in

Rref user, opt

K,
I+ > —q;
im1

Erefuser

vV =

1#£ref user

& S & (g_ _)
(1 grefuser) * ; frefuserql fk !

iref user




