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ABSTRACT

We address the problem of optimizing the latency time for
transmit filters which can have FIR or block structure. When
we allow the transmission system to have latency time, we
gain an additional degree of freedom which can be exploited
to improve the performance substantially. Contrary to the
latency time optimization for FIR filters, the optimization
for block transimit filters is very complex. We present a sub-
optimum approach for block transmit filters which leads to
results close to optimum but with low cormplexity.

1. INTRODUCTION

Conventionally, the distortions caused by the channel are
combatted by receive processing. However, we have to keep
the mobile stations simple, Thus, transmit processing is ad-
vantageous for the downlink, as the receivers perform an
a priori known processing and the transmitter has to adapt
to the properties of the channel. The fransmit matched filter
(TxMF, [1]) maximizes the desired signal portion, the trans-
mit zero-forcing filter (TxZF, [2, 3, 4, 5, 6, 7]) removes in-
terference, and the rransmit Wiener filter (TxWF, [8]) mini-
mizes the modified mean square ervor (modified MSE).

An additional degree of freedom can be gained by in-
troducing a latency time. The time period between trans-
mission and detection of a symbol is not fixed anymore and
the optimization of the latency time can further improve the
performance of the system. In [9], Krauss et al. stated that
latency time optimization leads to an SNR improvement of
3 — 4 dB for FIR receive filters. To our knowledge, no com-
parable result has been reported for FIR transmit filters yet.

Qur contribution is to show that the latency time opti-
mizatien for FIR transmit filters implies similar gains as for
FIR receive filters. Moreover, we will investigate the poten-
tial of latency titne optimization for block filters. Because
the latency time optimization for block filters is very com-
plex, we discuss different suboptimum approaches.

We explain the system models for FIR and block trans-
mit processing in Section 2 and the respective latency time
optimizations in Sections 3 and 4. In Section 5, we discuss
suboptimum latency time optimizations for the TxZF and
the TxWF, and show the simulation results in Section 6.
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2. SYSTEM MODEL

We use E[s], “+’, ‘®", (»)T, and (»)¥ for expectation, con-
volution, Kronecker product, transpose, and conjugate trans-
pose, respectively. All random processes are assumed to be
zero-mean and stationary. The covariance matrix of x[n] is
R, = E[z[n|x[n]], whereas o2 = E[|y[n]|?] is the vari-
ance of y[n]. We denote the V x N identity matrix by 1,
the N x M zero matrix by O a7, and use the selection ma-
[0413¢g> 1ar, Onrxv—g| € {0, T}AXMHN,

trix Sy ar,v)

2.1. FIR Transmit Filtering

The data s[n] are convolved with the FIR transmit filter
pin] = Zf:o peo[n — €] € CM prior to transmission over
the channel h[n] = z.?zo b 8[n—q] € TN, where N, de-
notes the number of antennas. Thus, we get for the estimate

§ln) = h* [n] * pln] = s[n] + nin] = p* Hs[n] + n(n],
M
where we added the Gaussian noise n[n] and defined the
filter vector p = [p§,...,pL]" € CEHDN, the channel
matrix H = Z?:o S+ @ h, € CUANHQHLT
and 8[n] = [s[n],...,s[n — @ — L]]T € C¥FL+L. The
desired value of §[n] (cf. Fig. 1) is s[n — v] with latency ».

2.2. Block Transmit Processing

With the transmit filter P € CNNexN the channel matrix
H, = Z;?:O 5 v @Ry € CRTN*NY and the receive
noise vector 17 = [[0], ..., 5[Q + N — 1]]T € C+Y | the
estimate can be expressed as (see Fig. 2)

Bp = S(#,N,Q) (HyPs, +7), (2)
where 8, = [s[0],...,s[N — 1]]T € C¥ contains the N
symbols of one block and we introduced 2 latency time .

3. LATENCY TIME OPTIMIZATION FOR FIR
TRANSMIT FILTERS

Although Montalbano et al. [3] mentioned the possibility to
optimize the latency time for FIR transmit filters, they did
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Figure 1: System Model for FIR Transmit Processing
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Figure 2: System Model for Block Transmit Processing

not deal with the problem. We follow the idea of Krauss
et al. in [9] for FIR receive filters to further optimize the
objective function by the choice of the latency time.

3.1. FIR Transmit Zero-Forcing Filter - FIR TxZF

The FIR TxZF removes interference, uses the whole avail-
able transmit power Ey, and maximizes the gain 3 of the
combination of the channel h|n] with the transmit filter p[n]:

PF ~argmin 872 5.t Bl + slnll}] = B (3)
PV
and k" [n] * pr] = Bé[n — v].
The solution of above optimization for fixed » reads as
-1
Ph() = pz()ely (HUH) HY, @)

where Gzr(7) is necessary to satisfy the transmit power
constraint, e, denotes the v-th column of 14141, and we
assumed white symbols, i.e. Ry = 021¢., 1,41, The opti-
mum latency time further maximizes the gain Sz (v):

(5)

Therefore, the optimum vz 41 is the index of the minimum
diagonal element of the inverse of H* H.

o T H -1
Vzp=argm‘}ne,,+1(H H) €1,

3.2. FIR Transmit Matched Filter - FIR TxMF

The desired signal portion in the estimate 3[n] is maximized
by the TxMF which can be written as [1]

pur(¥) = fuar(v)ey, HY, ©
where Sy (v} is used to fulfill E{||p[n] * s[n]||3] = Ex and
the optimum g is simply the channel order Q.
3.3. FIR Transmit Wiener Filter — FIR TxWF

The FIR TxWF minimizes the modified MSE and uses the
whole available transmit power Ey:

. A 1|2

Py = arg;nTJrll’E[ls{n —v] = 87'5[R]| ] Q)

s.t.: E[Hp[n] * s[n]||g] = Ey.
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The solution of above optimization for fixed latency v can
be expressed as

(HHH + -‘51(1,+1)N.)_1 )
8)

where £ = ¢2/F, and Gwe(v) guarantees that the trans-
mit power constraint is satisfied. The optimum latency time
further minimizes the modified MSE and can be found by
setting 14w + 1 equal to the index of the principal diagonal
element of HY (HH" + Elriyn,) tH.

I’arF(V) = BWF(V)EE‘HHH

4. LATENCY TIME OPTIMIZATION FOR BLOCK
TRANSMIT FILTERS

Contrary to the block receive filters (e. g. [10]), the block
transmit filters depend on the latency time p, as the receiver
only employs N of N + @ received symbols as estimate &,,.
4.1, Block Transmit Zero-Forcing Filter — TxZF

With an optimization similar to Eqn. (3), the TxZF for fixed
latency time y can be found to be

Par() = ras(WHEET (B HHEED) T, )

where By zr(12) is used to satisfy E{|| Psy|3] = Fp and we
introduced E, = S(,, n q)- The optimum latency time is

HpT) !
jizr = argmin tr ((E,,,Hth E“) ) . (10)
“

The necessary search is very complex (O{QN?)), because
for every value of p = 0,..., ¢}, we have to compute the
inverse of the N x N matrix E,Hy,H} E}.

4.2, Block Transmit Matched Filter — TxXMF -

The TxMF can be expressed as

an
(12)

Pp(p) = Bomr(u) Hy E,;  with
[vmF = arg max tr (HEEEE;;HI,) ,
"

where Gy mr(pt) is needed to set the transmit power to Eyp.

4.3. Block Transmit Wiener Filter - TxWF
With Awp(y) = Hy E, E, Hy +£,1n,, where we intro-
duced & = tr{E, RnE)/Eyp, the TXWF reads as

Puwrls) = Bowr (0 Agi{p) Hy EL, (13)



which can be obtained with an optimization like in Eqn. (7)
and whose optimum latency time can be found with

Ly wF = arg max tr (EquA;,}_-(u)HEEE) . {14
u

Similar to the TxZF, the complexity of above latency time
optimization is O(QN?).

5. SUBOFTIMUM LATENCY TIME
OPTIMIZATIONS FOR BLOCK TRANSMIT
FILTERS

5.1. A Priori Fixed Latency Time

The simplest and most commonly used latency time “opti-
mization™ is to use an a priori fixed latency. Many authors
set the latency to zero (e. g. [2, 4, 7]) and Kowalewski et al,
chose a fixed latency time equal to the channel erder in [6].
Note that this approach is very sensitive to the power de-
lay profile (PDP) of the channel. Thus, the transmitter must
know the actual PDP to decide the value of the fixed latency.

5.2. Maximum Amplitude Latency Time

Another heuristic approach is to set the latency time to the
delay of the channel path with the largest amplitude [5]:

Hbmax = arg Hlﬁ‘"x ”h’u ”; . (15)
Consequently, this approach tries to maximize the gain of
the channel leading to a receive signal with large amplitude.

5.3. Trace Approximation Latency Time

When we replace the trace of the inverse (cf. Eqn. 10) by
the reciprocal of the trace, we end up with the trace approx-
imation latency time for the TxZF;
HZFtace = arg muin tr! (EHH‘,H?EE) , (16)
which is equal to the TXMTF latency time optimization in
Eqn. (12). Since tr{ B~ 1) > N2tr—1(B) with a Hermitian
N x N matrix B, we minimize a lower bound, which does
not assure that the original function is minimized.
The trace approximation approach to obtain the latency
time for the block transmit Wiener filter reads as

HWiace = 81§ IMAX tr7t (Awr(p)) tr (Bwe(p)), (17

where we introduced Byr(y) = HEEEE,JHb. Hence,
we maximize an upper bound instead of the original func-
tion, because tr((C+£'15)~1C) € Ntr—H(C+£' 1y )tr(C)
with Hermitian C € CV*¥ and ¢ € Rf.
Both trace approximation latency time optimizations re-
duce the compexity to O(QN?), but are more complex than
the other two suboptimum approaches.
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6. SIMULATION RESULTS

For all simulations, we have used N, = 2 antennas, and
white noise, i.e. Ry, = og1Q+ . We considered two PDPs:
1) exponential PDP with {E{| ko |2],....E[hs|i2]} = {-3.1,
—4.1,-12.1,-13.1,-18.1, —23.1} dB; 2} uniform PDP
with hy, = 0 for one random k € {0,...,4} and Ef||h 3] =
1/4,¥g = 0,...4,9 # k. We set the transmit power to
E, = &2 (FIR) or Eyp, = No? (block) and show the mean
of 10000 realizations each with N = 50 QPSK symbols.

In Fig. 3, we compare the FIR transmit filters of order
L = @ = 5 with two FIR receive filters of the same length.
Obivously, the transmit filters lead to similar results as the
receive filters, Moreover, the FIR TxZF and the FIR TxWF
profit from latency time optimization, since the filters with -
fixed latency 5, = 5 are much worse.
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Figure 3: FIR Transmit Filters for Exponential PDP

We show the results for the block TxZFs in Fig. 4. Due
to the exponential PDP, the TxZF with fixed latency pusy = 1
is as close to the optimum TxZF as the TxZF with latency
time fwFurace Of the trace approximation approach. Even the
TxZF with latency jim,, equal to the delay of the strongest
path outperforms the often used TxZF with pgy = 0. For
tax > 1, the performance deteriorates with increasing piax
due to the small power of the latter channel taps.

Since we get similar results for the block TxWFs (cf.
Fig. 5} with exponential PDP, where especially the TxWF
with ptoay is close to optimum, we also present the results
for the TxWFs with uniform PDP in Fig. 6. The TxWFs
with pax = 0 and pge = 1 lead to the same results as the
TxWFs with pg = 4 and pg = 3, respectively, because of
the symmetry of the PDP. However, the best fixed latency
time for uniform PDP is pa. = 2 which is different from
the optimum g, = 1 for exponential PDP (cf. Fig. 5). Ad-
ditionally, the TXWF with pymax and pwrimce nearly reach
the performance of the optimum TxWF.
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Figure 4: Block TxZFs for Exponential PDP

101

| —— TxWF
1072 L —%— TxWF, g, = S
Fi —%— TxWF, s = 1 |

1 —8— TxWF, pg, = 2
| —— TxWF, psy = 3 \%
1073 o TXWF, i = 4 3 =
| —8— TXWF, g, =5 MR
M —~ TxWF, fimax
10-4 —a— TxWF, EWEtrace
o 2 4 6 8 10

o2/o% indB

uncoded BER

Figure 5: Block TxWFs for Exponential PDP

7. CONCLUSIONS

We have proposed to include latency time optimization in
the design of FIR and block transmit filters. Simulations
have shown that latency time optimization is crucial for FIR
and block transmit filters. Moreover, the simulations jus-
tify to use the trace approximation latency time optimization
and the latency time according to the path with the maxi-
mum amplitude, since both suboptimum approaches scem
to be very robust against power delay profile changes.
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