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1 Introduction

In the early stages of chemical engineering the major aim was to find an adequate
process for every desired product. These days, the objective of chemical engineering
has changed. In order to enable competitiveness it is not sufficient to manufacture a
product, but also to provide the desired product properties with respect to an economic
production. Therefore, the dream of every process engineer is the possibility of the
adjustment or the control of a process in order to optimize profitability, efficiency and
product quality.
Nowadays, crystallization from solution is world-wide a common process for
separation or purification of substances. The field of application comprises nearly
every industry branch, like pharmaceuticals, pigments, food, plastics etc.. Despite the
frequent implementation of crystallization in industrial processes and the knowledge of
the positive influence of process control on economics and product quality, most
crystallizers lack an efficient process control. The most important parameter for the
control of a crystallization process is the supersaturation �C as the thermodynamic
driving force.
For every substance, crystallizer and parameters describing the product quality, like

� median crystal size
� crystal purity,
� crystal size distribution,
� specific surface area, and
� crystal morphology,

an optimal supersaturation �Copt exits. Only the control of the crystallization with
respect to the optimal supersaturation allows an economic operation.
Plotting revenues and costs of a crystallization process versus the supersaturation �C,
Figure 1-1 is obtained.
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Figure 1-1: Optimal supersaturation �Copt with respect to the maximization of the
earnings [Kind89]

As can be seen, profit or earnings can only be maximized if the process is operated at
the optimal supersaturation �Copt. If the supersaturation is too low, the time of
operation increases, thus raising operating costs. Further, the production rate is
reduced and a higher percentage of the resources remain in the mother liquor. As a
consequence the profit declines. Increasing supersaturation drastically causes higher
incrustation of crystallizer installations, especially heat exchanger surfaces, and
blockage of pipelines. This leads to a lower operating time, since more time for
maintenance and cleaning is required. The drop of the median crystal size caused by
spontaneous nucleation at higher supersaturations can result in faulty production, thus
making it necessary to dissolve the crystals again, because desired product
requirements (e. g. crystals size) could not be fulfilled. A higher energy consumption
during downstream processing, like drying, is another consequence of the generation
of smaller crystal sizes by uncontrolled crystallization.
This shows the urgent need of a control of the crystallization process, which is only
possible when the driving force of the process – the supersaturation �C – can be
measured quantitatively. Up to now many different supersaturation measurement
techniques have been found, but none of them is able to measure the supersaturation
directly. Instead, concentration dependent physical properties of a solution are used as
measurands to obtain the current concentration. A subsequent estimation of the
supersaturation on the basis of solubility data provides only a vague way of
supersaturation measurement, since the influence of small impurities on the
crystallization kinetics and solubility can not be measured.
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In addition, none of the existing supersaturation measurement methods became widely
accepted because of a restricted applicability considering the substances, high
investment costs, low reliability or high instrumental expenses.

The aim of this work is the design, construction and testing of an innovative
supersaturation sensor in a co-operation with Grimm Aerosol Technik GmbH and the
Fraunhofer Institute for Reliability and Microintegration. Since this measurement
method incorporates the crystallization process, it should be possible to measure the
driving force of the crystallization process, i. e. the supersaturation, directly and
quantitatively, thus enabling an optimal operation of crystallizers.
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2 Fundamentals

Crystallization can be described as the response of a system to non-equilibrium
between the solid and liquid phase. In this chapter the different expressions for the
degree of deviation from equilibrium and its calculation will be explained. Next the
processes caused by the effort of the system to reach equilibrium, i.e. nucleation and
growth , will be described.

2.1 The Driving Force: Chemical Potential and Supersaturation

Assuming constant pressure and temperature, the thermodynamic driving force of a
crystallization process can be described as the difference in the chemical potentials �i

of one component i in the liquid (index L) and solid (index S) phases:

S,iL,ii ������ ( 2-1 )

Whereas a solution saturated with component i implies an equilibrium between the
dissolved molecules in the liquid phase and the crystallized molecules in the solid
phase. In this case the chemical potentials in both phases are equal:

*
L,iS,i ��� ( 2-2 )

The chemical potential �i,S in the solid phase is very difficult to determine. An easier
possibility for obtaining the difference of the chemical potential is to combine
equations  ( 2-1 ) and ( 2-2 ):

*
L,iL,ii ������ ( 2-3 )

The actual chemical potential of a component i in a single phase is defined by

i0,ii alnT����� ( 2-4 )

where �i,0 is the chemical potential at standard state, � the ideal gas constant, T the
absolute temperature, and ai the activity. Using the two equations ( 2-3 ) and ( 2-4 ) the
general expression for the difference of the chemical potentials between supersaturated
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(non-equilibrium) and saturated (equilibrium) state for a entirely dissociated system
can be written as:

� �
�
�

�

�

�
�

�

�
��	
��	��

*
i

i*
iii

a

a
lnTalnalnT

( 2-5 )

� represents the number of ions emerging from a decomposing molecule. Defining the
ratio of the activities as the supersaturation Sa

*
i

i
a

a

a
S �

( 2-6 )

equation ( 2-5 ) can be written dimensionless as:

a
i Sln

T
��

�

�� ( 2-7 )

It can easily be seen that the actual driving force of a crystallization process is the ratio
of ai / ai

*, the supersaturation Sa. Reaching the state of equilibrium means attaining the
same value for ai and ai

*, which leads to a supersaturation Sa = 1 and a difference of
the chemical potentials ��i = 0. Another possibility of expressing the difference of the
chemical potentials ��i is to use the heat of crystallization �H*CL, which is given by:

� � Tlnd
alnd

T
T1d
alnd

H ii*
CL ����

�
�

�
�
�
�

	
��
�

�
��
�

	
���


( 2-8 )

and

T
TH*

CLi
�

����
( 2-9 )

The parameter �T represents the subcooling of the solution and the index C denotes
the crystalline state.
There are many possibilities of expressing the concentration of one component in a
mixture. The most common concentration scales can be found in equation ( 2-10 ). In
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the case of the mole fraction xi the amount of substance ni is based on the total amount
of substances n of the system. The molarity Ci can be calculated by dividing the
amount of substance ni by the total volume V of the system.

V
n

C;
n
n

x i
i

i
i ��

( 2-10 )

For a non-ideal solution the activity ai can be obtained with the help of the activity
coefficient. The activity can be expressed on different bases and therefore the
corresponding activity coefficient has to be chosen for the following calculation (see
equation ( 2-11 )). Assuming an ideal behaviour of the solution or at infinite dilution
the activity coefficient equals one.

iiiii Cfxa 	
	 ( 2-11 )

As can be seen, the activity coefficient �i is based on mole fractions xi and fi is based
on molarity Ci. In reality ions of only one species (negative or positive) cannot be
found without their corresponding species (positive or negative), which means that
ions in a solution appear only in pairs and therefore only an activity coefficient
considering both ions can be determined by experiments. Furthermore, dissociated
ions are interacting with their corresponding activities . Thus it is reasonable to
introduce an average activity coefficient ��:

� � ���

�

��

��
����

1 ( 2-12 )

The stoichiometric coefficient � specifies the number of ions emerging from one
totally dissociated molecule.

��
����� ( 2-13 )

In the case of crystallization from solution the degree of dissociation � has to be taken
into account in addition to the stoichiometric coefficient �� Most electrolytes dissociate
incompletely and therefore the concentration-dependent degree of dissociation � is
introduced as the ratio of dissociated molecules ni,dis and total amount of molecules ni

of one component.
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i

dis,i

n
n

��

( 2-14 )

According to [Robi55] the degree of dissociation �	can be derived from the mole
fraction based dissociation constant Kx which is given by the ratio of undissociated
and dissociated molecules. This constant is dependent on pressure and temperature and
is analogically defined according to the law of mass action of thermodynamics.

�

��
�

��

�

��

�

��

�

��

�

x
xxKx

( 2-15 )

or

2
2

x 1
xK

�
�

��

�
�

( 2-16 )

Inserting the average activity coefficient �� and the degree of dissociation � in
equation ( 2-5 ) the difference of the chemical potentials can be formulated
dimensionless as follows:

�
�

�

�

�
�

�

�

��

��
	


�

�


�

�

*
i

**
ii

x

x
ln

T

( 2-17 )
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 Figure 2-1: Activity coefficients �� of various inorganic systems

 Figure 2-1 shows the dependence of the activity coefficient �� on the concentration
[Mull93]. Here the concentration is given as a ratio of actual concentration C and
equilibrium concentration C* at 25 °C. It is obvious, that in the range of C/C* < 0.2
the concentration-dependency is strong, whereas in the range of C/C* 
 1 the activity
coefficient hardly changes. At lower concentrations or in diluted solutions the activity
coefficient experiences the highest fluctuations of its value. In most cases the deviation
of the activity coefficient �� of a real system from an activity coefficient (�� = 1) of an
ideal system reaches its maximum at the maximum concentration, the saturation
concentration C*. In crystallization from solution of highly soluble systems only low
supersaturations (� < 0.1) can be achieved. Although in the range between C/C* = 1
and C/C* = 1.1 we have the maximum deviation from ideal state, we also have the
smallest fluctuations, that means an almost constant activity coefficient ��. Therefore it
is possible to use the same value for �� and ��*. This simplifying assumption makes it
possible to use concentrations scales which we can easily access in order to determine
the driving force, i. e. the supersaturation. As already mentioned, this step is only
reasonable for small differences between �� and ��*, i. e. correspondingly low
supersaturations. In precipitation, however, very high supersaturations (S > 1000) are
reached. There it is necessary to calculate the supersaturation with the help of the
activity coefficient since the accuracy of the driving force would otherwise be very
low [Schu98].
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Implementing the above described simplification in equation ( 2-6 ), the
supersaturation S is given by:

*C
CS �

( 2-18 )

The relative supersaturation � with �	� S-1 can be calculated in the following way:

� � �
�

�
�
�

�
����	

*C
ClnSln

( 2-19 )

for low supersaturations (� < 0.1) equation ( 2-19 ) can be simplified with an error less
than 5%:

�
�

�
�
�

� �
�	


*C
*CC ( 2-20 )

Figure 2-2: Solubility diagram
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In the solubility diagram in Figure 2-2 the equilibrium or saturation concentration C*
is plotted versus temperature. As can be seen in this plot, the supersaturation can be
expressed as a concentration difference �C

*CCC ��� ( 2-21 )

or as a subcooling (temperature difference) �T

T*TT ��� ( 2-22 )

where T is the actual temperature of the solution and T* the saturation temperature for
a solution with the concentration C.
If a rather constant slope of the solubility curve is given in the relevant temperature
range, a simplified conversion of supersaturation into subcooling is possible:

T
dT

*CdC ��
�

�
�
�

�
��

( 2-23 )

2.2 Nucleation: The Birth of a Crystal

Generally speaking the nucleation rate B is defined by the variation with time of the
number of particles N per Volume V:

Vtd
Nd

B �
( 2-24 )

The nucleation can be caused by various mechanisms. In the case of a crystal free
solution which contains no foreign particles, nuclei are formed by homogeneous
nucleation. If nucleation takes place on the surface of foreign particles in a crystal-free
solution heterogeneous nucleation is the decisive mechanism. The third possible kind
of activated nucleation is surface or secondary activated nucleation which only
happens in the presence of own crystals. Non-activated nucleation is induced by
attrition or breakage and will be briefly discussed at the end of this section.
Figure 2-3 gives an overview of the different types of nucleation mechanisms.
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Figure 2-3: Different kinds of nucleation

2.2.1 Homogeneous Nucleation

The classical nucleation theory according to Volmer and Weber [Volm26, Volm39] is
the basis for the modelling of nucleation rates.
In a supersaturated solution collisions of single molecules occur stochastically, thus
leading to a formation of clusters. The higher the supersaturation, the higher the
probability of such collisions and cluster formation. Further collisions of such a cluster
with monomers lead to the growth of the cluster. If the cluster reaches a critical size
Lc, it becomes thermodynamically stable. In the case of a spherical nucleus, assuming
complete  dissociation (� = 1) and the number of ions � = 1, the critical size Lc can be
calculated with the following equation:

m
CL

c V
SlnTk

4
L

�
�

( 2-25 )

where �CL is the interfacial tension, k the Boltzmann constant and Vm the volume of a
unit (molecule). Only clusters with a size L > Lc will continue to grow, whereas
clusters smaller than Lc will disintegrate. It is obvious that with an increasing
supersaturation S the critical size Lc of a nucleus decreases.
�CL, i. e. the interfacial tension between crystal and liquid phase, can be estimated
based on theoretical considerations given in [Mers90]:

� � �
�

�
�
�

�
��

*C
C

lnNCTkK C32
ACCL

( 2-26 )
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with CC as the molar crystal density and NA as Avogadro’s number. Unfortunately
there is an uncertainty regarding the factor K for which data between K = 0.414 and
K = 0.31 were published. The first value has been derived from an estimation of the
interfacial geometry in [Mers90], whereas the second value origins from a comparison
with experimental results [Mers95]. The influence of the factor K on the calculation of
nucleation rates will be shown later.
The free nucleation enthalpy �Gc of a critical cluster can be calculated by:

CLcc A
3
1G ��� ( 2-27 )

where Ac is the interface area between nuclei and solution.

When the impact frequency of monomers [Kind83], the surface area Ac of a critical
nucleus, the Zeldovich factor Z [Zeld42], and the concentration of critical clusters are
taken into account, the homogeneous nucleation rate Bhom can be written as:

� �

� � �
�

�

�

�
�

�

�

�
��
	



��
�



��
	



��
�


 �
���

�
�

2

2

AC

3
CL

AC

CL37
AABhom

Sln
1

NC
1

Tk3
16exp

NC
1

Tk
NCD5.1B

( 2-28 )

According to Heyer [Heye01] the dependence of the pre-exponential factor on the
supersaturation S is S2 · ln S instead of S2, however, for S > 3 the differences are
negligible, see Figure 11-1 in the appendix 11.1.
The binary diffusion coefficient DAB can be estimated using the Stokes-Einstein
equation [Eins22]:

m
AB d3

TkD
��

�
( 2-29 )

with the dynamic viscosity 
 and the molecule diameter dm, which is given by

31
m

31

Ac
m V

N
M~d ���

�

�
��
�

�

�
	

( 2-30 )

Here M~ is the molar mass and �S the density of the solid.
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In Figure 2-4 and Figure 2-5 the homogeneous nucleation rate Bhom has been
calculated for different values of the parameter C*/CC, i.e. different systems, as a
function of the relative supersaturation �. It is remarkable that for highly soluble
systems (C*/CC > 0.1), which are commonly used in crystallization from solutions, a
high dependency on the supersaturation can be observed. Because of that fact high
supersaturations should be avoided during the crystallization from solution if large and
pure crystals are to be generated.

Figure 2-4: Homogeneous nucleation rates as a function of the relative
supersaturation � for different dimensionless  solubilities C*/CC. Calculated for DAB =
1.5 ·10-9 m2 s-1, � = 2, T = 293 K, and K = 0.310
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Figure 2-5: Homogeneous nucleation rates as a function of the relative
supersaturation �� for different dimensionless solubilities C*/CC. Calculated for DAB =
1.5 ·10-9 m2 s-1, � = 2, T = 293 K, and K = 0.414

A comparison between Figure 2-4 and Figure 2-5 shows the influence of the factor K
in equation ( 2-26 ), which is used to determine the interfacial tension �CL. This evokes
the crucial question of how to determine the exact value of the interfacial tension.
Unfortunately no other way to obtain a more precise value for the interfacial tension
has yet been found. Therefore the influence of the factor K should always be kept in
mind when interfacial tensions or nucleation rates are calculated.

2.2.2 Heterogeneous Nucleation

Dealing with the operation of batch crystallizers makes it necessary to have a closer
look at the determination of the heterogeneous nucleation rate. Homogeneous
nucleation can hardly be found in industrial crystallizers because the major premise for
that nucleation mechanism – a pure and foreign particle- / surface-free solution – is not
fulfilled. It is very difficult to obtain homogeneous nucleation even in laboratory
experiments [Schu98]. In almost every batch crystallizer stirrers are installed to mix
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the solution in order to establish or maintain a homogeneous supersaturation and
temperature profile. Suspending the generated crystals is another important function of
the stirrer. As a consequence the stirrer, the cooling jacket, the wall of the crystallizer,
and foreign particles (e.g. dirt or impurities) provide a huge amount of foreign surface
for heterogeneous nucleation. The reason for the occurrence of heterogeneous
nucleation at lower supersaturation than homogenous nucleation is the reduced free -
nucleation enthalpy �Gc,het.

hom,chet,c GfG ��� ( 2-31 )

with f  (0 < f <1) as the geometric correction factor dependent on the contact or
wetting angle �	as illustrated in Figure 2-6.

Figure 2-6: Nucleation on a foreign surface

According to that definition the factor f can be determined by:

� �� �
4

cos1cos2f
2

����
�

( 2-32 )

Young [Youn55] defines the contact angle � as the ratio of the interfacial tensions
between solid (foreign), liquid, and crystal phase:

CL

CSSLcos
�

���
�� ( 2-33 )

This reduction of the total free nucleation enthalpy by the factor f results in the
following equation for the calculation of Bhet of the heterogeneous nucleation rate:

�

�CL

�SL�CS
nucleus

foreign surface / particle

L

S S
C
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As already mentioned heterogeneous nucleation takes place on foreign surfaces, thus it
seems to be obvious that there should be a dependence on the foreign surface area
provided in the solution. Equation ( 2-34 ) neglects this correlation, i. e. for different
volumetric surface areas afor we would obtain identical heterogeneous nucleation rates.
Schubert [Schu98] suggested a model describing Bhet as a product of the volumetric
surface afor and the heterogeneous nucleation rate based on the surface of foreign
particles Bhet,surf:

surf,hetforhet BaB � ( 2-35 )
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NCHeda

2
1B ( 2-36 )

Here Head is the adsorption constant, rc is the radius of a critical nucleus

SlnT
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r
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���
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( 2-37 )

and Dsurf is the surface–diffusion coefficient according to Suzuki [Suzu90] and
Schubert [Schu98].
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( 2-38 )

This equation ( 2-38 ) should be handled with care because it forecasts physically
impossible values for Head � 0. Rauls and Beckmann [Raul90] obtained values for the
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surface-diffusion coefficient Dsurf in the range of 0.5 · 10-12 – 15 · 10-12 m2 s-1 by
experiments.
It should be mentioned, that in equation ( 2-36 ), derived by Schubert [Schu98], the
factor f is missing in the pre-exponential term, although it has to be taken into account
with f--1/2 in the case of a rigorous derivation of the Zeldovich factor for the assumed
geometry, like it is shown in equation ( 2-39 ) by Heyer [Heye01].
When comparing the rate Bhet of heterogeneous nucleation in equation ( 2-36 ) with the
rate Bhom of homogeneous nucleation in equation ( 2-28 ) it can be seen that the
following additional parameters influence Bhet:

� afor - volumetric surface area of foreign particles
Please note that only the volumetric surface area and not the number of particles is
important for the heterogeneous nucleation rate. In case of afor < 104 m2 m-3

attention should be paid to the basic level of SiO2 particles , which are even present
in ultrapure water (afor 
 2500 m2 m-3) [Schu98].

� Head – adsorption constant
Up to now it is not possible to predict or calculate this parameter. In further
calculations we will take the value 10-9 which has been found by Schubert
[Schu98]

� � – contact angle (f – factor)
Unfortunately we are not able to measure this decisive parameter, but some
experiments have shown that � is frequently within the range 40° < � < 53°, i. e.
0.038 < f < 0.1.

� Dsurf – surface diffusion coefficient
Equation ( 2-38 ) makes it possible to estimate Dsurf. Nevertheless the influence of
Dsurf on the calculation of heterogeneous nucleation rates is very small, as will be
shown later.

In order to decide which nucleation mechanism is dominant or relevant for the actual
process, it is useful to have a closer look at the ratio Bhet/Bhom. In Figure 2-7 this ratio
is plotted as a function of the dimensionless supersaturation �C/CC and the
dimensionless solubility C*/CC for two different dissociation numbers � = 1 and � = 2
[Mers01]. It can be seen that for molecular substances (� = 1) higher supersaturations
have to be established if an equality of nucleation rates between homogenous and
heterogeneous nucleation is desired as in case of dissociated systems. The higher
difficulty of controlling a crystallization process with dissociated systems (� = 2) lies
in the smaller range of change between heterogeneous and homogeneous dominated
nucleation. Of course all these calculations are strongly dependent on the properties of
the material, the supersaturation, and the prevailing process conditions.
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Figure 2-7: Ratio of heterogeneous to homogeneous nucleation rate (valid for: DAB =
10-9 m2 s-1, dm = 5·10-10 m, K = 0.414, afor = 105 m2 m-3, Head = 10-9, f = 0.1)

The basis of the model proposed by Schubert [Schu98] (see equation ( 2-36 )) is the
assumption of a flat or platelike foreign particle as shown in Figure 2-8. His model is
appropriate for small nuclei on large particles, whereas in the case of large nuclei on
very small foreign particles the surface area and the circumference of the nucleus are
dependent on the shape of the foreign particle. Heyer [Heye01] extended Schuberts
model to nucleation on small foreign particles, assuming spherical particles and
clusters (see Figure 2-9).
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Figure 2-8: Model for heterogeneous
nucleation according to Schubert
[Schu98]

Figure 2-9: Model for heterogeneous
nucleation according to Heyer [Heye01]

The model derived by Heyer is presented in equation ( 2-39 ).
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where
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r
x �

( 2-40 )

is the ratio of the sizes of foreign particle to critical nucleus, and m is given by:
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In the special case of homogeneous nucleation the following assumptions are valid:

� � = 180°; sin � = 0; cos � = -1
� f = 1 (see equation ( 2-32 ))
� afor · dm = 1
� Head = 1
� x � 0
� m = 1

With these specifications the rate of heterogeneous nucleation Bhet suggested by
Schubert (equation ( 2-36 )) can be converted into the rate of homogeneous nucleation
Bhom (equation ( 2-28 )) as shown in the appendix 11.2.
Whereas Bhet calculated with the model proposed by Heyer (equation ( 2-39 )) equals 0
for the assumptions made for homogeneous nucleation.
As a consequence Schuberts model can be used for both cases, heterogeneous and
homogeneous nucleation, whereas Heyers model is only valid for heterogeneous
nucleation on very small foreign particles.

2.2.3 Surface or Secondary Nucleation

The third activated nucleation mechanism is the secondary or surface nucleation. In
contrast to both primary nucleation mechanisms, homogeneous and heterogeneous, the
presence of own crystals is a precondition for secondary nucleation. Nuclei are formed
in the vicinity of own crystals (same substance) or on their surface by dendritic growth
and coarsening [Denk70, Kind89]. According to [Niels81] and [Dirk91] the surface
nucleation rate Bs can be written as, after the introduction of equation ( 2-26 ):
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The pre-exponential factor DAB / dm is probably not correct, however, in the case of
high solubilities (C* / CC > 0.01) the difference of data regarding the factor of
equations  ( 2-42 ) and ( 2-28 ) is not significant.
In order to convert the surface nuclei into volume nuclei it is necessary to remove
them from the surface and place them into the solution. This demands a relation
between the volumetric crystal surface aC, the detachment probability of surface nuclei
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or efficiency factor E (0 < E < 1) and the surface nucleation rate Bs as follows
[Mers96]:

Cssurf aBEB ��� ( 2-43 )

An efficiency factor of 1 connotes that all surface nuclei will be detached from the
crystal surface and become volume nuclei. Whereas an efficiency factor of 0 results in
Bsurf = 0 and in this case Bs would only contribute to the growth of the crystals.
Introducing the Sauter mean diameter of crystals, L32, and the crystal hold-up �T

equation ( 2-43 ) can be converted into:

s
32

T
surf B

L
6

EB
�

� ( 2-44 )

2.2.4 Attrition induced Nucleation

In almost every crystallizer installations for solution circulation and suspending
crystals, e.g. a stirrer or a pump, can be found. These mixing devices evoke crystal –
crystal or crystal – installation collisions, thus producing small attrition fragments.
These can act like new nuclei. The amount of produced attrition fragments or nuclei is
dependent on the properties of the material and on the operating conditions of the
crystallizer. Although attrition induced nucleation is a non-activated process, it is in
most batch-cooling crystallizations the dominant nucleation mechanism, because these
crystallizers are usually operated at very low supersaturations (� < 0.1), where the
rates of activated nucleation are extremely low, see Figure 2-4 and Figure 2-5.
Therefore this mechanism is very crucial for an optimum operation of a crystallizer.
Many experiments have shown that a huge number Na,tot of attrition fragments is
produced in industrial crystallizers but only a small part of them has the ability to grow
at these low supersaturations. Many authors have measured the size distribution of
attrition fragments resulting from parent crystals which are suspended in a stirred
vessel [Sang91, Heds94, Chia96, Gahn97]. In Figure 2-10 the number density and the
cumulative number distribution of KNO3 attrition fragments are plotted against the
attrition fragment size La according to Gahn [Gahn97].
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Figure 2-10:Number density and cumulative number distribution of KNO3 attrition
fragments [Gahn97]

It is somewhat surprising that only attrition fragments in the size range between 2 µm
and 200 µm have been measured for stirrer tip speeds below 5 m/s. According to Gahn
[Gahn97] the minimum size La,min is given by
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and the maximum size La,max can be calculated from
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In these equations Hv is the Vickers Hardness, µ is the shear modulus, � is the fracture
resistance, Kr is an efficiency factor and Wcol is the collision energy which increases
with the square of the collision velocity wcol according to
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Here Lpar is the size of the parent crystal and �C is its density.
Theoretical considerations as well as many experimental results lead to the following
equation for the total number Na,tot of attrition fragments resulting from one parent
crystal which takes up the collision energy Wcol:
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( 2-48 )

It is important to note that nearly all small attrition fragments possess an increased
chemical potential (elevated solubility) due to deformation and do not grow at a low
supersaturation [Heij92, Zach95]. Therefore the number Na,eff of effective attrition
fragments is decisive for the rate of secondary nucleation. The effectiveness of KNO3

attrition fragments has been determined by Wang [Wang92], see Figure 2-11. Here the
growth rate of 356 KNO3 fragments has been measured in growth cells.

Figure 2-11: Growth rate of 356 KNO3 attrition fragments [Wang92]
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As can be seen only fragments larger than La,eff = 25 µm contribute significantly to

growth � �� �maxa G1,0LG � . In Figure 2-10 and Figure 2-12 the ratio 
tot,a

eff,a

N
N

according to

� � � �� �
�

�

�

���

m25

m25

0
aa0aa0
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eff,a dLLq1dLLq
N
N ( 2-49 )

is 017.0
N
N
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� .

Figure 2-12: Ratio Na,eff/Na,tot as a function of the size La,eff of effective attrition
fragments according to equation ( 2-49 )

In the following a very simplified model will be presented in order to show how it is
possible to give an estimation of the effective rate of attrition controlled secondary
nucleation, B0,eff. The purpose of this crude estimation is to clarify the importance of

the material properties Hv, µ and ��
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The mean specific power input, � , can be expressed by the Newton number Ne, the
stirrer diameter d and the stirrer tip speed utip= d �	s:

Susp

23
tip

3 V
duNe

�

��

( 2-50 )

Here Vsusp is the volume of the suspension. The collision velocity, wcol, is smaller than
the tip speed:

wcol = 
w utip ( 2-51 )

and the frequency of contacts, fc, of a parent crystal with the rotor is smaller than the
speed s:
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� ( 2-52 )

with 
f = 
geo (for propeller) 
	0.03.

A combination of the equations ( 2-48 ), ( 2-50 ), ( 2-51 ) and ( 2-52 ) leads to
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The right hand side of this equation has to be multiplied by the factor 
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the total number of parent crystals which amounts to 
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 in the case of

monodispersed parent crystals. This leads to the effective rate of secondary nucleation
based on the volumetric crystal hold-up:
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All these four nucleation mechanisms, which were briefly explained during the
previous pages, contribute to the entire nucleation rate B0 in the following way:

B0 = Bhom + Bhet + Bsurf + Batt ( 2-55 )

Depending on the operating conditions of a crystallizer one of these nucleation
mechanisms will be dominant. Generally speaking at very high supersaturations
heterogeneous nucleation Bhet outmatches surface or attrition induced nucleation.
Since we consider only batch crystallization processes, homogeneous nucleation can
be neglected as it plays only a major part in precipitation where very high
supersaturations are achieved (S > 100). In the case of low supersaturations and a high
mean specific power input � , Batt is the decisive nucleation mechanism.

Figure 2-13: Regions for the different nucleation mechanisms plotted as a function of
the dimensionless solubility and the dimensionless supersaturation [Mers96]

Figure 2-13 shows lines of constant nucleation rates valid for Bhom = 1018 m-3 s-1 and
Bsurf = 1 m-3 s-1.  Bhet was calculated with the assumption of f = 0.1. It can be seen that
in the case of low supersaturations (� < 0.1) Batt is dominant. In order to produce large
crystals this region should be chosen for the operation of the crystallizer since it
prevents activated nucleation and the generation of many small particles.

� = 1

+
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2.3 Crystal Growth: From Nucleus to Crystal

In the previous section the various mechanisms of nucleation have been briefly
explained. In the following the complex mechanisms of crystal growth will be
introduced.
The general definition of a growth rate G is the change of size L of a crystal within
time t:

td
LdG �

( 2-56 )

The growth of a crystal requires many subsequent processes until a growth unit is
incorporated into the crystal lattice. Mullin [Mull93] distinguishes between seven
different steps. In order to reduce the high complexity of the growth mechanism the
various steps can be summarized and divided into a transportation step by diffusion
and / or convection and an integration reaction step. In the case of a slow diffusion
step which is compared to the integration step the growth mechanism can be
characterised as diffusion-controlled, whereas an integration controlled growth implies
a very slow integration reaction.

Figure 2-14: Concentration profiles for diffusion- and integration-controlled growth
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With reference to Figure 2-14 the driving force or concentration gradient �C = C – C*
can be seen as the sum of a diffusive - convective term, C – CI, and an integration
reaction term, CI – C*. For an integration – controlled growth CI – C* >> C – CI is
valid, whereas for diffusion – controlled growth CI – C* << C – CI is obtained. The
mass flux density, m�  with direction towards the crystal surface is defined by:

� � � �rIrId *CCkM~CCkM~m ����� ( 2-57 )

Here, kd is the mass transfer coefficient, kr the reaction rate constant, and r the order of
the integration reaction.
Another way of describing crystal growth is via a displacement rate, v, of a crystal
surface which corresponds to equation ( 2-56 ). The coherence of the growth rate G,
the mass flux density m� , and the displacement rate v is shown in equation ( 2-58 ).
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Where the volume shape factor � and the surface shape factor � are defined by

3
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V
�� ( 2-59 )

and

2
p

L

A
�� ( 2-60 )

Here VP is the volume of the particle and AP is the surface area of the particle.

2.3.1 Diffusion Controlled Growth

If the diffusion step is slow compared to the integration step the crystal growth is
dominated by the diffusive – convective transport of growth units. The diffusion –
controlled growth rate can be calculated by

C
d C

Ck
3

G �

�

�
� ( 2-61 )
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For spherical particles (� / 3� = 2) and pure molecular diffusion the following
equation is valid:

L
D

2k AB
d �

( 2-62 )

The analogy between the mass transfer coefficient and the Sherwood number Sh

AB
d D

LkSh �
( 2-63 )

reveals the dependence on fluid dynamics, particle size, diffusivity, and viscosity. In
order to choose a correct model among the existing ones for the determination of kd, it
should always be paid attention to the prevailing boundary conditions. In addition, it
also has to be mentioned that growth rates obtained by equation ( 2-61 ) always
represent the maximum possible growth rate, because no growth unit may be
integrated into the crystal lattice that has not been first transported through the bulk
solution.

2.3.2 Integration Controlled Growth

A fast diffusive – convective transport of growth units (kd � �) and / or a very slow
integration reaction into the crystal lattice (kr � 0) implies an integration – controlled
growth mechanism. Due to the complexity of this integration step different models
have been developed in order to predict growth rates. In the following a short
overview of the major  models will be given.
In the model of Burton, Cabrera and Frank [Fran49, Burt51], also known as the BCF
model, steps on the crystal surface are created by dislocations, thus creating
imperfections as favourable integration sites for growth units. In the case of low
supersaturations these spiral steps offer the only location for the integration of growth
units since the crystal surface is rather smooth, thus leading to further growing spiral
steps on the crystal surface. Equation ( 2-64 ) shows the result of the deliberations of
Burton, Cabrera and Frank:
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The parameters KBCF and K’BCF are difficult to determine, for further information see
[Burt51, Benn69, Benn73, Benn76]. It can be seen in equation ( 2-64 ) that in the case
of low supersaturations the linear growth rate vBCF is proportional to the second power
of the supersaturation as it depends on the density of steps and kinks on the crystal
surface.

2
BCF ~v � ( 2-65 )

For high supersaturations a linear correlation between the growth rate vBCF and the
supersaturation � is valid:

�~vBCF ( 2-66 )

In the case of even higher supersaturations, the collision of growth unit clusters on the
crystal surface, which leads to the forming of two-dimensional nuclei spreading over
the crystal surface, has to be taken into account, too. This is done in the Birth and
Spread (B+S) model [Ohar73, Hill66, Niel81]. The linear growth rate vB+S is given by
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and demands an exponential dependence on supersaturation.
The size of a critical nucleus decreases with  increasing  supersaturation (see equation
( 2-37 )). As a consequence this critical size approximates to the average size of a
growth unit. The two assumptions of a small spreading rate and of the only possible
completion of a surface layer by nuclei formation leads to the polynuclear (PN) growth
model [Dirk91], which shows a very strong dependence on supersaturation. With
equation ( 2-26 ) we obtain:
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2.3.3 General Characterization of Crystal Growth Rates

Of course all integration–controlled growth rates (BCF, B+S, and PN) occur
simultaneously when a crystal is growing. The answer to the question which
mechanism plays the major role depends on the prevailing supersaturation.
Integration–controlled crystal growth is a competition between the three different
mechanisms, dominated by one of them. In Figure 2-15 the different mechanisms are
plotted as a function of the supersaturation.

Figure 2-15: Competing growth mechanisms as a function of supersaturation �

Crystal growth which is solely controlled by either diffusion or integration is hardly
found, in most cases both steps play a limiting role. Therefore a model considering the
diffusion and the integration step was derived by Mersmann [Mers95]. With the help
of this model mean crystal growth rates v  for crystal collectives in industrial
crystallizers can be calculated according to

C

2

C
'
g

d
4

C

2

'
g

d
2

C
'
g

d

Cdd C
C

C
*C

k

k
C

*C
k2

k
C

*C
k2

k
C

C
k2
G

k
v �

��
�

�
��
�

�
	��

�

�
��
�

�
�
�

�

�

�
�

�

�

��

�

�
��
�

�
	

�
��

( 2-69 )

with the growth rate constant '
gk

� �

� �*CCln
C*C

d
D

1025.2k
C

34
C

m

AB23'
g ���

� ( 2-70 )

�

PN B+S

BCF

Diffusion 
controlled

Overall 
growth
rate

G
ro

w
th

 ra
te

 n.



 2 Fundamentals32

The value 2.25 · 10-3 was determined by experiments at 25°C, as a consequence
equation ( 2-70 ) should only be used for calculations in the same temperature range,
otherwise a correction factor has to be added. Figure 2-16 shows lines of crystal
growth rates calculated with equation ( 2-69 ) for various systems according to the
parameter C*/CC. The growth rates are plotted as a function of supersaturation � and
the regions indicating the dominant growth mechanism are shown.

Figure 2-16: Crystal growth rate v as a function of supersaturation ��(valid for kd =
10-4 m s-1 and DAB = 10-9 m2 s-1)

2.4 Metastable Zone and Induction Time: What we still cannot see!

To express it in very simple terms, the metastable zone is one of the last frontiers in
crystallization. The knowledge about that phenomenon is very little in comparison to
nucleation and growth. But due to the topic of this thesis it is inevitable to describe it
in more details since it plays a very important role in the operation of crystallizers. In
general terms of thermodynamics, the difference between a stable and a metastable
state is that a small perturbation does not affect the stable state as it soon returns to its
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initial state, whereas a metastable state becomes instable which leads to irreversible
changes.
The idea of the metastable zone was first introduced by Ostwald [Ostw97]. He
mentioned the terms stable, metastable and unstable (labile) in context with the
solubility plot. He defined the border between the metastable and the stable region in
the solubility plot by the onset of an uncontrolled, spontaneous and detectable
nucleation (nuclei shower, avalanche effect). This implies that there is an individual
metastable zone for each activated nucleation mechanism, which can be seen in Figure
2-17.

Figure 2-17: Metastable supersaturations for different nucleation mechanisms
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Unfortunately the metastable zone, also called the Ostwald-Miers-Zone, cannot be
predicted with the help of physical or thermodynamic properties of a solute – solvent
system. It is therefore necessary to determine the metastable zone width for each
system experimentally. According to Figure 2-2 the metastable zone width can be
expressed by the supersaturation �Cmet or the subcooling �Tmet at which spontaneous
nucleation occurs. Unfortunately it is not possible to derive empirical correlations from
experiments which are universally valid for the metastable zone width of one specific
system since the metastable zone width depends on various parameters:

� temperature
� rate of supersaturation generation (cooling or evaporation rate)
� agitation
� thermal history of the solution
� presence of seed crystals
� presence of impurities
� method of detection
� definition of the “nuclei shower”

The dependence of the metastable zone width on the presence of seed crystals is
shown in Figure 2-18, where experiments with an (NH4)2SO4-solution were conducted.
The different slopes indicate different nucleation mechanisms.

Figure 2-18: Metastable subcoolings �Tmet for seeded and unseeded ammonium
sulphate solutions as a function of the cooling rate [Mull70]
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Extremely crucial is the detection of the onset of the nucleation as this could be
defined  for instance by a nucleation rate B = 1 m-3 s-1 or by a “noticeable” nucleation
rate B = 1030 m-3 s-1. In addition to the definition of the required nucleation rate the
detection device or the detectable size Ldet of the nuclei is also decisive, since nuclei
are hardly detectable at their moment of creation. This means that the subsequent
growth of the nuclei to the detectable size Ldet is also influencing the metastable zone
width.
There are two different ways to measure the metastable zone:

� polythermal method (T, � ≠ const.)
The solution is cooled with a constant cooling rate T�  from an
undersaturated state until the detection of a nuclei shower. The difference of
the saturation temperature T* and the temperature T reached at the moment
of detection of nucleation determines the metastable zone width �Tmet.

� isothermal method (T, � = const.)
A well defined supersaturation is established and the induction time tind until
the start of the detectable nucleation is measured. By plotting the induction
time tind as a function of the supersaturation or subcooling, as indicated in
Figure 2-19, the  metastable zone width is obtained.

Figure 2-19: Determination of the metastable zone width for a KCl – solution by
plotting the reciprocal induction time as a function of the subcooling  [Seife76]

Different measurement methods are given in [Kind89, Mull79, Mull93, Nyvl70,
Seife76].

subcooling T [K]�

re
ci

pr
oc

al
 o

f i
nd

ut
io

n 
tim

e 
t

 [m
in

]
-1

-1
in

d

�Tmet



 2 Fundamentals36

Nyvlt [Nyvl70] discovered a higher reproducibility for the determination of the
metastable zone width for anhydrates than for hydrates. This is in agreement with the
model of nucleation, where clusters have to be formed by stochastic collisions. He also
states a higher metastable zone width for sparingly soluble systems in comparison to
high soluble systems. His explanation is that a higher concentration, as is the case for
high soluble systems, leads to a smaller inter-molecular distance, thus promoting the
probability of collisions in order to form a cluster or nucleus.
The already mentioned induction time tind is defined by the time period elapsed
between the achievement of supersaturation and the onset of nucleation. In case of a
polythermal measurement method the relationship between metastable zone width
�Tmet and induction time tind is the following:

TtT indmet
��� ( 2-71 )

Therefore the induction time tind shows the same dependence on various process
parameters as the metastable zone width. Mullin [Mull93] defines induction time tind as
the sum of relaxation time tr, nucleation time tn, and growth time tg.

gnrind tttt ��� ( 2-72 )

The relaxation time tr is the time required by the system to establish a quasi-steady-
state distribution of molecular clusters, the nucleation time tn represents the time for
the formation of a stable nucleus, and the growth time tg is needed for the growth of a
nucleus to a detectable size Ldet. Unfortunately its nearly impossible to distinguish
between these three time periods.
Although the best way for a determination of the metastable zone width is to conduct
time consuming experiments, which are also extremely dependent on various
parameters, it is a good guideline for the adjustment of the operating supersaturation
during the crystallization process [Mers98, Mull93, Tava95]. The measurement of a
metastable zone for an unseeded solution �Cmet,prim has a very low industrial relevance,
since secondary nucleation is the dominating mechanism in most crystallizations from
solution. Thus the smallest metastable zone width for a seeded solution �Cmet,sec can be
regarded as the maximum supersaturation that can be adjusted during the
crystallization process, since nuclei shower should be avoided.
Mersmann [Mers98, Mers00] proposed a model for the estimation of metastable zone
widths. This model, which is only valid for seeded solutions, considers the growth of
crystals to a detectable size Ldet as the relevant step. It will be discussed in more details
in chapter 4.2 since it can also be used for the estimation of the optimal supersaturation
for cooling as well as for evaporation crystallization.
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2.5 Agglomeration – How Particles stick together

In most cases of crystallization from solutions high median crystal sizes are desired. In
this range agglomeration plays only a minor role. Whereas in precipitation, where
particles in the size range of nanometers are generated, agglomeration can be a very
decisive mechanism since it has a strong influence on the particle size distribution.
Nevertheless a short introduction to agglomeration will be given in the next
paragraphs.
It is nearly impossible to compare theoretically predicted agglomeration with
experimental results because it is very hard to separate or distinguish between the
different mechanisms of nucleation, growth and agglomeration. Furthermore the
population balance equation (PBE), which must be often used in crystallization in
addition to mass and energy balance, is a integro partial differential equation and in
most cases not analytically solvable. Considering a volume V, the PBE describes the
change of the number density n by growth G, the in- and outflow of the volume

iV� with the number density ni and agglomeration [Rand88].
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In order to solve the equations ( 2-74 ) and ( 2-75 ) an expression for the
agglomeration kernel �(L, �) is required. Considering only collisions between two
particles the agglomeration rate can generally be described by:

2N
td
Nd

��� ( 2-76 )

The theory of von Smoluchowski [Smol17] basically distinguishes between ortho- and
perikinetic agglomeration. In the case of perikinetic agglomeration collisions of
particles are caused by Brownian motion and lead to an agglomeration rate
proportional to the second power of the particle number N.
Generally speaking the agglomeration kernel � consists of two parts, one part
depending on particle size with the particle radii r1 and r2 and the other part describing
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hydrodynamics and particle interaction. According to von Smoluchowski the
following equation is valid for perikinetic agglomeration:
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where W is an efficiency factor which takes into account the particle interaction that is
influenced by many parameters, like particle size, pH, and ionic strength [Mers01].
External force fields and forces by fluid play a major role in orthokinetic
agglomeration, which is dominant in the case of particle sizes larger than 1 µm, where
Brownian motion becomes negligible. If collisions are caused by different settling
velocities in a solution at rest, the following equation is valid for the agglomeration
kernel �:

� � 21
C

F2
21 1rrg �����

�

�
��
�

�

	

	
�
��
 ( 2-78 )

2,1iwith
9
r2 C

2
i

i �
�

�
��

( 2-79 )

Here the agglomeration kernel � is a function of the ratio of the densities of fluid and
solid �F / �C. If the particles have the same size the relaxation times �i have also the
same values, thus the agglomeration kernel � is zero, which means that no collisions
take place.
A general mathematic description of agglomeration in a flow field is given by:

2
coll N

td
Nd

���� ( 2-80 )

The efficiency factor � takes the collisions contributing to agglomeration into account.
Unfortunately it is very complex to predict � theoretically [Brau02]. For the collision
kernel �coll various expressions for laminar and turbulent flow can be found in
literature [Abra75, Camp43, Krui97, Kubo72, Saff56, Smol17]. The influencing
parameters are the local specific power input � and the supersaturation S. The
influence of supersaturation S on the agglomeration kernel � through the efficiency
factor � is described in [Hart86a, Hart86b, Marc88, Mumt97, Mumt00]. Breakage and
attrition caused by particle – apparatus or particle – particle collisions has to be
considered if a certain power input is exceeded.
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In order to calculate agglomeration it is inevitable to know the actual fluid dynamics
and all forces affecting the particles, otherwise it is not possible to choose the right
agglomeration kernel.
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3 Operational Modes and Control of Cooling Crystallizers

In this chapter it will be shown how cooling crystallization is realised in industrial
scale apparatuses. Furthermore, additional aspects of the necessity and the
implementation of process control will be discussed. To put it into simple words, it
will be shown how a crystallizer is turned into a ‘good’ crystallizer.
At first the question of the difference between cooling crystallization and other
crystallization processes should be answered. Cooling crystallization is only one of
various crystallization processes applied in industry and can generally be categorized
according to the method of supersaturation generation (see Table 3-1).

Table 3-1: Crystallization processes for d C* / d T � 0

process supersaturation established by
cooling crystallization change of temperature

evaporation crystallization removal of solvent
vacuum crystallization removal of solvent & change of temperature

precipitation chemical reaction
drowning-out change of solubility

The field of application for cooling crystallization is therefore limited to substances
with solubilities which have a positive dependence on temperature ( d C* / d T >> 0).
The minimum slope of the solubility curve required for an economic cooling
crystallization will be discussed in Chapter 4.
The possible operational modes of cooling crystallization are:

� batch
� semi-continuous
� continuous

In the following only batch and continuos cooling crystallization will be considered
since semi-continuos operation is a mixture of the two other operational modes.
Different control methods and strategies have been developed but all of them have the
same objective: the improvement or adjustment of product quality.
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The major parameters characterising  a crystalline product are:

� crystal median size L50

� crystal size distribution (CSD)
� specific surface area
� shape
� purity
� morphology

Generally speaking, there are three major process parameters used for control
strategies in cooling crystallization:

� mean specific power input �
� residence time �
� supersaturation �

It is assumed that the geometry (diameter of the impeller etc.) and the fluid dynamics
(speed, tip speed etc.) are optimized and, therefore, the flow conditions can be
characterized by the mean specific power input �.
These parameters, however, cannot be implemented independently in a control
strategy since they interact with each other.
Classified product removal and fines destruction represent additional possibilities to
influence the CSD of the product. Since the latter methods only eliminate crystals of
undesired size, which emerged from an uncontrolled process, it will only be introduced
briefly at the end of this chapter.
Batch crystallizers are often employed for the manufacture of small to medium
tonnage products, especially with changing compositions or production sequences and
well-defined product requirements or quality. Flexibility of the process, simplicity of
the equipment and low encrustation due to easy cleaning of the heat exchanger
surfaces after each crystallization make batch crystallization attractive. Lower
operating costs and less complicated supersaturation control are advantages of
continuously operated crystallizers. They are suitable for large tonnage products,
provided that the demanded product quality can be fulfilled.

Considering batch cooling crystallization and control of supersaturation there are three
different cooling strategies applicable:

natural cooling:
The cooling jacket of the crystallizer is provided with a coolant of a constant
temperature �cool. According to Newtons-law the temperature of the solution as
function of time t �(t) can be calculated by [Dave00]:
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with the initial temperature ��, the final temperature �� and the batch time constant
�B:

cool
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( 3-2 )

Msol is the mass of the solution with the specific heat capacity cp, h the overall heat
transfer coefficient and Acool the heat transfer area.

linear cooling:
The temperature of the coolant is adjusted to a linear decrease of the solution
temperature �sol defined by a constant cooling rate T� :

� � tTt �����
� ( 3-3 )

controlled cooling:
Neglecting size dependent crystal growth and attrition, a cooling rate guaranteeing a
constant nucleation and crystal growth rate is chosen. Although this strategy is
probably the best solution, two major problems come along with controlled cooling:
The determination of the optimal supersaturation (see chapter 4 for more details) and
the time consuming precalculation of the cooling curve. Various authors have
developed complex models [Jone73, Jone74, Mayr88, Mull71] for the evaluation of
the cooling curve. A simplified estimation of a controlled cooling curve was given by
Mullin and Nyvlt [Mull71]:
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where �B is the batch time, the exponent n equals 4 for unseeded crystallization and 3
in case of a seeded crystallization. Considering all the different existing models, they
are subjected to the condition of a constant supersaturation which is smaller than the
metastable supersaturation � < �met:
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A comparison of the three different cooling strategies is shown in Figure 3-1. Natural
cooling results in high initial cooling rates, thus creating a very high supersaturation
which might exceed the metastable zone and lead to an undesired nuclei shower.
Additionally high crystal growth rates cause incorporation of impurities. At the end, a
low and therefore uneconomic cooling rate can be observed. Linear cooling reduces
these problems since the initial cooling rates are lower. Nevertheless it is far from
being an optimum cooling strategy as the possibility of crossing the metastable limit at
the beginning of the crystallization is still very high. Only a controlled or in this case
precalculated cooling curve is able to avoid uncontrolled crystallization by keeping the
supersaturation at an optimum level below the metastable limit.

Figure 3-1: Natural, linear and controlled cooling

It can be seen that the controlled cooling curve is nearly the mirror image of the
natural cooling curve as it ensures low initial cooling rates increasing with batch time.
In this way supersaturation is kept within the metastable zone keeping activated
nucleation and growth rates at a low level. In the final stages of batch crystallization
the cooling rate is increased because the huge amount of crystals already produced
provides a large surface area for the reduction of supersaturation by growth.
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Figure 3-2: Course of supersaturation
during batch crystallization of K2SO4

[Dave00]

Figure 3-3: Influence of the cooling
strategies on the number density n of
K2SO4  crystals [Dave00]

Figure 3-2 depicts the high initial supersaturation peaks occurring in the cases of
natural or linear cooling and the almost constant level of supersaturation provided by
controlled crystallization. The obvious minimization of the small particle fraction by a
controlled cooling strategy and thus the rising of the median crystal size L50 is shown
in Figure 3-3.
Seeding is another technique to prevent a high supersaturation peak at the beginning of
a crystallization process leading to uncontrolled nucleation. Adding crystals to a
solution at the moment when the equilibrium state is left, i. e. supersaturation is
created, leads to a reduction of supersaturation by growth of the seed crystals and
surface nucleation which takes place at lower supersaturations than heterogeneous
nucleation. It is, however, very important to determine the exact moment of seeding.
Adding the seed crystals too early, when the solution is still undersaturated, would
lead to the dissolution of the seed crystals, whereas late seeding diminishes the
advantage of the seeding technique since high supersaturations have already been
established. The required mass of seed crystals MS of a median size LS can be
estimated according to [Gutw94]:

2

S

metmet

met

S
Solv

S

S
S LT

TG
2
11

G
LTM

Td
*Wd2M

�

��
�

�
��
�

� �
���

�

�
��
�

�

	



��

�

� ( 3-6 )

where MSolv is the mass of the solvent, d W* / d T is the slope of the solubility curve
and W* the solubility in kgsolute/kgsolvent.
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Figure 3-4: Supersaturation versus time for seeded and unseeded crystallization of
(NH4)2SO4 [Mers01]

The positive influence of seeding with a specific crystal mass mT,S on the maximum
supersaturation which is achieved during a batch crystallization is proven in Figure
3-4.
In order to maximize the amount of crystal surface available for growth, to provide
each crystal with supersaturated solution and to prevent them from settling (except for
the case of a classified product removal) it is necessary to suspend all crystals.
Therefore in nearly all crystallizers pumps and / or stirrers are installed. Unfortunately
the power input of these installations causes secondary or attrition induced nucleation
which plays another major role in the operation of crystallizers as it restricts the
maximum obtainable crystal size. Once crystals are formed in the solution secondary
nucleation can be observed and more and more nuclei with increasing suspension
density are created. As a consequence the CSD is broadened with proceeding batch
time by attrition fragments and secondary nuclei. Therefore it is inevitable to reduce
the mean specific power input (e.g. stirrer speed) if large crystals with a narrow
distribution are to be produced.
Crystal – crystal and crystal – apparatus collisions cause attrition of crystals at an
attrition rate Ga. In general Ga is proportional to the square of the crystal size Lpar. A
detailed model for the estimation of the attrition rate Ga can be found in [Mers01]. As
a consequence an effective growth rate Geff can be formulated:

aeff GGG �� ( 3-7 )
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The possible maximum size of a crystal is reached when the kinetic growth rate G
equals the attrition rate Ga. A graphic interpretation of equation ( 3-7 ) is plotted in
Figure 3-5.

Figure 3-5: Rates of growth and attrition valid for KNO3 [Pohl87]

Neglecting nucleation and attrition and assuming a constant growth rate G the
development in time of the suspension density mT of a seeded batch crystallizer is
given by:
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If supersaturation is kept constant, a high mean specific power input �  leads to the
generation of additional crystal surface which leads to a drastic increase of the
suspension density mT. In order to avoid a reduction of the supersaturation caused by
the growth of attrition fragments it is necessary to increase the cooling rate of the
crystallizer. As a result the batch time will be shortened. Gutwald and Mersmann
[Gutw91, Mers01] proposed a model for the estimation of the suspension density mT

for a seeded batch crystallization taking attrition into account:
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Figure 3-6 and Figure 3-7 show the increase of the suspension density as the ratio of
mT(t) / mS for a seeded batch crystallizer with and without attrition. The comparison of
an attrition-free and an attrition-controlled crystallization shows the tremendous
influence of attrition on the production rate as well as the suspension density. Attrition
creates secondary nuclei (additional crystal surface) causing the faster  increase of
suspension density, if a constant growth rate G is provided.

Figure 3-6:Dimensionless volumetric
hold-up for batch crystallization
without attrition (equation ( 3-8 ))

Figure 3-7: Dimensionless volumetric
hold-up for batch crystallization with
attrition (equation ( 3-9 ))
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It is important to mention that the assumptions of constant supersaturation and
constant power input are the basis of the Gutwald model [Gutw91] resulting in a
constant nucleation rate B0,eff and growth rate G. In order to verify the impact of an
increase in the power input on the production rate during a crystallization process it is
misleading to evaluate another curve with the newly calculated parameter A in the
same diagram, since this parameter curve represents a crystallizer with a totally
different previous history. Instead, the current value for �T(t)/�T,S has to be set to the
initial value of 1 and a new calculation has to be started.
The interaction of B0,eff and G can be seen in Figure 3-8. It is obvious that it is not
possible to change the rate of secondary nucleation B0,eff without affecting the growth
rate G. This diagram shows the crystallization of ammonium sulphate and potassium
aluminium sulphate in a stirred (STR) and a fluidized bed (FB) crystallizer for
different mean specific power inputs. The advantage of the lower power input in the
case of the fluidized bed crystallizer results in higher crystal sizes, but higher
investment costs have to be accepted. The technical relevant range of B0,eff / �T and G
for coarse products with L50 > 0.1 mm can be taken from Figure 3-8 since crystallizers
with low (FB) and high (STR) mean specific input are represented:

106 m-3 s-1 < B0,eff / �T < 1010 m-3 s-1

10-8 m s-1 < G < 2·10-7 m s-1

Figure 3-8: Rate of secondary nucleation based on �T versus the mean growth rate for
KAl(SO4)2 and (NH4)2SO4 in stirred and fluidized bed crystallizers [Gutw91].
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Continuously operated crystallizers can be exposed to an oscillating supersaturation
and CSD (L50). The reasons for this unsteady-state behaviour are the changes in feed
rates, compositions and temperatures. Even if the operating conditions are kept
constant, fluctuations in supersaturation and crystal size are observed. Product removal
and especially classified product removal leads to a decrease in crystal surface. As a
result less crystal surface is available for the degradation of supersaturation by growth,
followed by an increase in supersaturation which causes a higher nucleation rate. The
new nuclei shift the median crystal size L50 to smaller particle sizes. The previously
high supersaturation is now reduced by nucleation and so on.
Most continuous crystallizers tend to stabilize after multiples of residence time ����his
process can last from several hours up to a few days. Only under worst operating
conditions stabilization does not take place at all, see Figure 3-9. Generally speaking,
classified product removal promotes unsteady-state behaviour, whereas clear liquor
overflow reduces oscillations of supersaturation and CSD.

Figure 3-9: Calculated cycling behaviour of stirred continuos crystallizers for
potassium nitrate [Gahn97]

Models for the prediction or the control of the unsteady behaviour of continuously
operated crystallizers can be found in [Eek95a, Gers98, Roha86, Rous82, Yu75].
These models and the previously mentioned models for an optimal batch
crystallization are only model-predictive control strategies with no chance of
responding to process disturbances. Feedback control strategies offer the possibility of
counteracting unexpected offset due to disturbances. Classifying feedback control
strategies according to their measurand, a big variety of such control strategies have
been developed. A survey is given in Table 3-2.
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Table 3-2: Feedback control methods for batch and continuous crystallizers

Measurand Reference
calorimetry [Fevo96a, Fevo96b]

concentration (ATR FTIR) [Dunu97]
concentration (conductivity) [Hloz92]
concentration (refractometry) [Helt77, Mess72]

density (radiometry) [Aust85, Hemp87]
density (temperature float method) [Wang89]

density (ultrasonic) [Omar99a, Omar99b]
density, temperature of solution [Redm95, Rieb90, Roha87]

dry substance content (high-frequency
measurement)

[Ehre97]

particle size and CSD [Eek95b, Kara, Roha86, Zeve98]
slurry density (turbidity of fines loop) [Roha86, Roha90]

Most of these methods described are tailored for specific processes and systems.
Therefore it is impossible to specify a general or universal method for supersaturation
measurement in order to control crystallization. In addition, supersaturation is
measured with the help of the concentration dependent physical properties of the
solution and refers to the solubility curve of the corresponding pure two component
system. As a consequence, impurities or small changes in the composition of the
solution cause the wrong determination of the current supersaturation.
Although these control methods lead to high improvement in product control, they are
not capable of guaranteeing an operation of a crystallizer at optimum supersaturation
during the whole process.
Classified product removal and fines dissolution represent other possibilities of
obtaining a crystalline product of a defined CSD. In contrast to the previously
mentioned control strategies the whole process is not dedicated to the control of
supersaturation. Contrary to this, crystals of an undesired size (L < Lfine) are dissolved
in a heated bypass (fines removal and dissolution) and crystals of desired size (L >
Lprod) are removed from the crystallizer (classified product removal).
Figure 3-10 shows a schematic illustration of  such a crystallizer.
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Figure 3-10: Mixed suspension crystallizer with fines destruction and classified
product removal

The classified product removal can be realized with the help of a hydrocyclone or a
settling zone in the crystallizer.
The positive impact on the CSD caused by fines dissolution, where nuclei obtained by
an uncontrolled nucleation are dissolved, can be seen in Figure 3-11.

Figure 3-11: Number density of a crystallization with and without fines removal of
potassium nitrate [Juza77]

Here the required product quality (a narrow CSD) is achieved by a final quality
control, since classified product removal and fines dissolution represent no active
supersaturation control.
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The overall impact of the supersaturation �C and the mean specific power input �  on
production rate, the batch time � and the maximum crystal size Lmax is shown in Figure
3-12. Here the ratio mT(t)/mT,S for different batch crystallizations is plotted versus
batch time �. Gutwald model (equation ( 3-9 )) was used for the calculation of the
nucleation rate B0,eff / �T. The maximum obtainable crystal size Lmax was determined
by neglecting the negative growth rate Ga caused by attrition. The higher
supersaturation and mean specific power input, the higher the increase of suspension
density. As a consequence the batch time � is shortened and the maximum crystal size
Lmax is reduced.

Figure 3-12: Influence of supersaturation and mean specific power input on batch
time (valid for KNO3,, prone to attrition)

In general, if large crystals are desired, low supersaturation and low mean specific
power input are required throughout the process. In the case of a short batch time and
low product quality requirements, high supersaturation and high mean specific power
input are the right choice. This relationship is less pronounced in the case of attrition
resistant crystals.
Independent from this choice of adequate control strategy, one important question has
to be answered before each crystallization process: what is the optimal
supersaturation?
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4 Optimal Process Management

This chapter will answer two questions which arose during the design of a
crystallization process from solutions:

� Which way of supersaturation generation, cooling or evaporation, or both
(pressure and temperature change) should be chosen?

� What is the optimal supersaturation for an arbitrary system?

4.1 Cooling or Evaporation Crystallization?

Before focussing on cooling crystallization a general criterion should be formulated
which helps to decide whether cooling or evaporation crystallization should be
applied.
Neglecting the product quality, the profitability of a crystallization process is
influenced by two decisive aspects:

� product yield or suspension density at the end of the process and
� energy consumption.

The supersaturation �c established during a cooling crystallization can be calculated
by:

T
Td
*cdc ��� ( 4-1 )

where d c* / d T is the slope of the solubility curve and �T the temperature difference
between the temperature T of the operation and the equilibrium temperature T* of the
solution with the concentration c. Strictly speaking this equation is only valid for linear
solubility curves c* ~ T. For evaporation crystallization the total desupersaturation
range �ctot=c� - c� is given by (see Figure 4-1):

��
�

�
��
�

�
�

��
	�

�

� 1
VV

V
*cc tot

( 4-2 )

With V� as the volume of the solution at the beginning of the evaporation and �V as
the volume of evaporated solvent in the liquid state. In this equation changes in the
density of the solution due to changes in the concentration are neglected.
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Figure 4-1 : Batch evaporation crystallization

Assuming a total desupersaturation at the end, the suspension density mT,C of the
cooling crystallization and the suspension density for evaporation crystallization mT,V

equals the supersaturation:

totC,T cm �� ( 4-3 )

and

totE,T cm �� ( 4-4 )

The following assumptions allow an easy estimation of the energy consumed during
the crystallization:

� linear solubility curve,
� energy losses are neglected,
� heat of crystallization is neglected and
� a heating-up of the solution before evaporation is not necessary.

The total energy required for cooling crystallization QC and for evaporation
crystallization QE can then be calculated by:

totsol,psolC TcVQ ���
� ( 4-5 )

with �Ttot as the total temperature range and

V , C
� � V - V, C

�� �
�

beginnig � end �
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totLVsolvE VhQ ���� ( 4-6 )

with �Vtot as the total volume of evaporated liquid solvent.
Combining the equations ( 4-1 ) to ( 4-6 ) we obtain:
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If the total desupersaturation range �ctot is small compared to the solubility c*,
equation ( 4-7 ) can be simplified to equation ( 4-8 ), see Figure 4-2.

Figure 4-2: Ratio of desupersaturation span �ctot and c* for different solubilities
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( 4-8 )

This equation can be interpreted as follows:
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� the higher the term (mT,C/QC)/(mT,E/QE)  (the ratio of suspension densities
based on transported energy for cooling and evaporation) the higher the
efficiency in case of cooling crystallization,

� a steep slope dc*/dT demands cooling crystallization,
� a high solubility makes evaporation crystallization more applicable, and
� if (mT,C/QC)/(mT,E/QE) equals 1, both processes, i. e. cooling and

evaporation, have the same efficiency.

Figure 4-3 shows the efficiency (mT,C/QC)/(mT,V/QV) plotted versus dc*/(c*dT)
according to equation ( 4-7 ) and ( 4-8 ).

Figure 4-3: Efficiency (mT,C/QC)/(mT,E/QE) as a function of the slope dc* / (c* dT) =
1/T d(ln c*)/d(ln T) of the solubility curve

Due to the simplifying assumptions that were made this criterion gives only an
estimation. In addition vacuum crystallization as a mixture of cooling and evaporation
crystallization can also be taken into account.
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4.2 Optimal Supersaturation for Coarse Crystalline Products

Although the various possibilities of controlling crystallization have been shown in the
previous chapter, one major question has not been answered yet: what is the optimum
supersaturation, especially for batch or fed batch crystallization?
In most cases the properties or the quality of the product are adjusted by controlling
the supersaturation. Considering product quality and economic efficiency an individual
optimal supersaturation �opt exists for every system. This supersaturation lies within
the metastable zone.
At first we should call to mind the interaction of supersaturation, nucleation, growth,
product quality and economic aspects of the process. The 2x2 matrix in Figure 4-4
shows these interactions schematically.

Figure 4-4: Scheme of interactions between nucleation, growth, batch time and
product quality (valid for the optimal specific power input, �opt, necessary for
suspension and mixing)

The rates of nucleation and crystal growth increase with supersaturation, resulting in a
shorter batch time � as in comparison with a low level of supersaturation. A short
batch time means economic production since less time is needed to obtain the same
suspension density or product. Independent of batch time, almost the same amount of
energy is consumed. But accelerating the process by increasing supersaturation, i. e.
higher cooling rates, increasing nucleation and growth rates lead to a deterioration of
product quality. Due to the high nucleation rate the median crystal size L50 drops and
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the CSD is broadened. In addition the high growth rate causes the incorporation of
solvent and impurities in the crystals.
Generally speaking, activated nucleation should be avoided during the whole batch
crystallization as it influences the median crystal size L50 and the CSD in an undesired
way. As a consequence supersaturations exceeding the metastable limit �met,sec have to
be avoided. Mersmann [Mers98] and Hofmann [Hofm91] proposed the optimal
supersaturation �opt to be half the metastable supersaturation �met. The difficulty of
characterizing or measuring the metastable zone width can be reduced by a simplified
model for the estimation of the metastable zone width proposed by Mersmann
[Mers98, Mers00].
As mentioned in the chapter dealing with metastable zones, there are three major
parameters influencing the experimental results for measurements of metastable zone
widths:

� the definition of the number of required nuclei or nucleation rate
� the definition of the detectable size Ldet of crystals
� the rate of supersaturation generation

The model of Mersmann is based on the following assumptions:

� seed crystals are present in the solution,
� the solution is cooled with a constant cooling rate T� ,
� the growth of crystals is the decisive or limiting step for the occurrence of a

visible shower of nuclei,
� the growth of the small nuclei is controlled by the integration step and
� the metastable zone width is observed when the nuclei have grown to a

mean detectable size Ldet and the volumetric crystal hold-up is at least
��	�
�

��
��

According to the model [Mers98] the metastable zone width for cooling crystallization
is given by:
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or
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Calculations have shown that it is possible to predict the metastable zone widths which
are published in the literature by assuming Ldet = 10µm and DAB = 5·10-10 m2/s for low

viscous solutions. In this case the expression 
AB

detm
D

Ld �

 is 10-5 s for the molecule

diameter dm = 5·10-10 m.
Cooling crystallization is only economical for relatively steep solubility curves with

8
)T(lnd
)C(lnd *
� , compare Figure 4-5. With cooling rates between 1 - 20 K/h (2.8·10-4 –

5.6·10-3  K/s  ) the cooling parameter coolP�

T
T

)T(lnd
)C(lndP

*

cool
�

�
��

( 4-11 )

is approximately in the range between 10-5 s-1 and 2·10-4 s-1 for T = 313 K. In Figure
4-5 the optimal relative supersaturation �opt is shown as a function of the

dimensionless solubility 
C

*c
�

 and the cooling rate 
T
T

)T(lnd
)C(lnd * �

�  as parameter. It is

necessary to operate the crystallizer at a supersaturation �opt < �met in order to avoid
activated nucleation. The curve shown in Figure 4-5 is valid for �opt = 0,5 �met. It is
important to note that this diagram indicates optimal supersaturation if

� the dissolved molecules do not dissociate (� = 1),
� the solution is low viscous ( 
L < �10 m Pa s) and
� only one component is crystallizing in a pure solution.
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Figure 4-5: Metastable and optimal supersaturation versus the dimensionless

solubility for various cooling rates T
T

)T(lnd
)C(lnd * �

�  of cooling crystallization

Trying to apply this model to evaporation crystallization, the following assumptions
have been made:

� the solution is ideally mixed,
� seed crystals are present in the solution,
� the solvent is evaporated with a constant evaporation rate 0L�� ,
� the growth of crystals is the decisive or limiting step for the occurrence of a

visible shower of nuclei,
� the growth of the small nuclei is controlled by the integration step
� the metastable zone width is observed when the nuclei have grown to a

mean detectable size Ldet and
� no change in the density of the solution.
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The metastable zone width is then obtained by [Mers00]:
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or
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where V� is the starting volume of the solution.
These equations show that the metastable supersaturation at which the shower of

nuclei occurs is high when the evaporation rate 
solv

o

evap V
L

P
��

�
�

�

�
�  is high for large

values of c* and Ldet. In Figure 4-6 the optimal supersaturation �opt (the optimal value

according to �opt = 0.5 �met) is plotted against the dimensionless solubility 
C

*c
�

 with

the evaporation rate 
o

o

solv

o

evap
L

L
V

LP
��

�
�

��

�
�

��
�  as parameter. Figure 4-6 is only valid

for a completely mixed solution which is subject to the same pressure everywhere such
as is the case with a film evaporator with a thin liquid layer (< 1 mm) and a short film
length.
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Figure 4-6: Metastable and optimal supersaturation versus the dimensionless

solubility for various evaporation rates solv

o

V
L
��
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 of evaporation crystallization

When dealing with evaporative or flash crystallizers evaporation occurs in a relatively

thin layer under the boiling surface. The relative thickness 
w
w� of a stagnant layer

containing supersaturated solution can be calculated by

� �*
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� ( 4-14 )

Here �msolv is the mass of the evaporated solvent, mL the total mass of the solution and
X* the equilibrium mass ratio of  solute and solvent.
Unfortunately this estimation is only valid for several simplified assumptions:

� the change of concentration due to evaporation takes place only in the surface
layer of the solution with the thickness �w

� there is no diffusion and convection in the solution
� the solution is at rest
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� there is no smoothing-out of concentration between the bulk and the layer (bulk
concentration remains constant).

According to equation ( 4-14 ) 
w
w� is proportional to the mass of evaporated solvent

and inversely proportional to the relative supersaturation �. In reality the density of the
supersaturated solution with its suspension density is greater than the density of the
solution below. Therefore a natural convection takes place perhaps supported by a
forced convection which is induced by a mechanical mixing device (stirrer, pump).
Due to a low turbulence and sedimentation of particles the suspension density is low in
the surface layer. It is very difficult to predict the field of supersaturation.
A few experiments carried out in a crystallizing dish showed that the relative thickness

w
w�  varies in the range of 0.02 and 0.2 depending on the evaporation rate. Therefore it

is useful to introduce the active volume reduction factor 
w
w�  in the equations ( 4-12 )

and ( 4-13 ) in order to maintain the validity of the model. Reducing the considered

volume V� with 
w
w�  we obtain:
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and
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Now the question arises: How can we measure and maintain the optimal
supersaturation? The next chapter is devoted to this problem.
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5 Innovative Supersaturation Measuring System

Having explained the possibilities of calculating and retaining  optimal supersaturation
during a cooling crystallization, one important question has not been discussed yet:
How can we measure supersaturation in order to control its optimum level?
An answer to this question will be given in this chapter and the difference between the
existing and the new measurement method will be explained. The technical
implementation of the innovative supersaturation measuring system will be described
at the end of this chapter.

5.1 Measurement Method

Up to now different methods have been developed to measure supersaturation. A short
overview of the existing supersaturation measurement methods is given in Table 5-1.

Table 5-1: Supersaturation measurement methods [Prof87]

measurement technique measurement method measurand
particle analysis particle analyser size distribution,

particle density
gravimetry densimeter density
acoustics ultra sonic sonic speed,

phase shift
shear stress viscometer,

quartz-crystal oscillator
viscosity

conductometry Kohlrausch-cell,
inductive
measurements

electrolytic conductivity

potentiometry ionspecific electrodes,
ionspecific membranes

ionic conductivity

spectroscopy spectrophotometry,
infrared spectroscopy

absorption spectra

radiometry nuclear radiation absorption spectra
optics refractometry,

interferometry,
polarimetry,
turbidimetry

refraction index,
interference,
rotation of polarization
plane, turbidity

thermic calorimetry heat of crystallization
chemistry titration,

indicators
concentration,
tinct
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In Table 5-1 each method described has restrictions regarding its applicability, such as
certain ranges of temperature, turbidity, physical properties as viscosity and solution
density, or suspension density. As can be seen, a lot of different measurands for
determining supersaturation are available, but all of them use physical properties (such
as density, viscosity or electric conductivity) which show a dependence on
concentration in order to obtain the actual level of supersaturation with the help of
solubility data. Therefore, all existing measurement methods are more or less
concentration measurements which are only applicable in pure systems. The actual
extent of the driving force of crystallization, the supersaturation, cannot be quantified
directly. Additionally, these concentration-dependent measurement methods require a
solubility diagram of the system which is valid for the actual composition including all
impurities. In case of changing or alternating compositions of the mother liquor this
requirement is very hard to fulfill. A schematic measuring procedure can be seen in
Figure 5-1.

Figure 5-1: Scheme of conventional supersaturation measuring methods.

The crystallization process itself is not considered in the various measurement
methods. In the case of alternating compositions or changing impurities of the mother
liquor, solubility data for each possible composition or impurity would be required if
the effective supersaturation should be determined by the way described above.
If impurities (e. g. foreign particles) or other process disturbances exist, the measuring
of supersaturation with the help of physical properties of the solution still results in the
same value as before. However, it is well known that such impurities influence the
metastable zone width and the kinetics of nucleation and crystal growth [Raul00]. As a

- measurement of a concentration dependent physical 
property of the solution
- solubility data required
- influence on the process caused by impurities is not 
detectable
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consequence, the crystallization performance changes without any chance of reacting
in adequate time to avoid a reduction of the product quality.
In order to gather the complete information of all parameters which influence the
crystallization processes, including the supersaturation, it is necessary to induce a
crystallization either in the suspension or on the surface of the sensor [Pate95,
Pate95a]. In the case of a surface sensor it is necessary to observe the development in
time of the first deposition of solid matter which finally leads to incrustation.
Therefore, the basic idea of the new measurement method is to generate an additional
supersaturation and to conduct an accelerated crystallization in accordance with the
current process and to observe it. The main idea is illustrated in Figure 5-2, see also
Figure 5-3.

Figure 5-2: The solubility C* is plotted against the temperature T. The supersaturation
�Cmeas is composed of two contributions according to equation ( 5-1).

If a solution with unknown supersaturation �Cproc comes into contact with a cooled
surface, the incrustation will start there first, since this is the location with the highest
supersaturation. Consequently, the crystallization on the sensor surface will be
accelerated by generating an additional supersaturation �Csensor. The measurement
supersaturation �Cmeas is then made up of the prevailing process supersaturation �Cproc

and the supersaturation �Csensor which is established by cooling of the sensor surface:

Td
*CdtTCCCC sensorprocsensorprocmeas ���������� � ( 5-1 )
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In the case of a constant cooling rate sensorT�  and a high supersaturated solution the
incrustation on the cold sensor surface will start after a very short period of time,
whereas in the case of a saturated or unsaturated solution the incrustation starts later
because additional supersaturation has to be established. So, as shown in Figure 5-3,
the starting point of the incrustation, i. e. the time tstart which elapsed from the
beginning of the cooling until the detection of the incrustation, is the decisive
measurement signal.

Figure 5-3: Scheme of the innovative supersaturation measurement method

By using and providing constant settings and conditions for each measurement (e. g.
cooling rate, sensor surface properties) the incrustation of the sensor surface is then
only dependent on time and supersaturation.
The influence of impurities or admixtures in the solution on solubility and metastable
zone width can now be measured since the incrustation on the sensor surface is
influenced in the same way.

- measurement of an accelerated local crystallization 
according to   the current process
- no solubility data required
- influence on the process caused by impurities is 
detectable
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5.2 Sensor

In the first functional prototype two different devices for the detection of the onset of
incrustation were integrated: the interdigital transducer (IDT) and the surface acoustic
wave sensor (SAW). Both sensors were provided by the Fraunhofer Institute for
Microelectronic Circuits and Systems in Munich. The following brief description of
the sensors might help to understand their mode of operation. For more details see
[Drob93, Leid97, Leid98].

5.2.1  Interdigital Transducer (IDT)

A planar capacitor is formed by affixing comb-like electrodes in an interlocked way
with the help of thin-film technology on a dielectric substrate, see Figure 5-4. The
impedance Z of this capacitor depends on the properties of the substrate material and
on the adjacent solution. Thus, a change of the electric conductivity  and / or the
relative permittivity could be specified by the impedance Z. The penetration of the
electric field into the solution, which could be seen as the range of the measurement in
the solution, depends on the distance of the electrodes and averages in our case up to
50 µm. The whole surface is passivated with a SiC-layer (500 nm) ensuring
mechanical and chemical resistivity. This sensor is able to measure the electric
conductivity � and the relative permittivity �r in a rather thin liquid layer adjacent to
the sensor surface (ca. 10µm). This device is therefore suitable for detecting
incrustations

Figure 5-4: Interdigital transducer (IDT)

passivation

electrode

substrate electrode
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5.2.2 Surface Acoustic Wave (SAW)

In Figure 5-5 two IDTs are acting as a emitter and receiver of electroacoustic waves.
The resonance frequency of the emitter is determined by its geometry variables and the
properties of the substrate. Applying an electric high frequency signal electroacoustic
waves with a frequency from 50 MHz up to 150 MHz will be emitted. The propagation
conditions for such waves depend on the properties of the solution between the IDTs.
The effective range of the SAW in the solution is about 300 nm and has a very low
mass detection limit, which is in the magnitude of ng / cm². The sensitive zone lies
between the emitter and receiver of the waves. This type of sensor is also passivated
with SiC. For liquid sensing surface-localized shear waves (Bleustein-Gulyaev-
Waves) are used. These waves exhibit a high sensitivity of wave velocity and
attenuation in case of alternating physical boundary conditions on the interface
substrate/solution. The electric field of the wave is shielded from the solution
(skineffect) by the  metallization of the sensitive zone. Thus, only the mechanical
properties (density, viscosity) of the solution influence the propagation properties of
the wave.

Figure 5-5: Surface acoustic wave sensor (SAW)
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5.2.3 Peltier Element

In order to generate the additional supersaturation �Csensor the sensor surface has to be
cooled. For an evaluation of the measurements a controllable and reproducible cooling
is necessary. Therefore a peltier element was implemented.
As current flows the temperature of the contact of the two different conductors
changes according to the direction of the current. This effect is named after its
discoverer, the physicist J. Peltier, in 1834. Generally speaking, the peltier effect is
caused by the energy transport of charge carriers. Its utilization for technical
applications was only possible with the introduction of semiconductor materials, since
the peltier effect is very small for conventional conductors (metals).
A peltier element consists of two semiconductor limbs, one n- and one p-doped
semiconductor. These semiconductor limbs are linked with a contact bridge, see
Figure 5-6. When direct current is applied, one side of the element cools down, thus
absorbing heat from the surrounding. The heat absorbed by the cold side of the peltier
element is released to the other side of the element, the warm side. By this way the
peltier element “pumps” heat from the cold side to the warm side. A reversion of
polarity of the direct current leads to a change in the direction of the heat flow, this
means the cold side heats up and the warm side cools down.

Figure 5-6: Peltier element (schematic)

In order to increase the cooling power, peltier elements are combined to a peltier
cooling block as can be seen in Figure 5-7.
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Figure 5-7: Peltier cooling block

The cooling power Qcool of a peltier element or cooling block is reduced by Joule’s
heat loss due to the electric resistance of the semiconductors and by the heat flow from
the warm contact bridges to the cold ones caused by the heat conductivity of the
semiconductor limbs. Further descriptions for the layout and the design of peltier
elements can be found in [Alte09, Just53, Gold54, Müll63, Müll91, Neum92, Sage62].
For this work a peltier element provided by EuroQuant GmbH with the specifications
shown in Table 5-2 was used:

Table 5-2: Specifications of the peltier element

type Imax

[A]
Qmax

[W]
Umax

[V]
�Tmax

[K]
length
[mm]

width
[mm]

height
[mm]

TB-63-1,4-1,5 6.1 29.7 7.9 70.0 20.0 40.0 3.9

5.2.4 Sensor Setup

Both sensors (IDT and SAW) are cooled by a peltier element positioned on its back.
This guarantees the highest supersaturation in the solution on the sensor surface, thus
promoting incrustation or crystallization to start on the sensor surface first. As can be
seen in Figure 5-9 the IDT detects the generated crystal mass by a change of the
impedance, whereas the SAW (see Figure 5-8) measures the incrustation by different
propagation properties of the electroacoustic wave.
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-
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warm contact bridges
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Figure 5-8: Detection of the
incrustation with the SAW

Figure 5-9: Detection of the
incrustation with the IDT

Each sensor records two measurement signals:

IDT
� phase
� absolute value

SAW
� frequency
� attenuation

In general it can be said that the IDT measures a change of the electric properties of
the media adjacent to the sensor surface, whereas the SAW detects alternating
mechanic properties.
The complex impedance Z of the IDT is given by:
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or in exponential expression

�
�

jeZZ ( 5-3 )

with

22 XRZ �� ( 5-4 )

Where X is the reactive part of impedance, R is the resistance and � is phase angle
describing the phaseshift of the voltage against the current.
The frequency change �f of the SAW is dependent on the properties (viscosity 
,
density �) of the media between emitter and receiver of the electroacoustic wave and
can be described by [Leid97]

��� ~f ( 5-5 )

In order to provide reproducible conditions for each measurement, the incrustation has
to be removed from the sensor surface before a new measurement can be started. This
can be realised by flushing the surface with an unsaturated solution and / or by heating
the sensor surface with the help of the peltier element by changing the direction of the
direct current. Thus the measurement is conducted as a quasi-continuous process with
sequences of one to two minutes duration. One measurement consists of three steps:

1. Generating additional supersaturation by cooling with the peltier element
2. Solid formation or deposition and incrustation of the sensor surface
3. Removing the crystal layer by heating or flushing

Figure 5-10: Design of the sensor chip
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Figure 5-10 illustrates the design of the sensor chip placed on the cold side of the
peltier element. Both sensors, IDT and SAW, and a gold resistance thermometer are
integrated. The dashed rectangle marks the active sensor surface which is in contact
with the solution. This sensor surface has a size of 8 mm x 5 mm. A silicone sealing
protects the receiver and emitter of the SAW from the solution. Otherwise the
dielectric stress caused by the solution would lead to a drastic degradation of the
electroacoustic wave excitation, resulting in a SAW-oscillation-failure.
The casing of the sensor shown in Figure 5-11 and Figure 5-12 is made of V4A-steel.
This material has a high resistance to corrosion and a good heat conductivity, which is
necessary to provide a good heat removal from the warm side of the peltier element. In
order to guarantee a high cooling power of the peltier element the heat removal is
increased by cooling fins which are attached on the back of the casing.
The sensor chip placed on a peltier element is located in the middle of the casing. For
high leakproofness  the casing is filled with silicone and the casing cover made of
PTFE (Teflon) is fixed with screws. The whole sensor device has a diameter of  9 cm
and a height of 3 cm.

Figure 5-11: Sensor setup Figure 5-12: Inner life of the sensor

An  additional temperature sensor measuring the temperature of the solution is placed
on the cover (see Figure 5-13). The active sensor surface is located in a dent.
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Figure 5-13: Top view of the assembled sensor

This sensor was tested in beaker glasses with undersaturated and therefore crystal-free
solutions. The intention of the first experiments was to prove the applicability of the
sensor and to test the reproducibility of the measurements. Thus it was necessary to
provide constant conditions for these experiments. For this reason the experiments
were performed in beakers without stirring (no fluid flow) containing KNO3-solutions
of various degrees of undersaturation. The major advantage of measuring in
undersaturated solutions lies in the constant solution composition. Supersaturated
solutions are not stable because nucleation and growth would cause an unknown shift
in the concentration as well as in the saturation temperature. Of course, all
concentrations of the solutions investigated have been chosen in such a way that
supersaturation after cooling was obtained. The only difference between measurements
conducted in under- and supersaturated solutions is the required cooling power to
induce incrustation on the sensor surface. The results of these experiments are
presented in chapter 6.2.
Switching from beaker glasses to crystallizers generates additional problems. This is
explained in Figure 5-14 to Figure 5-19, where a schematic comparison of the three
major steps during a measurement in a beaker glass and a crystallizer is made.

sensor
surface

temperature 
sensor
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Step I – cooling

Figure 5-14: Generating additional
supersaturation �Csensor by cooling
(beaker glass)

Figure 5-15: Generating additional
supersaturation �Csensor by cooling
(crystallizer)

Cooling the solution in order to establish the additional supersaturation �Csensor,
required for the incrustation of the sensor surface, can lead to a free convection of the
solution since the cooled fluid has a higher density. This is the case if the walls or the
ceiling of the measurement chamber  are cooled instead of the bottom. As shown in
Figure 5-14, the solution is quiescent above the sensor surface. In the case of the
unstirred and crystal-free solution in the beaker glasses, a temperature profile in the
solution with the lowest temperature on the sensor surface and the highest temperatue
in the bulk phase is created, without natural convection. In crystallizers stirrers for the
suspension of the crystals are installed, thus generating a forced convection, see Figure
5-15. By this means, already cooled fluid is removed from the sensor surface and is
replaced by warm fluid from the bulk phase. This leads to fluctuations and
perturbations in the temperature profile of the solution adjacent to the sensor surface,
depending on the power input (e. g. revolutions per minute of the stirrer). Since the
measurement signals of the SAW are dependent on the mechanic properties of the
solution (viscosity 
 and density �) and therefore temperature-dependent, the signals
get noisy and become unreproducible. The start of the incrustation is then
unreproducibly delayed since cooled fluid is removed and warm fluid from the bulk
has to be cooled again. This demands that even in unstrirred solutions the only
possible position for the sensor is horizontal with an upwards facing sensor surface.
Otherwise free convection would transport cooled fluid from the sensor surface to the
bulk.
Another problem arises through suspended crystals which might settle on the sensor
surface and influence the measurement signals, making it nearly impossible to detect
the starting point of the incrustation.
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Step II - incrustation

Figure 5-16: Incrustation of the sensor
(beaker glass)

Figure 5-17: Incrustation of the sensor
(crystallizer)

As shown in Figure 5-16, free convection due to local temperature differences would
be the only force that affects the crystal layer on the sensor surface during the
incrustation phase in beaker glasses. Due to the fact that free convection is orientated
towards the sensor surface, the incrustation remains stable on the sensor. Whereas in
crystallizers (see Figure 5-17), forced convection might tear off crystal layer
fragments, thus influencing the measurement signals. This influence is primarily
dependent on the power input and represents another dependency of the measurement
signals on turbulence. The aspect of random crystal settling on the sensor surface and
the resulting loss in reproducibility is present during the incrustation phase, too.

Step III – removal of incrustation

Figure 5-18: Removal  of incrustation
(beaker glass)

Figure 5-19: Removal of incrustation
(crystallizer)

Reversing the polarity of direct current of the peltier element leads to the heating of
the sensor surface. Since the solubility increases with temperature for systems with

0
dT

*Cd
� , the crystal layer on the sensor surface dissolves and a clean sensor surface

for the next measurement is obtained (see Figure 5-18). The dissolution, however,
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leads to high increase of concentration of the solution adjacent to the sensor surface.
Observations and calculations have shown that this accumulated concentration can be
twice as high as the bulk concentration. Since free convection is the only transport
mechanism in beaker glasses, mixing times are quite high. If the heating of the peltier
element is switched off too soon, the temperature of the solution drops to bulk
temperature and, considering the high concentrations adjacent to the sensor surface,
supersaturation is now created without any additional cooling. Instantaneous
incrustation of the sensor surface is the result. The turbulence in the crystallizer,
shown in Figure 5-19, is advantageous in this case, since incrustation fragments are
transported from the sensor surface to the bulk and mixing is improved. Only settling
crystals could prevent a complete cleaning of the sensor surface in both, beaker glasses
and crystallizers.
These considerations lead to the following requirements during the three steps of a
measurement:

step I – cooling
� solution at rest (no turbulence)
� almost crystal-free solution

step II – incrustation
� solution at rest (no turbulence)
� almost crystal-free solution

step III – heating and removal of incrustation
� mixed solution (turbulence, removal of incrustation, mixing with bulk)
� exchange of solution adjacent to sensor surface with solution from bulk
� almost crystal-free solution

These specifications demand a housing for the sensor with a crystal separation device.
The first attempts resulted in a pump combined with a filter which provide the sensor
housing with solution. The pump is switched off during step I and II, thus leading to a
solution at rest in the sensor housing. Switching on the pump in step III provides an
exchange of the solution and the flushing of the sensor surface. The filter prevents
crystals from entering the sensor housing. Unfortunately, the filter might be blocked
during batch crystallization and an additional installation of moving parts (pump) in
the crystallizer should be avoided in order to ensure an easy operation.
Hydrocyclones are an alternative since they are simple, but reliable separation devices.
Experiments have shown that a hydrocyclone with a cut size of 20 µm fulfilled the
requirements. The pump which is necessary to operate the hydrocyclone raised the
problem of the undesired additional installation of an apparatus with moving parts
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again. Considering measurements in industrial crystallizers with high suspension
densities, the possibility of blinding of the hydrocyclone is also very high.
The solution for these problems is a sensor housing combined with a jet pump and a
sedimentation tube as a particle separation device, as is shown in Figure 5-20 and
Figure 5-21.

Figure 5-20: CAD sketch of jet pump
attached to sensor

Figure 5-21: Sensor housing with jet
pump

The jet pump is advantageous since it has no moving parts. In order to generate the
transport of fluid it is necessary to employ a propulsion jet, which can be taken from
flushing pipelines in the crystallizer or directly from the solution, which can be
circulated by a pump installed outside the crystallizer. Due to the low pressure which
is generated by the jet pump the solution is sucked into the housing and flows through
it. A deflection positioned above the active sensor surface guarantees that the flow of
solution is directed towards the sensor surface. After rinsing the active sensor surface
the solution is mixed with the propulsion jet in the jet pump and leaves the housing at
the outlet. Pneumatic valves at both ends of the channel, which runs over the sensor
surface, are closed during step I and II of each measurement, thus ensuring a solution
at rest. For a removal of the incrustation and an exchange of solution in step III the
valves are opened and new solution from the bulk is sucked in. Above the deflection a
connector for an additional flushing line of pure solvent or undersaturated solution is
installed. This installation is able to wash away hardly removable incrustations by
using high pressure. With the help of this housing, the turbulence in the crystallizer
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and the suspended crystals do not affect the measurement signals. In Figure 5-22 the
housing with the jet pump and the sedimentation tube attached to the sensor can be
seen.

Figure 5-22: Sensor with housing, jet pump and sedimentation tube

The layout of the sedimentation tube, i. e. the required diameter D, can be estimated by
the settling velocity of a single particle according to Stokes:
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� ( 5-6 )

Where dsep is the cut size and g is the gravitational acceleration. The difference of the
densities of crystal �C and solution �sol requires an individual layout for each
substance. Since the measurements conducted with a hydrocyclone with a cut size of
20 µm showed good results, the same cut size was chosen for the layout of the
sedimentation tube.
The jet pump was operated by a flexible tube pump installed outside the crystallizer.
The propulsion jet was created by circulating process solution of the crystallizer with

propulsion jet
pneumatic

valves

solution inlet

flushing

deflection

propulsion jet & solution
outlet

sedimentation tube

sensor

D



5 Innovative Supersaturation Measuring System 81

the flexible tube pump. The volumetric delivery of the jet pump was determined by
experiments as the difference in the volumetric delivery of jet pump & flexible tube
pump versus flexible tube pump. Figure 5-23 shows the volume flow rate plotted
versus revolutions per minute of the flexible tube pump (Verder Peristaltic 2005).

Figure 5-23: Volume flow of jet and tube pump as a function of revolutions per minute
of tube pump

According to equation ( 5-6 ) the diameter D of the sedimentation tube is inversely
proportional to the root of the density difference (�C – �sol) or D ~ (�C – �sol)-1/2 and
can become large for small density differences.
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6 Experiments

In this chapter the experimental results will be shown. In order to understand the
functioning of the sensor, it is necessary to describe the way how supersaturation is
derived from the measurement signals.
First of all, the behaviour of the measurement signals during cooling or heating of the
sensor surface will be explained. Following, the results of experiments conducted in
beaker glasses will help to demonstrate the operation principle and capabilities of the
new sensor. The monitoring of supersaturation during a batch cooling crystallization
will reveal the applicability of the sensor. The huge amount of measurement data,
which were created during the development and test phase, would surely go beyond
the scope of this thesis and will therefore be shortened to a description of the
experiments with one inorganic (potassium nitrate - water) and one organic (adipic
acid - water) system.

6.1 Measurement Signals

As mentioned in the previous chapter, the cooling of the sensor is provided by a peltier
element. Therefore, the subcooling of the sensor surface can be adjusted by the
amperage of the direct current. In general, the cooling can be realized with a step
function (see Figure 6-1) or a constant cooling rate (see Figure 6-2), which means a
constant increase of the amperage until the final value of the amperage is reached.
Every measurement consists of pre-measurement, measurement and post-measurement
phase. During the pre- and post-measurement phases, measurement signals are
recorded, as well, but the peltier element is switched off. The recorded signals are used
as reference signals to compare the initial start conditions for each measurement and to
check whether the incrustation was completely removed at the end of the previous
measurement sequence. In addition malfunctions of the sensor can easily be detected
with the help of these reference signals. In Figure 6-1 and Figure 6-2 schematic
courses of the current during a measurement sequence are shown. The “positive” or
“negative” values of the amperage indicate the direction of the direct current, i. e. a
negative value (-) represents cooling whereas a positive value (+) stands for heating of
the sensor surface. In order to remove the incrustation from the sensor a heating of the
sensor surface is implemented at the end of the measurement phase in both cases. This
heating is controlled by an amperage step function.
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Figure 6-1: Qualitative step function of  current

Figure 6-2: Qualitative function of current in case of a linear cooling rate

Nevertheless, most experiments were performed with a manual heating of the sensor.
As a consequence the measurement phase consisted only of a cooling phase as shown
in Figure 6-3.

Figure 6-3: Qualitative function of current (linear cooling rate) used for experiments
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First experiments have shown that the generation of the supersaturation �CSensor with a
step function makes it nearly impossible to detect differences of supersaturation �CProc

in solutions. The immediate and steep increase of supersaturation dominates the
crystallization on the sensor surface and diminishes the influence of the
supersaturation of the solution �CProc. Only a linear cooling rate is able to take into
account the influence of �CProc during the measurements.
To demonstrate the cooling power of the peltier element the temperature measured
with the gold resistance thermometer on the sensor chip and the amperage of the
peltier element are shown in Figure 6-4. The measurement was conducted in deionized
water. The depicted temperature is not the temperature on the sensor surface since the
gold resistance thermometer is also passivated with a SiC-layer. It can be seen that
during the pre-measurement phase, where no current is applied to the peltier element,
the temperature remains constant. At the beginning of the cooling, the decrease of the
temperature is almost linear and corresponds to the amperage of the direct current,
whereas at the end the decrease is reduced by Joules heat (energy dissipation). The
heat exchange between “warm” and “cold” side of the peltier element is the reason for
the quick increase of the temperature in the post-measurement phase, when the current
is switched off.

Figure 6-4: Current and temperature of the gold resistance thermometer versus time
in deionized water (25°C)

The SAW-sensor is able to sense changes in the mechanical properties of the solution
adjacent to the sensor surface according to ( 5-5 ). The cooling of the sensor causes an
increase of the density and viscosity of the solution. Thus, the frequency of the surface
acoustic waves is reduced and the attenuation is increased. A typical measurement
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signal of the SAW-sensor in deionized water with a temperature of 25°C are depicted
in Figure 6-5.

Figure 6-5: Attenuation and frequency of the SAW-sensor during cooling in deionized
water at 25°C

The function describing the direct current in Figure 6-5 is the same as plotted in Figure
6-4.
Another important aspect is the dependency of the behaviour of the SAW signals on
solution temperature. A solution temperature below 50°C leads to a decrease of the
frequency during cooling of the sensor surface, whereas temperatures above 50°C
cause an increase of the frequency. Considering heating of the sensor, the behaviour is
vice versa. In Figure 6-6 the normalized change of frequency �f for different
temperatures of deionized water in combination with the corresponding function of the
current can be seen. This temperature dependent behaviour must be taken into account
during the evaluation of the measurement signals.
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Figure 6-6: Frequency difference of the SAW-sensor in deionized water during cooling
(-) and heating (+) at different solution temperatures

The measurement signals of the IDT-sensor are dependent on the electric properties of
the solution. Considering the high frequency of the alternating current (~ 52 MHz), the
temperature dependent velocity of the solvated ions in the solution can be neglected.
Therefore almost no temperature dependence of the measurement signals (absolute
value and phase) is expected. But a closer look at Figure 6-7 reveals an unexpected
influence of the solution temperature adjacent to the sensor surface on phase and
absolute value. This dependency is due to a change of density during the cooling
period, which leads to higher ion concentration, thus affecting the electric properties.
The appropriate function of the direct current of the peltier element is displayed in
Figure 6-4.
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Figure 6-7: Phase and absolute value of the IDT-sensor during cooling in deionized
water at 25°C

6.2 Beaker Glass Experiments

The experiments described in this chapter were conducted with a sensor according to
chapter 5.2.4. Despite the purpose of the sensor to measure supersaturation in
industrial crystallizers, the first tests were conducted in undersaturated solutions in
beaker glasses. To verify the operation and the reproducibility of the sensor, constant
test conditions have to be provided. In the case of supersaturated solutions it would be
very difficult to provide for each measurement exact the same level of supersaturation,
since these solutions are unstable and try to reach equilibrium by crystallization, thus
leading to a shift of the saturation temperature. The major difference between
measurements in undersaturated and supersaturated solutions is the higher cooling
power, or in case of a constant cooling rate, a longer time period until the required start
of incrustation on the sensor surface. The choice of measuring solutions in beaker
glasses is furthermore justified since the problems arising from turbulence, which were
explained in the previous chapter, can then be avoided.
The experimental setup is displayed in Figure 6-8. A beaker glass is kept at constant
temperature by a water bath, with water, that is circulated through a cryostat. The
beaker glass is filled with undersaturated potassium nitrate (KNO3) solution and the
sensor is positioned in the center of the beaker glass with an upward orientated sensor
surface. The measurement signals are recorded by a PC.
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Figure 6-8: Experimental setup with beaker glass

In the first experiments potassium nitrate solutions with various degrees of
undersaturation were prepared. Expressing the concentration in an subcooling with
respect to the saturation temperature T* and keeping these solutions at a constant
temperature of 20°C, solutions with different levels of subcoolings are obtained. The
subcooling of these solutions �Tsol and the corresponding undersaturation �C can be
calculated according to equations ( 2-22 ) and ( 2-23 ). Table 6-1 gives an overview of
the prepared potassium nitrate solutions.

Table 6-1: Prepared potassium nitrate solutions at 20°C

KNO3
concentration

[mol/l]

undersaturation
�C

[mol/l]

saturation
temperature T*

[°C]

subcooling
�Tsol
[°C]

2.65 -0.09 19 -1
2.47 -0.27 17 -3
2.39 -0.35 16 -4
2.31 -0.43 15 -5
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As mentioned in chapter 5.2 four different measurement signals (phase, absolute value,
attenuation, and frequency) are recorded. Since the evaluation of the measurement data
is similar in the case of all four signals, only the evaluation of the frequency will be
discussed.
The dependency of the change of the frequency �f has already been given by equation
( 5-5 ). The function of the amperage representing the cooling of the sensor in the
following experiments is shown in Figure 6-9. The resulting temperature reduction on
the sensor surface was recorded by the gold resistance thermometer on the sensor chip.
Note that the temperature in Figure 6-9 is not the temperature on the sensor surface,
since the gold resistance thermometer is positioned on the sensor chip and is
passivated with a SiC-layer. Therefore, the temperature on the cold side of the sensor
chip is measured. Due to the thermal resistance of the SiC-layer with a thickness of
approximately 500 nm above the thermometer the temperature on the sensor surface is
higher (temperatures below 0°C were not reached).

Figure 6-9: Function of amperage and resulting temperature on the sensor chip in
KNO3 solutions at 20°C; the mean cooling rate is 0.25 K / s = 900 K / h

In Figure 6-10 the change of frequency �f in the different KNO3 solutions is plotted
versus time. Again a normalization of the frequency change has been made, because
the different concentrations of potassium nitrate solutions (see Table 6-1) lead to
different mechanical properties causing a shift in the starting frequency. Further on,
the moving average (10 periods) was calculated to smooth the measurement signals.
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Figure 6-10: Change of frequency �f (moving average) in different KNO3 solutions at
20°C

In the beginning during the pre-measurement phase (0 s – 20 s), while the peltier
element is not activated, reference signals are recorded. This can be seen by an almost
constant frequency during the first twenty seconds. By switching on the peltier
element after 20 s, the temperature starts to decrease (see Figure 6-9). This leads to a
change in density � and viscosity 
 of the solution adjacent to the sensor surface and
as a consequence the frequency alters.
The first local minimum (~ 40 s) and maximum (~ 60 s) of the frequency are due to a
thermal effect of the sensor chip setup. In a later version of the sensor this thermal
effect has been eliminated. After deactivating the peltier element after 125 s, the
temperature and the frequency increase rapidly as a result of heat exchange between
the warm and the cold side of the peltier element. Taking a closer look at the course of
the frequency between 100 s and 120 s it can be seen that the solution with the highest
concentration (T* = 19°C), respectively with the lowest undersaturation (�T = -1K)
deviates first from the normal course. This phenomenon is linked to the starting point
of the incrustation of the sensor surface. It is obvious that for the highest concentration
the smallest subcooling or cooling power is needed in order to induce incrustation.
Next, the solution with second highest concentration  (T* = 17°C) starts to crystallize
followed by the third (T* = 16°C) and finally the least (T* = 15°C) highest
concentration. In Figure 6-11 the measurements are demonstrated schematically in the
solubility diagram.
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Figure 6-11: Measurements conducted in beaker glasses with KNO3 schematically
shown in the solubility plot

As can be seen from the diagram, the time elapsed from the saturation point at T* to
the signal peak is always approximately 96 s.
To obtain the relevant measurement signals more clearly, the derivation of the
frequency with respect to time has been calculated and plotted versus time (see Figure
6-12).
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Figure 6-12:Derivation with respect to time of the frequency plotted versus time

Here, only the relevant interval of time (90 s – 130 s) is displayed. The obtained signal
peaks are now more significant than those shown in Figure 6-10. If now these
derivations are plotted versus the temperature of the peltier element, Figure 6-13 is
obtained.

Figure 6-13: Derivation with respect to time of the frequency plotted versus
temperature of the sensor chip
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In Figure 6-13 only the section with the significant signal peaks (90 s – 130 s) is
considered. For the highest saturation temperature (T* = 19°C) the smallest subcooling
is required to induce crystallization on the sensor surface. Therefore, the peak of the
curve with the highest concentration appears at the highest temperature (~ -1.5°C),
followed by the peak representing the second highest concentration, respectively the
second lowest undersaturation, and the peak of the curve with the lowest concentration
(highest undersaturation) at the lowest temperature (~ -4.5°C).
It is remarkable that the difference of the saturation temperature (see Table 6-1) of the
four solutions nearly equals the temperature difference of the required subcoolings
between the signal peaks in Figure 6-13.
These experiments have proven the functioning of the new measurement method. The
working of the sensor was demonstrated and the procedure of the evaluation of the
measurement signals has been explained. The course of the measurement signals is
dependent on:

� cooling rate of the sensor
� level of solution temperature
� crystallization on the sensor surface (incrustation)
� system (solute – solvent)

This means that conducting measurements in a different solute – solvent system can
lead to different courses of the measurement signals due to different chemical,
mechanical and electrical properties and behaviour. This must be taken into account
when measurement signals of a different system are evaluated.
The four recorded measurement signals (phase angle, absolute value, frequency, and
attenuation) show different sensitivities in detecting the starting of the incrustation.
The signal that shows the highest sensitivity and the level of sensitivity are determined
by the properties of the system. An a-priori criteria in order to determine the best
measurement signal and the sensitivity according to the properties of the current
system could not yet be found.
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6.3 Crystallizer Experiments

In order to test the sensor under “real” conditions, the experimental setup had to be
modified, which means that the beaker glass was substituted by a 60 l cooling-
crystallizer. The whole experimental setup is shown schematically in Figure 6-14.

Figure 6-14: Experimental setup with 60 l cooling crystallizer

The temperature of the crystallizer is controlled by a cooling jacket, which is
connected to a thermostat and a cryostat. Dependent on whether cooling or heating is
required, the closed loop was switched to the thermostat or cryostat by magnetic
valves. This separation between cooling or heating cycle proved to be useful, since a
quicker change between cooling or heating was achieved as in the case when the
heating and cooling was realized by one cryostat. In order to conduct measurements in
crystallizers, certain modifications of the sensor setup had to be done. The experiments
with KNO3 described above were conducted in crystal-free solutions at rest in beaker
glasses. However, switching from experiments in beaker glasses to experiments in
crystallizers would mean introducing stirrer induced fluid flow and suspended crystals
which can settle on the sensor surface. The fluid flow influences the temperature field
on the sensor surface drastically. Therefore, the cooling of the sensor surface is not
reproducible anymore, because of the mixing of the solution. As a consequence, the
reproducibility of each measurement would be deteriorated tremendously.
Furthermore, the settling of crystals on the sensor surface would cause an interference
of the measurement signals of the IDT and SAW. Consequently certain requirements
regarding the measurement conditions had to be fulfilled. In order to meet these
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demands a housing of the sensor and a particle separation device have been
constructed. This housing has already been explained in chapter 5.2.4. During the first
experiments a draft tube was installed inside the crystallizer. After the introduction of
the sensor housing the tube had to be removed in order to provide enough space for the
housing. The necessity of the sensor housing is demonstrated in Figure 6-15.

Figure 6-15:Measurements in undersaturated KNO3-solution (�T = -1K) at 20°C
without and with stirrer

All measurements depicted in Figure 6-15 were conducted without sensor housing at
constant conditions except the revolutions per minute of the stirrer. In case of no fluid
flow (no stirrer) the course of frequency is as expected according to the experiments in
beaker glasses (see previous chapter). The starting of the crystallization on the sensor
surface is detected by the shift of the frequency at about 80 s. During the other
measurements in Figure 6-15 the stirrer was operated at different revolutions per
minute (50 rpm – 300 rpm). In the beginning of each measurement (pre-measurement
phase) the signals remain constant as the peltier element is not switched on. With
increasing subcooling a noise in the signals can be observed. The higher the
revolutions per minute of the stirrer (indicated by the arrow form 50 rpm to 300 rpm in
Figure 6-15) and the higher the subcooling, the more intense the noise. The reason for
the noisy signals can be related to temperature gradients or fluctuations resulting in
density and viscosity fluctuations. Although the stirrer is already operated during the
pre-measurement phase, no noise can be observed. No fluctuations of temperature of
the solution adjacent to the sensor surface are expected here, because no cooling or
heating is applied in the pre-measurement phase. Therefore, the solution adjacent to
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the sensor surface and the solution of the bulk have the same temperature, density and
viscosity. In the further course of the measurements (cooling) the temperature gradient
between the solution adjacent to the sensor surface and the bulk increases. The stirrer
causes an exchange of cooled fluid (sensor surface) with solution from the bulk, this
leads to fluctuations of temperature, density and viscosity on the sensor surface,
resulting in noisy signals. This noise makes it nearly impossible to identify the starting
of crystallization in the course of the measurement signal. In addition the incrustation
of the sensor surface would be dependent on the degree of mixing, since the exchange
of cooled and bulk solution affects the generation of the supersaturation �Csensor. The
use of the described housing eliminates these problems.
To prove the applicability for organic systems, adipic acid, an industrial large tonnage
product, was chosen for the experiments in the 60 l crystallizer. A closer look at the
comparison of the solubility curves of potassium nitrate and adipic acid in Figure 6-16
reveals that in order to generate incrustation on the sensor surface by cooling, the
crystallizer should be operated at temperatures above 40°C, since at lower solution
temperatures the slope of the solubility curve of adipic acid is very low.

Figure 6-16: Solubility curve of potassium nitrate and adipic acid

As explained in chapter 5.2.2 the SAW sensor detects changes of the physical
properties of the medium (solution) adjacent to the sensor surface. A comparison
between the two systems KNO3 - H2O and (CH2)4(COOH)2 - H2O reveals that the
detection of the starting of incrustation of adipic acid with the SAW sensor is more
difficult than in case of potassium nitrate. Relevant data of the two systems can be
found in Table 6-2.
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Table 6-2: Data of potassium nitrate and adipic acid

potassium nitrate
KNO3

adipic acid
(CH2)4(COOH)2

�C [kg m-3] 2110 1360
�sol (saturated) [kg m-3] 1168 (at 25°C) 1019 (at 50°C)

Td
*Cd  [mol l-1 K-1] 0.10 (at 25°C) 0.04 (at 50°C)

M~  [kg mol-1] 0.10110 0.14614

The ratio of the difference of solution and crystal densities can be calculated according
to equation ( 6-1 ).

76.2
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Assuming total desupersaturation and in case of same subcooling of the sensor, the
ratio of deposited crystal mass of both systems is given by equation ( 6-2 ).
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Considering this comparison, it is obvious that in case of adipic acid a lower signal
level of the SAW sensor is obtained. The deposited crystal mass of potassium nitrate is
almost twice as high as the crystal mass of adipic acid and the difference of solution
and crystal densities is nearly three times higher for potassium nitrate.
Therefore, the phase angle, a measurement signal of the IDT sensor, was chosen for
the evaluation. All experiments described in the following were conducted with
constant settings:

� pre-measurement 10 s
� measurement 120 s
� linear cooling rate 0 – 2500 mA ( T� is approximately T� = 0.15 K / s)
� post-measurement 10 s
� manual heating
� flushing with bulk solution 60 s (water jet pump)
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In Figure 6-17, the normalized phase angle is plotted versus measurement time. To
achieve higher resolution only the relevant range is displayed in the diagram. The
measurement phase after 60 s as well as the pre-, and the post-measurement phase are
not depicted. The starting of incrustation on the sensor surface is detected by the
maximum of the phase angle.

Figure 6-17: Difference of phase angle versus time for adipic acid solutions with
different super- and undersaturations

It can be seen, that in case of the highest supersaturation (�T = 1.8 K) the maximum of
the phase angle appears after 8 s of cooling. Less supersaturation (�T = 0.6 K) requires
more cooling power, resulting in the longer cooling time of 13 s. In an undersaturated
solution (�T = -4.6 K) the maximum is observed after 27 s cooling time.
Two batch cooling crystallizations of adipic acid with different cooling rates, 2 K/h
and 5 K/h, were conducted in the 60 l crystallizer. The housing of the sensor enabled
the measurement in the presence of a stirrer and suspended crystals. The solution was
saturated at 43 °C. Although the crystallizer was designed as a closed system,
evaporation of the solvent could not be prevented completely, therefore a shift of the
saturation temperature T* to about 43.5 K took place during the experiments.
In Figure 6-18 the temperature of the solution and the time tmax, which has elapsed
between the start of the cooling and the detection of incrustation on the sensor surface
(maximum in the course of the phase angle), are plotted versus batch time.
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Figure 6-18: Solution temperature and time tmax of batch crystallizations of adipic acid
with a cooling rate of 2 K / h and 5 K / h versus batch time

The linear cooling rate of both crystallizations processes can be derived from the slope
of the corresponding temperature plot in Figure 6-18. At the beginning of the batch
process at a solution temperature of 52°C, when the solution is extremely
undersaturated (T* � 43°C), high values for tmax are obtained, since a high cooling
power is needed to generate the supersaturation required for the incrustation of the
sensor surface. Reaching lower solution temperatures (Tsol < 43°C) results in a
supersaturated solution which can be realized by the smaller values of tmax.
Figure 6-20 shows the required subcooling �Tsensor for an incrustation on the sensor
surface plotted versus temperature of the solution. The level of the subcooling can be
calculated by multiplying the cooling rate of the sensor, sensorT� , with the time tmax,
which has elapsed between the start of each measurement and the detection of
incrustation by the IDT sensor (here: phase angle)

maxsensorsensor tTT ��� � ( 6-3 )

The cooling rate sensorT� is approximately .s/K15.0Tsensor �
�  In Figure 6-19 the first

measurement point for the cooling rate ercrystallizT�  of h/K2T ercrystalliz �
�  is shown.
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Figure 6-19: Measurement procedure of the first measurement point (2 K/h) shown in
the solubility plot of adipic acid

The time elapsed for cooling of the undersaturated solution to saturation is
approximately t1 = 50 s and the time from saturation to incrustation is t2 = 50 s.

Figure 6-20: Subcooling of the sensor �Tsensor for two batch crystallizations of adipic
acid (2 K/h and 5 K/h) versus temperature of the solution Tsol
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In case of a saturated solution (�C = 0) an average subcooling �Tsensor,saturated = -3.35 K
was needed in order to obtain an incrustation on the sensor surface. As a consequence
a measured subcooling below the value for a saturated solution (�Tsensor < -3.35 K)
indicates an undersaturated solution, whereas, requiring a subcooling of less than
-3.35 K (�Tsensor > -3.35 K) stands for a supersaturated solution. This “borderline” at
-3.35 K is drawn as a solid line in Figure 6-20 and represents saturated solution with
undersaturated solution below and supersaturated solution above that line.
The actual level of subcooling of the solution �Tsol is then given by:

saturated,sensorsensorsol TTT ����� ( 6-4 )

In Figure 6-21 a comparison of the calculated subcooling �Tsol of both experiments is
made. The saturated state is now given by �Tsol = 0°C. The diagram shows that in case
of the higher cooling rate a higher supersaturation, especially at the beginning of the
crystallization, is achieved. This corresponds to the theory, that for higher cooling
rates higher metastable zone widths are obtained [Mers98].

Figure 6-21: Subcooling �Tsol of the solution for two batch crystallizations of adipic
acid (2 K/h and 5 K/h) versus temperature of the solution Tsol

Due to the limited space in the 60 l crystallizer the diameter D of the sedimentation
tube had to be reduced from the original size of 0.23 m to 0.14 m. As a consequence
the cut size dsep of the sedimentation tube is shifted from 20 µm to 35 µm. A reduction
of the volume flow in order to keep the cut size at 20 µm was not possible, since a
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volumetric flow of less than the current value of 6.4 · 10-6 m3 s-1 could not provide an
efficient flushing of the sensor housing. This degradation of the cut size is a reason for
the fluctuations of the measured supersaturation in Figure 6-21 caused by alternating
crystal masses that are sucked into the measurement chamber and influence the
crystallization of the sensor surface.
The results of the monitored batch cooling crystallizations of adipic acid demonstrated
the high potential and applicability of the system. The major advantage of this sensor
lies in the direct measurement of the driving force (and not of a concentration) of
crystallization including every influence caused by impurities or other process
disturbances. Of course, some further research has to be done until reliable
measurements can be conducted in industrial crystallizers. Therefore a further
improvement of the housing, which is necessary for measurements in industrial
crystallizers, has to be realized.

6.4 Further Experiments with other Systems

Considering the way how the additional measurement supersaturation is generated by
the sensor, the estimation of the possible field of application seems to be quite easy. If
the supersaturation �Csensor is established by cooling, systems with a positive slope
d C* / d T seem to be suitable for that kind of supersaturation measurement.
Unfortunately, it is obvious that also other system properties (e. g. diffusivity,
viscosity and absolute solubility), width of the metastable zone and the interactions
crystal – sensor surface also play an important role in the determination of the
applicability of the sensor for a certain system. Therefore it is necessary to conduct
further experiments with different systems in order to determine the potential field of
application. The chosen organic and inorganic systems are listed in Table 6-3, detailed
system properties can be found in appendix 11.3.
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Table 6-3: Systems for further experiments (see also appendix 11.3)

system
C*

[mol/l]
d C* / d T

[mol / ( l K)]
d ln C* / d ln T

[-]
adipic acid (CH2)4(COOH)2 0.60 0.082 17.27
ammonium chloride NH4Cl 5.82 0.049 2.48
ammonium nitrate NH4NO3 11.87 0.115 2.88
ammonium sulphate (NH4)2SO4 4.04 0.009 0.70
maleic acid C2H2(COOH)2 4.64 0.073 4.67
potassium bromide KBr 4.54 0.029 1.87
potassium dichromate K2Cr2O7 0.48 0.019 11.42
potassium iodide KJ 6.05 0.022 1.08
potassium nitrate KNO3 3.20 0.096 8.97
potassium sulphate K2SO4 0.66 0.010 4.37
sodium chloride NaCl 5.27 0.002 0.09
sodium nitrate NaNO3 7.63 0.046 1.81
succinic acid (CH2)2(COOH)2 0.68 0.034 15.07
urea (NH2)2CO 10.49 0.113 3.20

The experiments were conducted in beaker glasses in the same way as it is described
in chapter 6.2 dealing with the experiments with potassium nitrate. This means that
each measurement was made in an undersaturated solution. Amperages of 2000 mA
and 3000 mA and measurement times ranging from 60 s to 300 s were chosen, thus
resulting in different cooling rates.
In order to determine the exact subcooling of the sensor surface a NiCr – Ni
thermoelement (ALMEMO T 430-2L), especially designed for the measurement of
surface temperatures, was used. Figure 6-22 shows exemplarily the measured
subcooling for a linear increase of the amperage from 0 mA up to 2000 mA and 3000
mA in the cases of 60 s and 180 s measurement time and cooling phase respectively.
The pre- and post-measurement phase were not considered in this plot.
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Figure 6-22: Measured subcooling of the sensor surface for 2000 mA and 3000 mA
amperage and measurement times of 60 s and 180 s

As can be seen, the course of the subcooling in the case of 60 s measurement time is
almost linear for both amperages, whereas the course of the subcooling for the higher
measurement time of 180 s experiences a deviation from linearity due to Joules heat
loss leading to a slight warm-up of the sensor setup. According to the settings of
amperage and measurement time, different cooling rates were obtained. The average
measured cooling rate for each combination of amperage and measurement time can
be taken from Table 6-4.
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Table 6-4: Average cooling rates measured for different amperages and measurement
times

amperage
[mA]

time
[s]

cooling rate
[K / s]

cooling rate
[K / h]

2000 60 0.224 805.7
2000 120 0.129 463.8
2000 180 0.089 321.3
2000 240 0.068 245.0
2000 300 0.059 211.6
3000 60 0.296 1065.6
3000 120 0.171 614.9
3000 180 0.111 400.6
3000 240 0.077 278.0
3000 300 0.066 238.4

At first glance the obtained cooling rates seem to be very high compared to cooling
rates relevant for industrial cooling crystallizers, which are normally in the range of
0.5 – 10 K / h. But it should be taken into account that these extremely high cooling
rates are required to induce an incrustation of the sensor surface in an adequate
measurement time.
The evaluation of the measurement data has been conducted in a similar way as
explained in chapter 6.2. As in the case of potassium nitrate, deviations from the
expected or normal (temperature dependent) course of the frequency, phase angle or
attenuation indicate the start of the deposition of solid matter which finally leads to an
incrustation of the sensor surface. To verify that these deviations can not be attributed
to a thermal effect of the current system during the measurement (cooling) phase, the
experiment was repeated at the same solution temperature and with the same
parameter settings (amperage, measurement time), but with different concentrations
(saturation temperatures). If a lower concentration causes a shift of the deviation to a
later point of time and a higher concentration leads to an earlier deviation, this
deviation is due to the start of crystallization on the sensor surface. If the deviation is
still observed at the same time, it is caused by a thermal effect of the current system,
which can not be related to crystallization. Depending on the system this deviation can
be observed in form of a minimum, maximum or noise in the course of the particular
measurement signal. Up to now it is not possible to predict the kind of deviation
according to the system properties.
The exact results of the experiments can be seen in appendix 11.4. The saturation
temperature T* and the corresponding concentration C* can be found in the first line
of each table. All experiments were made with undersaturated solutions, which means
that the solution temperature Tsol was higher than saturation temperature T*. The times
tsignal that elapsed from the point of reaching saturation temperature and obtaining the
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deviation from the normal course of the measurement signal are listed in the tables of
appendix 11.4. Figure 6-23 might help to understand the definition of the time tsignal.
The corresponding subcooling �Tsignal and relative supersaturation �signal are also given
in appendix 11.4.

Figure 6-23: Definition of tsignal, �Tsignal and �Csignal

Considering the results in appendix 11.4, the systems can be classified in four
categories:

category A: visual observation of the incrustation is possible
good and easy feasibility of the evaluation of the measurement data

category B: no visual observation of the incrustation is possible
good and easy feasibility of the evaluation of the measurement data

category C: no visual observation of the incrustation is possible
evaluation of the measurement data is only in some cases possible

category D: no visual observation of the incrustation is possible
evaluation of the measurement data is not possible

Putting the systems according to the results of the experiments in the above described
categories Table 6-5 is obtained.
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Table 6-5: Systems categorized according to the results of the experiments (see
appendix 11.4)

category system
C*

[mol/l]
d C* / d T

[mol / ( l K)]
d ln C* / d ln T

[-]
A adipic acid (CH2)4(COOH)2 0.60 0.082 17.27
A potassium dichromate K2Cr2O7 0.48 0.019 11.42
A potassium nitrate KNO3 3.20 0.096 8.97
B ammonium chloride NH4Cl 5.82 0.049 2.48
B ammonium nitrate NH4NO3 11.87 0.115 2.88
B potassium bromide KBr 4.54 0.029 1.87
B succinic acid (CH2)2(COOH)2 0.68 0.034 15.07
C maleic acid C2H2(COOH)2 4.64 0.073 4.67
C urea (NH2)2CO 10.49 0.113 3.20
D ammonium sulphate (NH4)2SO4 4.04 0.009 0.70
D potassium iodide KJ 6.05 0.022 1.08
D potassium sulphate K2SO4 0.66 0.010 4.37
D sodium chloride NaCl 5.27 0.002 0.09
D sodium nitrate NaNO3 7.63 0.046 1.81

It should be mentioned that these measurements are not measurements of the
metastable zone width in the classical understanding, since the results are only valid
for heterogeneous nucleation on a SiC surface. The obtained extreme high values for
the metastable zone width for heterogeneous nucleation on a SiC surface (see appendix
11.4) are caused by the chosen cooling rates T� (see Table 6-4). These very high
cooling rates lack any technical relevance regarding crystallization, thus making it
nearly impossible to use existing descriptions of crystallization kinetics, since those
were verified with experimental data of ‘normal’ cooling parameters. Therefore it is
not possible to describe the obtained experimental results in appendix 11.4 with a
model.
A closer look at Table 6-5 reveals, that it is not possible to estimate the applicability of
the sensor for a certain system considering solubility C*, slope of the solubility curve
d C* / d T, and the solubility parameter d ln C* / d ln T.
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7 Theoretical Approach

7.1 Model of Metastability

In order to estimate the applicability of the sensor for a system, it is necessary to
simulate the incrustation process of the sensor surface.
Starting each measurement in an undersaturated solution and cooling down the
solution adjacent to the sensor surface until an incrustation is obtained, postulates
primary, heterogeneous nucleation as the only possible nucleation mechanism.
Schuberts model [Schu98] for the calculation of the heterogeneous nucleation rate Bhet

assumes a flat or platelike foreign particle (see Figure 2-8). This shape of the foreign
particle corresponds to the geometry of the sensor surface, therefore equation ( 2-36 )
was used for the determination of Bhet. The nuclei are regarded as spherical segments
on the foreign (sensor) surface, like it is shown in Figure 7-1.

Figure 7-1: Nucleus on the sensor surface

The volume of the nucleus (spherical segment) Vn can be calculated with the following
equation:

� �hr3h
3
1V c

2
n ���

( 7-1 )

with rc as the radius of the critical nucleus and the height h given by

� � crsin1h ��� ( 7-2 )

�

�h
a

b

nucleus

rc

sensor
surface



7 Theoretical Approach 109

For the contact angle � of the nucleus, which normally lies in the range of 40° - 53°
[Mers2001], a value of 45° was assumed for all systems.
The subsequent growth of the nuclei is calculated with equation ( 2-69 ), which takes
the diffusion and integration step into account. The assumed shape of the crystals is
similar to their nuclei, thus remaining spherical segments. Figure 7-2 depicts the
enlargement of the radius of the crystal rC,1 to the size rC,2, respectively the height hC,1

to hC,2, according to the mean face growth rate v .

Figure 7-2: Growth of the crystals on the sensor surface

The increase of the radius of the crystal rC is given by

v
td

rd C
�

( 7-3 )

Each calculation starts at saturated, but crystal-free, state.
In Figure 7-3 and Figure 7-4 the results of the calculations for potassium nitrate,
KNO3, for a cooling rate of 0.171 K / s are shown.

hC,1

hC,2

v·t
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Figure 7-3: Calculated relative supersaturation �, nucleation rate Bhet and total
number of nuclei Ntot of KNO3 (valid for: afor = 105 m-1; Head = 10-9; T = 298 K; K =
0.414; kd = 10-4 m s-1; cooling rate = 0.171 K / s)

Figure 7-4: Calculated growth rate v and volumetric crystal hold-up��T of KNO3

(valid for: afor = 105 m-1; Head = 10-9; T = 298 K; K = 0.414; kd = 10-4 m s-1; cooling
rate = 0.171 K / s)
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Leaving the metastable zone, thus entering the labile zone, results in spontaneous
nucleation. Therefore it is reasonable to define the metastable zone width by exceeding
a certain nucleation rate or by reaching the maximum nucleation rate at the
supersaturation �met. Considering the small amount of crystal mass generated only by
nucleation, it is even nowadays very difficult to detect the nuclei shower immediately.
As a consequence the nuclei have to grow until a detectable size Ldet with a certain
suspension density mT or volumetric crystal hold-up �T is reached [Mers98].
Thus, the calculation of the heterogeneous nucleation rates Bhet, especially the
maximum nucleation rates, for each system indicates the applicability of the sensor for
each system. Figure 7-5 depicts the course of the heterogeneous nucleation rates
calculated for the systems listed in Table 6-5 according to the predescribed model.

Figure 7-5: Calculated  nucleation rates Bhet  (valid for: afor = 105 m-1; Head = 10-9; T
= 298 K; K = 0.414; kd = 10-4 m s-1; cooling rate = 0.171 K / s)

The chosen cooling rate T� = 0.171 K / s corresponds to a measurement time tmeasurement

= 120 s and a linear increase of the amperage up to 2000 mA, see Table 6-4. The end
of the measurement time is indicated by the dashed line. The maximum nucleation rate
of sodium chloride is observed at ca. 1000 s, which drastically exceeds the
measurement time. This can be explained by the flat solubility curve of NaCl, showing
almost no temperature dependence of the solubility. The letter in brackets represents
the category in which the systems were classified according to the results of the
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experiments in appendix 11.4, see Table 6-5. Omitting sodium chloride in Figure 7-5
leads to Figure 7-6.
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The maximum nucleation rates of all systems (except NaNO3) with the rating “D” can
be found beyond the dashed line, which indicates the end of the measurement.
Although the maximum nucleation rate Bhet of sodium nitrate, NaNO3, lies within the
measurement time, an evaluation of the experimental data was not possible. This can
be explained by the occurrence of the maximum nucleation rate almost at the end of
the measurement time, which means that the emerged nuclei do not have enough time
to grow to a detectable size Ldet for the sensor.
All systems of the categories A, B and C experience the maximum nucleation rate
before the measurement time has elapsed. Additional calculations for a cooling rate
T� of 0.066 K / s (300 s, 3000 mA) can be found in appendix 11.5.
It has to be mentioned, that this model lacks the consideration of the interactions of the
particular solute – solvent system and the sensor surface. The contact angle of the
nuclei �, which was kept constant for all systems in the calculations, varies according
to the interactions, thus promoting or impeding nucleation. Unfortunately, up to now it
is not possible to measure the contact angle � of nuclei. To show the difference of the
interactions between each system and the sensor surface, the contact angle of the
saturated solution on the sensor surface was measured (Dataphysics – Contact angle
System OCA). The results can be seen in Table 7-1.

Table 7-1: Contact angles of the saturated solution on the sensor surface

system contact angle �
[°]

relative contact angle
[-]

adipic acid (CH2)4(COOH)2 17.8 1.0
ammonium chloride NH4Cl 29.1 1.7
ammonium sulphate (NH4)2SO4 30.1 1.7
maleic acid C2H2(COOH)2 21.7 1.2
potassium dichromate K2Cr2O7 17.9 1.0
potassium iodide KJ 22.3 1.3
potassium nitrate KNO3 27.6 1.6
potassium sulphate K2SO4 26.0 1.5
sodium chloride NaCl 25.3 1.4
sodium nitrate NaNO3 32.7 1.9
succinic acid (CH2)2(COOH)2 14.4 0.8
urea (NH2)2CO 15.6 0.9
water H2O 17.5 1.0
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In the right hand column the relative contact angle based on the contact angle of the
pure solvent (H2O) can be found. The small absolute values of all contact angles,
especially of water, can be explained by a hydrophilic treatment of the sensor surface.
Nevertheless, it is not possible to estimate the contact angle � of a nuclei on the basis
of the measured contact angles of the pure solution. The overriding of the influence of
the interactions between the system and the sensor surface may be the reason why the
maxima of the nucleation rates do not appear in the order corresponding with their
categories (A, B and C).
With the assumption, that the metastable zone width is exceeded when the maximum
nucleation rate occurs, it is possible to estimate the metastable zone width of primary
heterogeneous nucleation. Since this model of metastability does not take the specific
interactions of the current system and the SiC-surface of the sensor into account, it
could also be used to estimate the incrustation behaviour of a crystallizer. Primary
heterogeneous nucleation is the responsible nucleation mechanism for incrustations on
crystallizer installations (e. g. stirrer) or heat exchange surfaces. These incrustations
lead to a reduction of the heat exchange caused by an increasing thermal resistance,
thus reducing the operating time of a crystallizer due to longer cleaning intervals. To
avoid these undesired incrustations, the relative supersaturation �met at which the
maximum nucleation rate Bhet occurs should not be exceeded.
In Figure 7-7 the relative supersaturation �met of the systems in Appendix 11.3
obtained for calculations with cooling rates of 0.171 K / s and 0.066 K / s are plotted
versus the dimensionless solubility C* / CC. It can be seen, that with an increasing
dimensionless solubility the metastable zone width declines.
For reasons of comparison lines valid for different values of the parameter

T
T

Tlnd
*Clnd �

� are also drawn in this figure. As can be seen the metastable supersaturation

�met is approximately by a factor 2 � 5 greater for the cooling rates 0.066 K / s and
0.17 K / s than for the highest cooling rate of 5 K / h = 0.00139 K / s applied for the
data of Figure 4-5.
Since the cooling rates applied by the sensor are extremely high and therefore not
relevant for the operation of cooling crystallizers, also calculations for typical
operational cooling rates of 2 K / h, 3 K / h, and 5 K / h have been made. The results of
the calculations are listed in Table 11-9 in Appendix 11.6.
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Figure 7-7: Relative supersaturation �met plotted versus dimensionless solubility
C* / CC (calculated for: afor = 105 m-1; Head = 10-9; T = 298 K; K = 0.414; kd = 10-4 m
s-1); (The dashed lines are the same as in Figure 4-5, however, �met = 2 �opt is plotted
against the ratio C* / CC)

In Figure 7-8 and Figure 7-9 the obtained metastable zone widths, expressed in  �met,
for all systems are plotted versus the cooling rate. The lower the cooling rate, the
smaller is the metastable supersaturation �met. This behaviour coincides with the model
proposed by Mersmann [Mers98], see chapter 4.2.
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Figure 7-8: Relative supersaturation �met of organic and inorganic systems plotted
versus cooling rate (calculated for: afor = 105 m-1; Head = 10-9; T = 298 K; K = 0.414;
kd = 10-4 m s-1)

Figure 7-9: Relative supersaturation �met of organic and inorganic systems plotted
versus cooling rate (calculated for: afor = 105 m-1; Head = 10-9; T = 298 K; K = 0.414;
kd = 10-4 m s-1)
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The cooling rate of a crystallizer should now be adjusted according to these results,
which means that subcoolings �Tmet corresponding to �met should be avoided in order
to reduce incrustation on installations. To ensure minimum incrustation with respect to
an economic batch time, the optimal supersaturation �opt with respect to avoiding
incrustation can be estimated to be half �met (�opt = 0.5 · �met). In addition, this optimal
supersaturation �opt is important for each starting up of a crystallizer with crystal-free
or unseeded solution, as heterogeneous nucleation is the relevant nucleation
mechanism for the case of crystal-free solutions.
During the crystallization process, when already the first crystals have been generated
or seed crystals have been added, secondary nucleation is the dominant mechanism. As
a consequence the model must be adjusted with equation ( 2-44 ). It is obvious, that the
values for �met delivered by the “new” model of metastability according to secondary
nucleation are smaller than those for heterogeneous nucleation. Therefore �opt based
on surface nucleation is smaller.

7.2 Simplified Criteria for the Estimation of the Field of Application

The model in chapter 7.1 represents a good possibility for the estimation of the
potential field of application based on system properties. Nevertheless, these numerical
calculations can only be solved by numerical software packages or by manual
programming. Therefore, the estimation based on the model of metastability is too
time-consuming. In the next step a simplified and easy manageable criteria for the
estimation of the field of application will be introduced.
One possibility of an easy and quick check of the applicability of the sensor for a

system is the solubility parameter 
Tlnd
*Clnd  and the efficiency 

E
E,T

C
C,T

CE

Q
m

Q
m

E �  (see

equation ( 4-8 )), which have been calculated for each system in Table 7-2. All
systems with a

or9.1
Tlnd

*Clnd
� 9.1

Q
m

Q
m

E
E,T

C
C,T

�

are in the categories A, B or C and are therefore suitable for the new measurement
method. A possible reason for the only exception of this estimation, potassium
sulphate, is the high metastable zone width of that system, which is indicated by the
high value of tdet in Table 7-4. This simple estimation is only based on “thermic”
system properties, i. e. the slope of the solubility curve.
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Since nucleation and growth, which are relevant for the incrustation of the sensor
surface, are “kinetic” variables of each system, a combination of “thermic” and
“kinetic” properties allow a better estimation of the applicability. Therefore the
product of the diffusion coefficient DAB, as the “kinetic” parameter, and the

dimensionless solubility 
Tlnd

*Clnd  or the efficiency ECE, as the “thermic” parameter,

have been calculated (see Table 7-2). Unfortunately, potassium sulphate still does not
fit that criteria, but for all other systems with

or10D
Tlnd

*Clnd 9
AB

�

��
9

AB

E
E,T

C
C,T

102D

Q
m

Q
m

�

���

the measurement of supersaturation with the new sensor is possible. It has to be
mentioned, that the sequence of the systems ranked by the product of “kinetic” and
“thermic” properties corresponds better to the sequence of the categories, since urea
and maleic acid (both category C) are now the last “measurable” systems in Table 7-2.
The cells with systems belonging to category D have been marked with grey colour.
The mismatching of potassium sulphate in this estimation, demands another criteria for
the application.
The model of metastability in chapter 7.1 considers simultaneous nucleation and
growth according to the supersaturation based on the mass balance. Figure 7-10 shows
this model schematically.

Figure 7-10:Scheme of the model of metastability in chapter 7.1
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The simplified criteria are based on parallel nucleation and growth and do not take the
mass balance into account, as shown in Figure 7-11.

Figure 7-11: Scheme of the simplified criteria

The heterogeneous nucleation rate, Bhet, is calculated with Schuberts model (see
equation ( 2-36 )), which was also used in the model of metastability. In contrast to
chapter 7.1, the relative supersaturation � required for obtaining a defined nucleation
rate is determined, neglecting the mass balance.
The maximum heterogeneous nucleation rates in Figure 7-5 vary between 1012 m-3 s-1

and 1016 m-3 s-1 depending on the material properties. As a consequence a nucleation
rate of 1010 m-3 s-1  is reached by every system. Considering the steep slopes of the
nucleation rates plotted versus time in Figure 7-5, the point of time of the occurrence
of the maximum heterogeneous nucleation rate of each system does not vary much
from the time when a nucleation rate of 1010 m-3 s-1 is reached. Thus, the necessary
relative supersaturation �, required for a nucleation rate Bhet 1010 m-3 s-1, is calculated
without consideration of the mass balance. The results are shown in Table 7-3.

GC, T �C

C, T B�C
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The growth step is calculated with the simplified model for the estimation of the
metastable zone width of Mersmann [Mers98], where the growth of a crystal to a
detectable size Ldet is calculated according to the current cooling rate and system
properties, see equation ( 4-9 ). The obtained supersaturation �met and the
corresponding point of time when the crystals have grown to a detectable size Ldet of
10-5 m can be seen in Table 7-4. The calculations have been made for the cooling rates
resulting from the combination of an amperage of 3000 mA and measurement times
ranging from 60 s to 300 s. The systems in Table 7-4 are ranked by the time tdet, which
is calculated from the subcooling �Tmet corresponding to �met and the current cooling
rate. It can be seen, that the systems of category D show the highest values of tdet.
A combination of the two separate steps, nucleation and growth, leads to Table 7-5,
where the sum of the cooling time (see Table 7-3) and the time tdet (see Table 7-4) is
shown. The grey cells indicate, that the obtained time exceeds the measurement time
corresponding to the particular cooling rate, as a consequence these systems are not
suited for the supersaturation sensor. Considering the categories (A – D) in which the
systems have been classified, this method predicts very well the applicability of the
sensor for a certain system. In addition, the calculations for potassium sulphate do now
fit the experimental observations.
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Table 7-5: Times calculated for consecutive nucleation and growth to a detectable size
Ldet

system category
time [s]

(cooling rate:
0.296 K / s)

time [s]
(cooling rate:
0.171 K / s)

time [s]
(cooling rate:
0.111 K / s)

time [s]
(cooling rate:
0.077 K / s)

time [s]
(cooling rate:
0.066 K / s)

adipic acid A 11.3 18.3 26.8 37.2 42.8
potassium nitrate A 28.8 46.1 67.0 92.4 105.9
maleic acid        C 30.4 47.6 68.0 92.4 105.4
succinic acid B 41.4 65.9 95.4 131.1 150.1
potassium dichromate A 52.8 84.2 122.1 168.0 192.4
urea C 60.4 100.5 150.6 212.6 246.1
ammonium chloride B 66.7 108.4 159.7 222.6 256.2
potassium iodide D 92.1 149.6 220.1 306.6 352.8
sodium nitrate D 128.1 212.4 317.4 447.2 517.1
potassium sulphate D 129.6 210.2 309.1 430.1 494.7
sodium chloride D 1925.6 3242.9 4900.8 6965.1 8080.9
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8 Conclusion

In this work the combination of a new measurement technique and an innovative
measurement principle was introduced. Thus, showing the long way from an idea to an
implementation.
A survey and brief discussion of the current supersaturation measurement techniques and
crystallizer control strategies showed their weaknesses and the lack of a sensor capable of
direct measuring of supersaturation. As a consequence there is an urgent demand for a
measurement method, that is able to indicate the influence of impurities or other process
disturbances by incorporating the current crystallization in its measurement method. The
idea of implementing two detection devices in the new sensor concept proved to be
useful, since the experimental results have shown, that the measurement of mechanical
properties with the SAW or of electrical properties with the IDT showed different
sensitivity depending on the current system. Unfortunately, it was not possible to
estimate which sensor, IDT or SAW, is suitable for a certain system according to known
system properties.
The capability of the new sensor in measuring directly the driving force of a cooling
crystallization from solution, the supersaturation, was demonstrated in various
experiments in laboratory and pilot plant scale. The preconditions of a crystal-free
solution at rest during each measurement and of a subsequent exchange of the solution
adjacent to the sensor surface, including the removal of the incrustation, after each
measurement showed the complexity of a crystallization process in general. The
multitude of process parameters influencing a crystallization made it necessary to design
a sensor housing to provide the required conditions for each measurement in order to
guarantee evaluable and reproducible measurement data. The solution of the problems
obtained by switching from beaker glasses to crystallizers during the experimental phase
was very crucial and still offers some potential of further improvement to enable highly
reliable measurements in industrial vessels.
Possibilities of a-priori estimations of the applicability of the sensor for the control of a
crystallization process have been found. These criteria are based on material properties
and differ in accuracy corresponding to the required effort. They allow an easy
assessment of the possible field of application considering the prevalent systems in
industry.
A specific border line between systems being suitable or non-suitable for this sensor can
not be drawn according to a single specific material property. As shown, only an
individual evaluation based on a combination of “thermic” and “kinetic” properties or
coefficients of each system is able to give sufficient information about the applicability.
The way of generating the additional supersaturation in order to induce a quick
incrustation on the sensor surface and the results of the a-priori criteria have shown the
limit of this new supersaturation sensor. Generally speaking, this sensor is capable of
measuring supersaturation for systems with positive temperature dependent solubility.
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To make the high potential of this supersaturation measurement method accessible for
other - up to now not suitable - systems or in other words, to broaden the range of
suitable systems, it is necessary to adapt or change the way of generating the additional
measurement supersaturation according to the current process. This means that other
ways of supersaturation generation, like removal of solvent by evaporation or membrane-
pervaporation or drowning-out, must be realized, thus enabling the measurement of
supersaturation in solutions of systems with flat solubility curves.
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9 Notation

A area, surface area m2

a surface area per unit volume m2 m-3

ai activity of component i -
B volumetric nucleation rate m-3 s-1

B0 nucleation rate based on volume suspension (L � 0) m-3 s-1

Bagg agglomeration based birth rate m-4 s-1

C molar concentration mol m-3

�C supersaturation (�C = C – C*) mol m-3

c concentration kg m-3

ci molarity / molar concentration of substance i
cp specific heat capacity J kg-1 K-1

D diameter m
DAB diffusion coefficient m2 s-1

Dagg agglomeration based death rate m-4 s-1

d diameter m
E efficiency factor -
ECE efficiency cooling-evaporation -
f factor -
f frequency Hz
fi activity coefficient m3 mol-1

G Gibbs free energy J mol-1, J/molecule
G linear crystal growth rate m s-1

g gravitational acceleration (= 9.81 m s-2) m s-2

Head Henry coefficient -
HV Vickers Hardness J m-3

�H*
CL enthalpy of crystallization J mol-1

h heat transfer coefficient W m-2 K-1

h height m
h specific enthalpy J kg-1

I current A
K factor -
Kr factor -
Kx dissociation constant based on concentration mol m-3

k Boltzmann constant (= 1.381 · 10-23 J K-1) J K-1

kd mass transfer coefficient m s-1

'
gk growth rate constant m s-1

kr growth rate integration constant var.
L length m
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0L�� evaporated solvent mass rate kg s-1

M mass kg
M~ molar mass kg mol-1

m factor -
m mass per volume solution kg m-3

sol

m° mass per volume solvent kg m-3
solv

m� mass flux density kg m-2 s-1

mT suspension density, total crystal mass per unit volume kg m-3

N number of particles -
n population density per unit volume m-4

n exponent -
NA Avogadro’s number (= 6.023 · 1023 mol-1) mol-1

Ne Newton Number -
NV pumping capacity -
ni amount of substance mol

coolP� cooling parameter s-1

evapP� evaporation parameter s-1

Q quantity of heat J
Qi(L) cumulative undersize distribution factor -
qi(L) undersize distribution factor m-1

R resistance �

� ideal gas constant (8.314 J/(mol K)) J mol-1 K-1

r radius m
r order of the integration process var.
S supersaturation ratio (S = C /C*) -
Sa supersaturation ratio (Sa = ai /ai

*) -
Sh Sherwood number -
s impeller or stirrer speed, rate of rotation s-1

T temperature K
T� cooling rate K s-1

t time s
U circumference m
U voltage V
utip stirrer tip speed m s-1

V volume m3

V� volumetric flow rate m3 s-1

v velocity m s-1

v mean growth rate of a face m s-1

VR volume reduction coefficient -
W mass ratio of two substances kg kg-1

solv

W work J
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w velocity m s-1

w thickness m
w mass fraction of substance kg kg-1

sol

X mass ratio of solute and solvent kg kg-1

X reactive part of impedance �

x ratio of the sizes of foreign particle to critical nucleus -
xi mole ratio of substance i mol mol-1

Z imbalance factor -
Z impedance �

Greek Symbols

�
� average activity coefficient -
� mean specific power input W kg-1

� fracture resistance J m-2

� temperature °C
� degree of dissociation -
� volume shape factor -
� efficiency factor -
� surface area shape factor -
� agglomeration kernel m3 s-1

�coll collision kernel m3 s-1

� local specific power input W kg-1

� specific inductive capacity -
�CL interfacial tension J m-2

�i activity coefficient -

 dynamic viscosity Pa s

f target efficiency -

geo target efficiency -

w target efficiency -
� volumetric crystal hold-up m3 m-3

� phase shift °
�i current phase angle °
�u voltage phase angle °
� electric conductance S m-1

� crystal size m
� chemical potential J mol-1

� shear modulus Pa
� stoichiometric coefficient, number of ions -
� contact angle °
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� density kg m-3

� relative supersaturation (� = C/C*) -
� relaxation time, residence time s

Superscripts

� equilibrium

Subscripts

0 standard state
50 median value
a attrition
B batch
B + S birth and spread
BCF Burton – Cabrera – Frank
C crystal, cooling
c critical, contact
col collision
cool cooling, coolant
det detectable
dis dissociated
E evaporation
eff effective
F fluid
for foreign
g growth
geo geometrical
het heterogeneous
hom homogeneous
i component i of mixture
I interface value
ind induction
L liquid
LV liquid – vapour
m molar-value, molecular
max maximum value
meas measurement
met metastable
min minimum value
mix mixture
n nucleation, nucleus
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opt optimal
p particle
par parent
PN polynuclear
proc process
r relaxation
S solid, seed
s surface
sec secondary
sensor sensor
sep cutsize
sol solution
solv solvent
start starting point of incrustation
surf surface
susp suspension
T total, cut size
tot total
V evaporation
� initial
� final
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11 Appendix

11.1 Comparison of the Dependence of the pre-exponential Factor on
Supersaturation S

Figure 11-1: S7/3 and S2 · ln S calculated for 1 < S < 105
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11.2 Conversion of the Rate Bhet of heterogeneous Nucleation into the Rate
Bhom of homogeneous Nucleation for the Models of Schubert and Heyer

In the special case of homogeneous nucleation the following assumptions are valid:

� � = 180°; sin � = 0; cos � = -1
� f = 1 (see equation ( 2-32 ))
� afor · dm = 1
� Head = 1
� x � 0
� m = 1

The rate of heterogeneous nucleation Bhet suggested by Schubert (equation ( 2-36 ))
can be converted into the rate of homogeneous nucleation Bhom (equation ( 2-28 )) as
follows:
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Whereas Bhet calculated with the model proposed by Heyer (equation ( 2-39 )) equals 0
for the assumptions made for homogeneous nucleation:
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11.3 System properties
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11.4 Experimental results

Table 11-2: Experimental results of adipic acid
adipic acid (CH2)4(COOH)2 T* = 50°C C*= 779.65 mol/m³ category A

measurement time amperage cooling rate phase attenuation frequency
[s] [mA] [K/s] min max noise min max noise min max noise

300 -3000 0.066 132 211 177
240 -3000 0.077 122 165 158
180 -3000 0.111 87 138 136
120 -3000 0.171 68 99
60 -3000 0.296
300 -2000 0.059 175 229 234
240 -2000 0.068 153 171 190
180 -2000 0.089 126 137
120 -2000 0.129
60 -2000 0.224

300 -3000 0.066 8.72 13.92 11.65
240 -3000 0.077 9.43 12.74 12.18
180 -3000 0.111 9.68 15.27 15.08
120 -3000 0.171 11.71 16.96
60 -3000 0.296
300 -2000 0.059 10.30 13.49 13.78
240 -2000 0.068 10.40 11.60 12.94
180 -2000 0.089 11.18 12.16
120 -2000 0.129
60 -2000 0.224

300 -3000 0.066 1.18 1.89 1.58
240 -3000 0.077 1.28 1.73 1.65
180 -3000 0.111 1.31 2.07 2.05
120 -3000 0.171 1.59 2.30
60 -3000 0.296
300 -2000 0.059 1.40 1.83 1.87
240 -2000 0.068 1.41 1.57 1.76
180 -2000 0.089 1.52 1.65
120 -2000 0.129
60 -2000 0.224

tsignal [s]

�Tsignal [K]

�signal [-]
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Table 11-3: Experimental results of ammonium chloride
ammonium chloride NH4Cl T* = 25°C C*= 5823.59 mol/m³ category B

measurement time amperage cooling rate phase attenuation frequency
[s] [mA] [K/s] min max noise min max noise min max noise

300 -3000 0.066 67 51
240 -3000 0.077 43 40
180 -3000 0.111 61 40
120 -3000 0.171 53
60 -3000 0.296 23
300 -2000 0.059 89
240 -2000 0.068 76
180 -2000 0.089 56
120 -2000 0.129 55
60 -2000 0.224 37

300 -3000 0.066 4.43 3.39
240 -3000 0.077 3.32 3.12
180 -3000 0.111 6.80 4.46
120 -3000 0.171 9.14
60 -3000 0.296 6.79
300 -2000 0.059 5.23
240 -2000 0.068 5.19
180 -2000 0.089 4.98
120 -2000 0.129 7.14
60 -2000 0.224 8.27

300 -3000 0.066 0.04 0.03
240 -3000 0.077 0.03 0.03
180 -3000 0.111 0.06 0.04
120 -3000 0.171 0.08
60 -3000 0.296 0.06
300 -2000 0.059 0.04
240 -2000 0.068 0.04
180 -2000 0.089 0.04
120 -2000 0.129 0.06
60 -2000 0.224 0.07

tsignal [s]

�Tsignal [K]

�signal [-]
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Table 11-4: Experimental results of maleic acid
maleic acid C2H2(COOH)2 T* = 25°C C*= 4644.35 mol/m³ category C

measurement time amperage cooling rate phase attenuation frequency
[s] [mA] [K/s] min max noise min max noise min max noise

300 -3000 0.066 256 257
240 -3000 0.077 208 212
180 -3000 0.111
120 -3000 0.171
60 -3000 0.296
300 -2000 0.059
240 -2000 0.068
180 -2000 0.089
120 -2000 0.129
60 -2000 0.224

300 -3000 0.066 16.90 16.96
240 -3000 0.077 16.02 16.32
180 -3000 0.111
120 -3000 0.171
60 -3000 0.296
300 -2000 0.059
240 -2000 0.068
180 -2000 0.089
120 -2000 0.129
60 -2000 0.224

300 -3000 0.066 0.26 0.27
240 -3000 0.077 0.25 0.26
180 -3000 0.111
120 -3000 0.171
60 -3000 0.296
300 -2000 0.059
240 -2000 0.068
180 -2000 0.089
120 -2000 0.129
60 -2000 0.224

tsignal [s]

�Tsignal [K]

�signal [-]
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Table 11-5: Experimental results of potassium dichromate

potassium dicromate K2Cr2O7 T* = 25°C C*= 484.65 mol/m³ category A

measurement time amperage cooling rate phase attenuation frequency
[s] [mA] [K/s] min max noise min max noise min max noise

300 -3000 0.066 98 203 222
240 -3000 0.077 100 183 203
180 -3000 0.111 141 115
120 -3000 0.171 92
60 -3000 0.296
300 -2000 0.059 236 235
240 -2000 0.068 178
180 -2000 0.089 128
120 -2000 0.129 70
60 -2000 0.224

300 -3000 0.066 6.50 13.43 14.65
240 -3000 0.077 7.70 14.09 15.63
180 -3000 0.111 15.61 12.78
120 -3000 0.171 15.74
60 -3000 0.296
300 -2000 0.059 13.90 13.87
240 -2000 0.068 12.09
180 -2000 0.089 11.36
120 -2000 0.129 9.05
60 -2000 0.224

300 -3000 0.066 0.25 0.51 0.56
240 -3000 0.077 0.29 0.54 0.60
180 -3000 0.111 0.60 0.49
120 -3000 0.171 0.60
60 -3000 0.296
300 -2000 0.059 0.53 0.53
240 -2000 0.068 0.46
180 -2000 0.089 0.43
120 -2000 0.129 0.35
60 -2000 0.224

�signal [-]

tsignal [s]

�Tsignal [K]
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Table 11-6: Experimental results of potassium nitrate
potassium nitrate KNO3 T* = 25°C C*= 3201.74 mol/m³ category A

measurement time amperage cooling rate phase attenuation frequency
[s] [mA] [K/s] min max noise min max noise min max noise

300 -3000 0.066 123 140 126 122 134
240 -3000 0.077 106 131 120 119 131
180 -3000 0.111 79 112 102 102 111
120 -3000 0.171 64 83 66 78 81
60 -3000 0.296 39 50 49 49 50
300 -2000 0.059 154 193 186 181 193
240 -2000 0.068 123 166 158 156 166
180 -2000 0.089 100 137 126 125 137
120 -2000 0.129 84 105 106
60 -2000 0.224 49

300 -3000 0.066 8.11 9.23 8.31 8.07 8.81
240 -3000 0.077 8.14 10.06 9.24 9.19 10.06
180 -3000 0.111 8.79 12.46 11.31 11.35 12.35
120 -3000 0.171 10.94 14.13 11.28 13.39 13.79
60 -3000 0.296 11.63 14.69 14.39 14.49 14.88
300 -2000 0.059 9.06 11.38 10.97 10.67 11.37
240 -2000 0.068 8.35 11.28 10.73 10.57 11.30
180 -2000 0.089 8.90 12.16 11.23 11.14 12.21
120 -2000 0.129 10.85 13.60 13.73
60 -2000 0.224 11.00

300 -3000 0.066 0.24 0.28 0.25 0.24 0.27
240 -3000 0.077 0.24 0.30 0.28 0.28 0.30
180 -3000 0.111 0.26 0.37 0.34 0.34 0.37
120 -3000 0.171 0.33 0.43 0.34 0.40 0.41
60 -3000 0.296 0.35 0.44 0.43 0.44 0.45
300 -2000 0.059 0.27 0.34 0.33 0.32 0.34
240 -2000 0.068 0.25 0.34 0.32 0.32 0.34
180 -2000 0.089 0.27 0.37 0.34 0.34 0.37
120 -2000 0.129 0.33 0.41 0.41
60 -2000 0.224 0.33

�signal [-]

tsignal [s]

�Tsignal [K]
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Table 11-7: Experimental results of succinic acid
succinic acid (CH2)2(COOH)2 T* = 25°C C*= 678.72 mol/m³ category B

measurement time amperage cooling rate phase attenuation frequency
[s] [mA] [K/s] min max noise min max noise min max noise

300 -3000 0.066 98 85 95 124
240 -3000 0.077 79 78 100 135
180 -3000 0.111 73 74 88 143
120 -3000 0.171 66 85
60 -3000 0.296
300 -2000 0.059 235
240 -2000 0.068 202
180 -2000 0.089
120 -2000 0.129
60 -2000 0.224

300 -3000 0.066 6.48 5.60 6.24 8.20
240 -3000 0.077 6.11 5.98 7.70 10.37
180 -3000 0.111 8.06 8.17 9.73 15.83
120 -3000 0.171 11.22 14.59
60 -3000 0.296
300 -2000 0.059 13.87
240 -2000 0.068 13.74
180 -2000 0.089
120 -2000 0.129
60 -2000 0.224

300 -3000 0.066 0.33 0.28 0.32 0.41
240 -3000 0.077 0.31 0.30 0.39 0.52
180 -3000 0.111 0.41 0.41 0.49 0.80
120 -3000 0.171 0.57 0.74
60 -3000 0.296
300 -2000 0.059 0.70
240 -2000 0.068 0.69
180 -2000 0.089
120 -2000 0.129
60 -2000 0.224

tsignal [s]

�Tsignal [K]

�signal [-]
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Table 11-8: Experimental results of urea
urea (NH2)2CO T* = 25°C C*= 10486.20 mol/m³ category C

measurement time amperage cooling rate phase attenuation frequency
[s] [mA] [K/s] min max noise min max noise min max noise

300 -3000 0.066 224 218 229
240 -3000 0.077 190
180 -3000 0.111
120 -3000 0.171
60 -3000 0.296
300 -2000 0.059
240 -2000 0.068
180 -2000 0.089
120 -2000 0.129
60 -2000 0.224

300 -3000 0.066 14.81 14.39 15.11
240 -3000 0.077 14.63
180 -3000 0.111
120 -3000 0.171
60 -3000 0.296
300 -2000 0.059
240 -2000 0.068
180 -2000 0.089
120 -2000 0.129
60 -2000 0.224

300 -3000 0.066 0.16 0.15 0.16
240 -3000 0.077 0.16
180 -3000 0.111
120 -3000 0.171
60 -3000 0.296
300 -2000 0.059
240 -2000 0.068
180 -2000 0.089
120 -2000 0.129
60 -2000 0.224

tsignal [s]

�Tsignal [K]

�signal [-]
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11.5 Calculated heterogeneous nucleation rates Bhet
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11.6 Calculation of �met for primary heterogeneous nucleation
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11.7 Further possibilities for improvement and additional sensor concepts

11.7.1  Design improvement of the existing sensor

One key issue for every measurement is a crystal-free or nearly crystal-free solution.
Therefore a housing including a particle separation device (housing with water-jet
pump and sedimentation tube) was constructed. The disadvantage of this solution is
due to the system properties which decide on the design of the sedimentation tube.
This tube becomes large in the case of small density differences. Another possibility
for particle separation is shown in Figure 11-3.

Figure 11-3: Pivoted sensor with balloons during the measurement phase

Figure 11-3 shows the position of the sensor during the measurement phase. Balloon A
is inflated, thus closing the measurement chamber. After the measurement, balloon A
is discharged and balloon B is inflated. This leads to a 180° rotation of the sensor
device, which is shown in Figure 11-4.
The sensor will now be heated in order to remove the incrustation which was
generated during the last measurement. Because of the turbulence in the crystallizer
the solution in the measurement chamber is replaced by fresh solution from the bulk
phase. Due to the downwards orientated sensor surface crystals are prevented from
depositing on the sensor and the volume close to the sensor surface becomes nearly
crystal-free.
After a while balloon A will be inflated slowly whereas balloon B will be discharged.
The measurement chamber will be closed again by balloon A and the sensor will turn

air

air
cable

A

B
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180° until the sensor surface is upwards orientated, which is also a prerequisite for
each measurement.

Figure 11-4: Pivoted sensor with balloons during the cleaning phase

11.7.2  Sensor for systems with flat solubility curves

The additional supersaturation �Csensor that is generated by cooling with a peltier
element is necessary to obtain an incrustation on the sensor surface in an adequate

time. In case of systems with non-temperature dependent solubility 0
Td
*Cd

���
�

�
��
�

�
 no

relevant supersaturation can be obtained by cooling. For these systems it is useful to
apply removal of solvent as supersaturation generation method. This can be realized
by pervaporation with a membrane (e.g. tube module). Reversed osmosis is another
possibility.
Figure 11-5 shows a possible solution with a tube module. The suspension flows
through the tube module with a well defined volume flow suspV�  and the solvent is

removed with a constant pervaporation rate pervV� .

air

air
cable

B
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Figure 11-5: Pervaporation with a tube module

This leads to an increase of supersaturation in the solution flowing through the tube
module. Pervaporation causes an additional cooling of the solution which leads in case

of 0
Td
*Cd

���
�

�
��
�

�
 to an additional generation of supersaturation. The supersaturation will

be increased until the metastable supersaturation �met is reached and spontaneous
nucleation starts. The shower of nuclei can now be detected with optical methods or
ultrasonic.
In order to obtain the metastable supersaturation �met without cooling it is necessary to
adjust the volume flow according to Equation ( 11-1 ) (valid for L/D = const. and

pervV� = const.).

met

met
pervsus )f1(

1
V

D
L4V

��

��
� �� ( 11-1 )

The factor f is the process supersaturation, �proc, referring to �met:

C , V
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met

procf
�

�

�
( 11-2 )

Here the factor f is in the range of 0.3 – 0.5. The additional cooling �T caused by
pervaporation increases the prevailing process supersaturation �proc with the additional
supersaturation �add,�T and depends on the heat of evaporation of the solvent, �hLG:

sus

perv

sus,psus

LGsolv
T,add V

V
c

h
Td
*Cd

*C
1

D
L4

�

�

��

���
��
�

�
��
�

	

� �

( 11-3 )

If the existing sensor setup (IDT and SAW) should be used for systems with

0
Td
*Cd

���
�

�
��
�

�
, the two following ideas seem to be feasible.

Figure 11-6: Existing sensor setup in combination with pervaporation opposite the
sensor surface as supersaturation generation method

In Figure 11-6 a pervaporation membrane is positioned opposite the sensor surface.
The solution flows across the sensor surface and is at rest when the valves at the end of
the measurement chamber are closed. The constant increase of supersaturation leads to
nucleation which can be measured with the sensor by a change of the physical
properties of the solution. This arrangement can have the drawback that a solution with
a high density close to the membrane surfaces causes a natural convection flow.
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vacuum or backflushing liquid
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Figure 11-7: Existing sensor setup in combination with pervaporation adjacent the
sensor surface as supersaturation generation method

In case of Figure 11-7 the membrane is adjacent to the sensor surface and the
measurement procedure is similar to Figure 11-6.

11.7.3  Equilibrium state sensor

11.7.3.1 Systems with (d C* / d T ) > 0

The following type of sensor is applicable for continuously operated crystallizers,
since it is necessary to keep the temperature of the solution Tsol constant. In the case of
batch cooling crystallizers it is necessary to measure exactly the process temperature,
Tproc, in the vicinity of the sensor.
Figure 11-8 explains the measurement procedure schematically.
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Figure 11-8: Equilibrium state measurement method for systems with (dC*/dT) > 0

The major difference between the equilibrium state sensor and the other sensors is that
the first prevents incrustation on the sensor surface. Instead of promoting incrustation
only the starting point of the incrustation is detected.
The sensor surface will be kept at the equilibrium temperature T0

* which corresponds
to the concentration C0 of the solution in the crystallizer. The solution has the constant
temperature Tsol. In case of T0 < T0

* and starting incrustation on the sensor surface, the
sensor surface has to be heated in order to prevent further incrustation. Whereas in the
case of T0 > T0

* the surface can be cooled until the starting of incrustation is detected.
The start of the crystallization on the sensor surface and the dissolution of the crystal
layer will be detected by a sensor, e. g. by use of optical detection methods as shown
in Figure 11-9.

Figure 11-9: Optical detection of the incrustation
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The supersaturation �C0 can be calculated by

� �sol
*
00 TT

Td
*Cd

C ��� ( 11-4 )

with d C* / d T as the slope of the solubility curve. The temperature of the solution Tsol

and the temperature of the sensor surface T0
* (minimum temperature without

incrustation of the sensor surface) will be measured.
If the supersaturation rises from �C0 up to �C1 and the temperature Tsol is still
constant, the sensor surface temperature has to be increased from T0

* to T1
* in order to

prevent incrustation. The prevailing supersaturation �C1 is given by equation ( 11-5 ).

� �sol
*
11 TT

Td
*Cd

C ��� ( 11-5 )

In case of a supersaturation �C2 which is lower than the initial supersaturation �C0 and
the same temperature Tsol, the sensor surface temperature T0

* must be reduced to T2
* in

order to obtain the minimum surface temperature without inducing incrustation. The
supersaturation �C2 can be calculated according to equation ( 11-6 ).

� �sol
*
22 TT

Td
*Cd

C ��� ( 11-6 )

The calculations of the equations ( 11-4 ) - ( 11-6 ) are schematically shown in Figure
11-10.

Figure 11-10: Schematic solubility plot
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11.7.3.2  Systems with (d C* / d T ) < 0

The temperature of the solution Tsol is either constant or measured and the solution has
the supersaturation �C0 = C0 – C*(Tsol). The sensor surface is kept at the equilibrium
temperature T0

* by cooling. The temperature T0
* corresponds to the concentration C0

of the solution in the crystallizer (see Figure 11-11 and Figure 11-12).

Figure 11-11: Optical detection of the incrustation

Figure 11-12: Schematic solubility plot

In case of T0 > T0
* and starting incrustation on the sensor surface, the sensor surface

has to be cooled in order to keep the temperature T0
* constant. If T0 < T0

* and the last
fragment of incrustation has been dissolved, the surface can be heated until the starting
of incrustation is detected. The onset of incrustation and the total dissolution of the
incrustation can be detected optically, as shown in Figure 11-11.
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The supersaturation can be calculated with equation ( 11-7 ).

� �sol
*
00 TT

Td
*Cd

C ��� ( 11-7 )

with d C* / d T as the negative slope of the solubility curve in Figure 11-12. The
temperature of the solution Tsol and the temperature of the sensor surface T0

*

(maximum temperature without incrustation of the sensor surface) will be measured.
In case of a higher supersaturation �C1 > �C0 or a lower supersaturation �C2 < �C0

the temperature of the sensor surface has to be reduced or increased respectively in
order to prevent incrustation and to keep the surface at the maximum temperature
without incrustation on the sensor surface (see Figure 11-13).

Figure 11-13: Equilibrium state measurement method for systems with (dC*/dT) < 0
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11.7.3.3  Systems with (d C* / d T ) � 0

For systems with an almost flat solubility curve a change of temperature would hardly
cause a shift of supersaturation. Therefore a change of the supersaturation can only be
achieved by change of concentration of the solution by adding or removing solvent.
This can be accomplished by solvent in the liquid or vapour state.

Figure 11-14: Dilution or concentration of the solution with a membrane

If the solution is in contact with a membrane, as shown in
Figure 11-14, the supersaturation of the solution adjacent to the membrane can be
changed by dilution or concentration. This is realised by changing the pressure of the
pure solvent in the membrane module. A higher pressure in the membrane module
causes a dilution of the solution, whereas a pressure lower than the pressure of the
solution leads to an increase of concentration of the solution outside the membrane
module. This is explained by Figure 11-15.

Figure 11-15: Alternating pressure in the membrane module leads to a dilution or
increase of concentration of the solution outside the membrane module
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At the beginning the pressure in the module will be reduced, thus leading to an
increase of concentration and of supersaturation in the solution outside the module
close to its surface. If the beginning of crystallization on the membrane surface is
detected, the pressure inside the module will be increased in order to dissolve the
crystals on the membrane outside the module. By this means the pressure in the
module will start to oscillate keeping the pressure at the minimum level without
incrustation on the membrane (see Figure 11-15). By measuring the pressure inside the
module the supersaturation can be evaluated with the help of calibration curves, see
Figure 11-16 and Figure 11-17.

Figure 11-16: Vapour pressure calibration curves

Figure 11-17: Relationship between the solvent pressure p and the process
supersaturation
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11.7.3.4 Addition of a solvent – antisolvent mixture of constant or oscillating
concentration

The addition of the solvent through a membrane leads to a fast dissolution of the
incrustation, however, the subsequent incrustation step can be slow because the
process supersaturation is usually low. This incrustation can be enhanced by the
addition of an antisolvent (for instance an organic solvent in the case of aqueous
systems) which results in a fast increase of the supersaturation close to the membrane
surface. The inner volume of the membrane module (see Figure 11-18) is fed by a
solvent – antisolvent mixture of constant or oscillating concentration Cmix.

Figure 11-18: Membrane module with metering pumps

The feeding is accomplished by two metering pumps. The solvent is charged by the
first pump and the antisolvent is pressurized by the second one. The two pumps can be
operated with constant or oscillating speed. In the latter case the concentration of the
solvent – antisolvent mixture (after mixing in a blending tube) is oscillating, and the
frequency and period of this oscillation depend on the speed changes of the metering
pumps (see Figure 11-19).
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Figure 11-19: Oscillating solvent – antisolvent concentration versus time

The passage of this solvent – antisolvent mixture with the concentration Cmix leads to
an oscillating supersaturation close to the outer membrane surface, and this results in
an oscillating incrustation and dissolution. The two pump streams and their
concentrations are chosen in such a way that no permanent incrustation of the outer
membrane surface takes place. The mean solvent – antisolvent concentration Cmix is a
function of the process supersaturation, �proc, which can be determined after
calibration. A calibration diagram Cmix versus �proc is shown in Figure 11-20.

Figure 11-20: Calibration diagram (schematically)

concentrate (increase of )�

dilute (decrease of )�

Cmix, max

Cmix, min

Cmix
co

nc
en

tra
tio

n 
C

time t

co
nc

en
tra

tio
n 

C
 

m
ix

(re
fe

rre
d 

to
 a

nt
is

ol
ve

nt
)

process saturation �proc


