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A B S T R A C T 

Analysis of large galaxy surv e ys requires confidence in the robustness of numerical simulation methods. The simulations are 
used to construct mock galaxy catalogues to validate data analysis pipelines and identify potential systematics. We compare 
three N -body simulation codes, ABACUS , GADGET-2 , and SWIFT , to investigate the regimes in which their results agree. We run 

N -body simulations at three different mass resolutions, 6.25 × 10 

8 , 2.11 × 10 

9 , and 5.00 × 10 

9 h 

−1 M �, matching phases to 

reduce the noise within the comparisons. We find systematic errors in the halo clustering between different codes are smaller 
than the Dark Energy Spectroscopic Instrument (DESI) statistical error for s > 20 h 

−1 Mpc in the correlation function in 

redshift space. Through the resolution comparison we find that simulations run with a mass resolution of 2.1 × 10 

9 h 

−1 M � are 
sufficiently converged for systematic effects in the halo clustering to be smaller than the DESI statistical error at scales larger 
than 20 h 

−1 Mpc. These findings show that the simulations are robust for extracting cosmological information from large scales 
which is the key goal of the DESI surv e y. Comparing matter power spectra, we find the codes agree to within 1 per cent for k 
≤ 10 h Mpc −1 . We also run a comparison of three initial condition generation codes and find good agreement. In addition, we 
include a quasi- N -body code, FastPM, since we plan use it for certain DESI analyses. The impact of the halo definition and 

galaxy–halo relation will be presented in a follow-up study. 

Key words: methods: numerical – galaxies: haloes – large-scale structure of Universe – cosmology: theory. 
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 I N T RO D U C T I O N  

 or man y years N -body simulations have been used as a tool to
xplore the non-linear evolution of the distribution of matter in the
niverse (Davis et al. 1985 ). Their use has been invaluable in creating
ock galaxy catalogues to validate the results of surv e ys such as

dFGRS, SDSS, DES, KiDS, and more (Cole et al. 1998 ; Jong et al.
012 ; Rodr ́ıguez-Torres et al. 2016 ; DeRose et al. 2022 ). The Dark
nergy Spectroscopic Instrument (DESI) will be performing surv e ys
f unprecedented size o v er the ne xt 5 yr, measuring tens of millions
f galaxy spectra (DESI 2016 ). The large size of the DESI surv e y
eans that the statistical errors on key measured quantities will be

mall and therefore keen attention must be paid to systematic errors
n all stages of the data collection and analysis. Measuring the size
f systematic errors introduced by N -body simulations is imperative
o understand their impact on mock galaxy catalogues and analysis
ipelines. 
 E-mail: cameron.gro v e@durham.ac.uk (CG); albert.chuang@utah.edu (C- 
C) 
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One way to measure systematic errors for an individual N -
ody code is using convergence testing. The code can be run
ith progressively more accurate parameter choices until measured

tatistics no longer change (Power et al. 2003 ; DeRose et al. 2019 ).
o we ver , con vergence testing is limited because it only provides

nformation on the systematic errors which can be reduced by running
 code with greater numerical accuracy. Different implementations or
ssumptions adopted by different codes could introduce systematic
rrors as well. Comparing the results from several different codes
an indicate the level of control o v er systematic errors in converged
uns of N -body simulation codes. 

Code comparison projects measure the precision of N -body sim-
lation codes when run from identical initial conditions (ICs). Mea-
urements of the power spectrum, clustering, and halo properties can
e compared to indicate the precision to which N -body simulations
an estimate these quantities (Winther et al. 2015 ; Schneider et al.
016 ; Garrison, Eisenstein & Pinto 2019 ). 
This paper contains the results from multiple code comparison

rojects using several modern N -body simulation methods. Firstly,
e compare the ICs created using several different codes, measuring

he power spectrum along with particle velocity statistics. The main
 -body code comparison project compares simulations run with
© The Author(s) 2022. 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 
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Table 1. The number of particles and particle masses of the simulation 
boxes. All are cubic boxes with a side length of 500 h −1 Mpc. 

Simulation Particle number Particle mass/ h −1 M �

Low resolution 1296 3 5.00 × 10 9 

Medium resolution 1728 3 2.11 × 10 9 

High resolution 2592 3 6.25 × 10 8 
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BACUS , FASTPM , GADGET-2 , and SWIFT from identical ICs. The
atter power spectrum is measured, along with dark matter halo 

roperties, abundances, clustering, and power spectra. The precision 
f these results between different N -body codes and simulation 
esolutions is measured. 

In Section 2 , the ICs comparison is performed between three 
ifferent codes. In Section 3 , we discuss the different codes used to
un the N -body simulation and we compare the results of the N -body
imulations in terms of the matter power spectrum. In Section 4 , we
ompare the halo catalogues produced from the different simulation 
odes, including measurements of the clustering, halo mass functions 
HMFs), and matched halo properties. Finally, we summarize and 
onclude in Section 5 . 

 INITIAL  C O N D I T I O N S  C O D E S  

he starting points for N -body simulations are the ICs. These 
efine the positions, velocities, and masses of particles which are 
o be fed into the N -body simulation code. Analysis of the cosmic
icrowave background radiation suggests that the initial matter 

ensity field produced during inflation is a Gaussian random field 
Planck Collaboration VI 2020 ). The properties of this field are 
etermined by its power spectrum, which in turn is determined by 
he cosmology of the Uni verse. Dif ferent realizations of the same
ower spectrum are possible as the phases of the field are randomly
enerated (Abrahamsen 1997 ). 
In this section, we discuss three different IC generators. The 

onsidered IC codes include those used in conjunction with the 
BACUS (Garrison et al. 2021b ) and FASTPM (Feng et al. 2016 ) N -
ody codes, in addition to a combination of two codes, PANPHASIA 

1 

Jenkins 2013 ) and IC GEN which we refer to as PANPHASIA in this
ext, see Section 2.1.2 for details. 

The cosmology is set according to the flat Lambda cold dark 
atter Planck 2018 results (Planck Collaboration VI 2020 ) with the 

ollowing parameters: the Hubble expansion rate at present time, 
 0 = 67.36 km s −1 , �c h 2 = 0.1200, �b h 2 = 0.0223, �� 

= 0.6834,
MS linear density fluctuation, σ 8 = 0.8, and scalar spectral index 
 s = 0.9649. 
Considering the requirements of the DESI project, we run the 

imulations in boxes of side length, L box = 500 h −1 Mpc with
hree different dark matter particle numbers: N p = 1296 3 , 1728 3 ,
nd 2592 3 . The ICs are generated at redshift, z ini = 199 with the
nput theoretical matter power spectrum generated using CAMB . 2 

he details of the methods employed by each code are described 
elow. We study the consistency between the codes in both the 
ark matter position and velocity distributions. The convergence 
est in each individual code is also performed using the three sets
f resolutions. In Table 1 , we provide the specifications of the
imulations. 
 http:// icc.dur.ac.uk/ Panphasia.php 
 https:// camb.info/ 

2

3

4

n 
.1 Code details 

his section contains descriptions of the codes used to create ICs
sed in the comparisons in Sections 2.2.1 and 2.2.2 . 

.1.1 ABACUS IC 

he ABACUS IC code, called ZELDOVICH-PLT , 3 generates Zel’dovich 
pproximation ICs, optionally applying particle linear theory (PLT) 
orrections (Marcos et al. 2006 ; Garrison et al. 2016 ) for the breaking
f linear theory that occurs on small scales due to the discrete
epresentation of the density field by particles. The PLT corrections 
re not enabled for purposes of this code comparison. The code is
ritten in C ++ and is designed to produce ICs in memory-limited

nvironments by buffering the state to disc. The code uses double
recision internally, and the positions are output as single-precision 
isplacements on a lattice. The random number generator for the 
nitial Gaussian density field outputs 64 bits and allows synchronizing 
he white noise at different resolutions; this capability is employed 
or the three resolutions of this IC code comparison. The input
ower spectrum normalization is recomputed by ZELDOVICH-PLT 

hen scaled back to the requested redshift using the growth factor
atio from ABACUS ’s cosmology module. Modes are filled out to
he Nyquist sphere. This is the ICs generator used by the ABACUS

ode, including the AbacusSummit project 4 (Maksimova et al. 
021 ). 

.1.2 IC GEN / PANPHASIA 

here are two components to this method of creating the ICs which
as been labelled PANPHASIA . Firstly PANPHASIA describes a method 
f setting the phases of cosmological ICs. PANPHASIA describes a 
seudo random number sequence mapped to a cosmological volume 
rom which subsections can be taken to provide the phases for ICs
Jenkins 2013 ). This allows simple creation of resimulation ICs and
lso for the phases used in an N -body simulation to be shared so that
thers can recreate the same cosmological volume at any resolution 
ithout having to share the full phase information. 
Once the phases have been generated using PANPHASIA , the ICs are

enerated using a proprietary code called IC GEN . This uses second-
rder Lagrangian perturbation theory (2LPT, Jenkins 2010 ) to create 
he ICs particle distribution according to the phases specified by the
ocation within PANPHASIA . 

.1.3 FastPM IC 

hile not originally designed as an IC code, FastPM does compute an
nitial particle state with the traditional 2LPT-on-a-mesh approach. 
n addition, the IC code in FastPM supports producing constrained 
aussian realizations. 
Particles are first placed on a uniform grid with N c particles per

ide, then the first-order LPT and 2LPT displacement ( s 1 , 2 ) and
elocity terms ( v 1 , 2 ) are calculated from a potential induced from
 Gaussian white noise field g( x ) according to an isotropic linear
ower spectrum P lin ( k ). The white noise field is sampled on a finite
esh of B LPT N c samples per side from a pseudo-random generator

ompatible to the one used by Gadget’s N-GenIC (Springel et al.
005 ; Angulo et al. 2012 ). 
MNRAS 515, 1854–1870 (2022) 
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M

Figure 1. A comparison of the power spectrum of ICs created at redshift z = 199, using different codes and resolutions. The power spectra are plotted as a ratio 
to the input theoretical power spectrum from CAMB . At high k differences emerge between the input and the measured power spectra. At low k , the sample 
variance causes noise in the measured power spectrum. The grey envelope shows the theory 1 σ sample variance. The dashed lines indicate ±1 per cent. 
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The choice of B LPT , the finite differentiation operators, and the
nite Laplace operator all affect the initial particle state, even

hough the effect on the late-time non-linear field can be quite 
inimal. 

.2 Comparison of ICs 

n this section, we compare the ICs in terms of particle and velocity
istributions. 

.2.1 Comparison of particle distribution 

he power spectrum is a common measure for analysing both ICs and
volved N -body simulations. It measures the strength of the matter
ensity contrast at different scales. 
The power spectrum, P ( k ) is defined as the Fourier transform of

he autocorrelation function, ξ ( r ) which in turn is derived from the
atter o v erdensity, δ( x ) = 

ρ( x ) 
ρ̄

− 1, 

 ( k) = 

∫ 
d 3 r e −ik ·r ξ ( r) , (1) 

( r) = 〈 δ( x ) δ( x − r ) 〉 = 

1 

V 

∫ 
d 3 x δ( x ) δ( x − r ) . (2) 

ICs sample the matter density field producing a set of particles.
his limited number of particles means that there is a maximum
 abo v e which the power spectrum cannot be represented in the
Cs. This is the Nyquist frequenc y. F or a box with sidelength
NRAS 515, 1854–1870 (2022) 
 and N 

3 particles the wavenumber associated with the Nyquist
requency is 

 Nyquist = 

πN 

L 

. (3) 

he Nyquist wavenumber, and therefore the Nyquist frequency,
ncreases with number of particles allowing us to compare to the
eference power spectrum at higher k . 

The power spectra are measured using NBODYKIT 5 (Hand et al.
018 ) using a triangular shaped cloud mass assignment scheme and
rid sizes of 2592 3 , 3456 3 , and 5184 3 were used for the low, medium,
nd high resolution ICs, respecti vely. Dif ferences near the Nyquist
requenc y are observ ed when measuring the power spectra with
ifferent grid sizes and aliasing is observed when using a grid size
hich does not evenly divide the particle distribution. Using large
rid sizes which are multiples of the particle numbers mitigates these
f fects. The po wer spectra are truncated at the Nyquist frequency for
ach resolution. 

Fig. 1 shows the power spectra measured for all ICs codes and
lso for different resolutions, compared to the reference power
pectrum. The reference power spectrum is the theoretical linear
ower spectrum from CAMB at redshift, z = 199. The measured
ower spectra differ from the reference power spectrum at both large
low k ) and small scales (high k ). The large-scale differences are
ainly due to sample variance and the limited number of large-scale
25

art/stac1947_f1.eps
https://nbodykit.readthedocs.io/en/latest/
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Figure 2. A plot showing the velocity anisotropy as a function of interparticle 
distance. The coloured lines show the different codes meanwhile the grey lines 
show the results for 10 PANPHASIA realizations to investigate sample variance. 
The codes agree well at small distances while at large r the differences are 
dominated by sample variance. The only outlier is FastPM which has a higher 
anisotropy than any of the other realizations around 150 h −1 Mpc. 
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odes in a particular realization may lead to disagreement in the 
ower spectrum measurement from the reference P k at these scales. 
he gre y env elope sho ws the theory sample v ariance. This v ariance
ecreases as k −1 which is consistent with the theory expectation using 
oisson noise where the number of modes is proportional to k 2 . 
There is only one distinct line for each code at low k , this is because

ach code uses a different phase realization which is consistent 
etween different resolutions. At small scales, close to the Nyquist 
requency, the systematic resolution effects are different between 
odes. The ICs created using PANPHASIA do not disagree with the 
eference power spectrum by more than 5 per cent in all resolutions
p to the Nyquist frequency. The FASTPM ICs have much lower power
han the reference power spectrum for k > k Nyquist /2. The ABACUS

Cs have the best agreement with the reference power spectrum. 
It should be noted that it is not imperative for ICs to exactly

t the reference power spectrum at the smallest scales in order to
reate a realistic N -body simulation. The majority of the power at
ow redshift at small scales is due to collapse of larger modes and
herefore small differences in the power spectrum around k Nyquist 

re mostly unimportant to the growth of structure at these scales 
Neyrinck & Yang 2013 ). 

.2.2 Comparison of velocity statistics 

he power spectrum is only a measure of the displacements of the
articles produced by a IC code. The particle velocities are just
s important as the displacements and affect the rate of growth of
tructure as the simulation progresses. In methods of generating the 
Cs, such as the Zel’dovich approximation (Zel’Dovich 1970 ) and 
LPT (Crocce, Pueblas & Scoccimarro 2006 ), the particle velocities 
re not free to vary but are fixed by the particle displacements. For
xample in the Zel’dovich approximation a particle’s velocity is in 
he same direction as, and proportional to, the displacement from 

he particle’s gridpoint. For this comparison project, we thought it 
rudent to check the consistency between particle velocities from 

ifferent IC codes. We investigated the pairwise velocity dispersion 
etween the codes and also compared to 10 realizations of PANPHASIA 

Cs. There was no theoretical estimate generated therefore we aimed 
o verify that there were similar results between the codes with the
ifferences being consistent with the sample variation from the 10 
ANPHASIA realizations. 

The pairwise velocity dispersions are calculated by taking the 
airwise velocity between pairs of particles separated by a distance r
long with the component of the velocity parallel and perpendicular 
o the vector between the particles. 

For particles with positions and velocities ( x 1 , v 1 ) and ( x 2 , v 2 ) the
arallel and perpendicular components are 

 ‖ = 

( x 1 − x 2 ) · ( v 1 − v 2 ) 
| x 1 − x 2 | (4) 

nd 

 ⊥ 

= 

√ 

| v 1 − v 2 | 2 − v 2 ‖ (5) 

especti vely. This gi ves velocity dispersions in the parallel and 
erpendicular directions of 

2 
‖ ( r) = 

〈
v 2 ‖ ( r) 

〉 − 〈
v ‖ ( r) 

〉2 
(6) 

nd 
2 
⊥ 

( r) = 

〈
v 2 ⊥ 

( r) 
〉 − 〈

v ⊥ 

( r) 
〉2 

. (7) 

The isotropy of the universe implies that the second term of
quation ( 7 ) is equal to zero. 
The velocity anisotropy parameter 

= 1 − σ 2 
⊥ 

2 σ 2 
‖ 

(8) 

easures the relative size of the parallel and perpendicular velocity 
ispersions. 
Fig. 2 shows that the velocity anisotropy, as a function of

airwise interparticle distance, is mostly consistent between the 
odes and at large scales the differences are mostly explained by
ample variance. There is excellent agreement between the codes 
t small interparticle distance. FastPM is the only outlier, having a
lightly higher anisotropy than the other realizations at around r =
50 h −1 Mpc. 
It was decided to use PANPHASIA ICs for the N -body code

omparison project in the next section. This was because PANPHASIA 

ad reasonable agreement with the reference power spectrum close 
o the Nyquist frequency in all resolutions and PANPHASIA has the
bility to easily share phase information to be used by other ICs codes
n the future. These tests do not show whether the IC generators are
ully accurate in absolute terms, and the impact of IC differences
n evolved simulations is not measured. Ho we ver these results show
hat the PANPHASIA ICs are a reasonable choice to use for the code
omparison project when compared to the other options. We have 
ublicly released the IC files so that further comparisons can be
ade if there is interest, this is detailed in the Data Availability

ection. 

 N - B O DY  C O D E S  

his section details the N -body code comparison project. We run
BACUS , SWIFT , GADGET-2 , and FASTPM from z = 199 to z = 0
t the three resolutions shown in Table 1 . Comparisons between
he codes are made in the matter power spectrum and in the
MNRAS 515, 1854–1870 (2022) 
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ark matter halo properties, along with comparisons of the halo
lustering. 

The ICs for this code comparison project were created using
ANPHASIA and IC GEN from the previous section; all codes used
dentical initial particles. The cosmology used is described at the
tart of Section 2 and the resolutions of the simulation boxes are
hown in Table 1 . 6 

Codes were run by separate groups and the code parameters were
ecided upon by those groups. 

.1 Code details 

.1.1 ABACUS 

BACUS is a high-force accuracy N -body code that solves the far-field
orce with a high-order multipole method and the near field with
irect summation on GPUs (Garrison et al. 2021b ). Typical RMS
orce accuracy is 10 −5 –10 −6 . All particles in ABACUS share a single,
lobal time-step, which is chosen at the beginning of each time-step.
BACUS was recently used to run the AbacusSummit simulations
Maksimova et al. 2021 ), and the ABACUS realization of the Euclid
ode comparison simulation was presented in Garrison et al. ( 2019 ).

The numerical parameters used in this code comparison are the
ame as those used in AbacusSummit. Specifically, spline force
oftening, fixed in proper coordinates, was used such that the z =
 value was 1/40th of the interparticle spacing (with the early-
ime softening capped to 0.3 in the same units). This choice was
ested using scale-free simulations in Garrison, Joyce & Eisenstein
 2021a ). The multipole order was p = 8, with 405 3 cells, and the
ime-step parameter was set to ηAccel = 0.25. This is mildly more
onserv ati ve than ABACUS ’s run of the Euclid code comparison
imulation, which used ηAccel = 0.3. Garrison et al. ( 2021b ) show
hat a time-step value of η = 0.25 produces subpercent shifts in the
wo-point clustering for all scales larger than twice the softening 
ength. 

.1.2 GADGET-2 

ADGET-2 (Springel 2005 ) combines a tree and a particle mesh for
ts gravity scheme. The first-order moments are used to calculate
he tree forces and a fixed opening angle criterion is used to decide
hen to divide up the tree cells. The particle positions and velocities

re updated in a leapfrog scheme and the global time-steps are
venly spaced in log( a ) with dynamic shorter time-steps for particles
nder going lar ge accelerations. A mesh size of N 

3 was used for
he simulation with N 

3 particles. The comoving Plummer equi v alent
oftening length used was 1/25th of the interparticle spacing. The
arameters used to define the time-stepping and force accuracy
ere MaxRMSDisplacementFac = 0.2, MaxSizeTimestep = 0.01,
rrTolTheta = 0.5, and ErrTolForceAcc = 0.0025. 

.1.3 SWIFT 

WIFT 7 (Schaller et al. 2016 ) is a hydrodynamics and gravity code
hich uses a task based parallelization strategy. It is primarily
esigned for high-resolution SPH simulations of galaxy formation;
o we ver, SWIFT can also be used for dark matter only simulations of
NRAS 515, 1854–1870 (2022) 

 The Panphasia descriptor describing the simulation volume is 
Panph1,L21,(1133107,236124,673886),S81,CH1311607586,DESI IC v1]. 
 http:// swift.dur.ac.uk/ 

0  

8

9

on 
arge-scale structure. The gravity scheme in SWIFT has three levels.
t large scales a Fourier mesh is used to calculate the force on
articles and account for the periodicity of the simulation box; at
mall scales the fast multipole method (FMM, Dehnen 2014 ) is
sed to calculate forces between particles in octree cells; at the
mallest scales direct summation is used. A fixed opening angle
riterion is used to calculate the size of the octree cells used in the
MM. A time-dependent force softening is applied to the particles,

he forces are softened according to a spline kernel. The global
ime-steps are evenly spaced in log( a ) and adaptive time-stepping
s used for particles with large accelerations in the same way as
n GADGET-2 (Theuns et al. 2015 ). 8 A Fourier mesh size of 648 3 

as used in the 1296 3 particle and 2592 3 particle simulations and
64 3 was used in the 1728 3 particle simulation. These values were
hosen as they were the largest allowed by the code which would
ot introduce aliasing with the initial particle grid. The Plummer
qui v alent comoving softening length was 1/25th of the interparticle 
pacing. 

.1.4 FASTPM 

ASTPM 

9 (Feng et al. 2016 ) is an approximated particle mesh N -body
olver. By modifying the kick and drift factors in time integration,
t enforces correct linear displacement evolution on large scales, and
eanwhile reduces the halo stochasticity when the number of time-

teps is small (Feng et al. 2016 ). The cost is extremely low thanks to
he small number of time-steps required for satisfying statistics. The
ccuracy can be mainly controlled by two options, B , the mesh size
 v er particle number per dimension in the force calculation, and the
ime-steps usually specified by the number of steps T and the spacing
cheme. In this comparison project, we use B = 2 and T = 46, with
inear spacing in the scale factor. FastPM simulations are useful for
stimating covariance matrices and other applications for which the
ccuracy is not a critical factor. A summary of the FastPM simulations
repared by the DESI Cosmological Simulations working group will
e presented in Ding et al. (in preparation). 

.2 Comparison of particle distribution 

e first begin by examining the power spectrum dependence on
he mass resolution for each code separately. As seen in Fig 3 , this
ependence is similar for all the codes tested. There is very little
hange in the power spectra at large scales and at small scales there
re differences of 1–2 per cent. The higher the mass resolution, the
igher the power at small scales (except with FASTPM ). 
We then proceed to compare the power spectrum results among

odes. Fig. 4 shows all of the power spectra relative to the ABACUS

uns. There is broadly good agreement between all of the codes
xcept FASTPM with differences below 1 per cent at k = 2 h Mpc −1 .
his agrees with the results found in other code comparison projects

Schneider et al. 2016 ; Garrison et al. 2019 ). We do not see the
iscrepancy between GADGET-2 and linear theory at large scales as
een in Schneider et al. ( 2016 ), although this work employs GADGET-
 and Schneider et al. employed GADGET-3 . Apart from FASTPM , at
 = 10 h Mpc −1 the fractional differences between the power spectra
re below 1 per cent. 

All codes agree on the low- k power spectrum amplitude to within
.1 per cent, but to ascertain that this value is that predicted by
 ht tps://gitlab.cosma.dur.ac.uk/swift /swift sim 

 https://github.com/rainwoodman/fastpm 
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Figure 3. The matter power spectrum of the low- and medium-resolution 
runs relative to that of the high-resolution run for each code at z = 1 and 
2. SWIFT , ABACUS , & GADGET-2 show similar behaviour where the power 
spectrum decreases by up to 2 per cent at k = 10 h Mpc −1 when decreasing 
the resolution from 2592 3 to 1728 3 particles or from 1728 3 to 1296 3 particles. 
The lower resolution FASTPM power spectra show an increase relative to the 
high-resolution case at k = 3 h Mpc −1 before decreasing sharply abo v e k = 

5 h Mpc −1 . 
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erturbation theory, the 2LPT estimates of the z = 1 and z = 2
ower spectra were measured by using IC GEN , the code used to
reate the ICs for the simulations. Using a low-output redshift for
he same phases gives us the estimate of the matter distribution at
ow redshift from which the power spectrum can be measured. The
esults of this test are shown in Fig. 5 . We also attempted to compare
o linear theory by rescaling the power spectrum of the ICs by the
inear gro wth factor; ho we ver, this did not reproduce the large-scale
ower spectrum to subpercent accuracy, as shown in the dashed 
ines in Fig. 5 . The reason for this difference is likely to be mode
oupling. In addition, using the Zel’dovich approximation instead 
f 2LPT produced a curve which was less smooth and therefore we
sed 2LPT for the low-redshift perturbation theory power spectrum. 
erturbation theory is only accurate for small-density perturbations, 
hich corresponds to very large scales at low redshift. We have

ound that the simulation power spectra and the 2LPT power spectra
symptotically converge at low k for all the codes. Furthermore, this
 x ercise helped identify a pre viously unkno wn error in the large-
cale growth in the SWIFT code; a difference of around 0.5 per cent in
he large-scale power spectrum which was caused by incorrect force 
ntegration. The error was corrected, and all results in this work use
he modified code. 

 DA R K  MATTER  H A L O  C O M PA R I S O N  

uch of the value which comes from running large N -body sim-
lations does not come from the complete distribution of dark 
atter particles, but instead comes from grouping the particles into 
 v erdensed re gions called dark matter haloes because these are the
ites that host galaxies (Benson et al. 2000 ; Peacock & Smith 2000 ;
onroy & Wechsler 2009 ). Using and storing full particle data
an become prohibitively expensive for large N -body simulations 
herefore halo catalogues are often the most useful data product to be
roduced from an N -body simulation. Observations and simulations 
uggest galaxies reside within dark matter haloes and therefore they 
re essential to connect N -body simulations to observable results 
Wechsler & Tinker 2018 ). 

Halo catalogues can be used to create mock galaxy catalogues 
hich provide useful information on the expected observational 

esults for different cosmologies, along with providing mock data 
hich is essential for testing analysis pipelines, e.g. see Cole et al.

 1998 ), Rodr ́ıguez-Torres et al. ( 2016 ), and DeRose et al. ( 2022 ). 
In this section, we perform the comparison of halo properties, 
ass functions, and clustering. Haloes are identified with the help of

he phase-space temporal halo finder ROCKSTAR with force resolution 
arameters shown in Table 2 (Behroozi, Wechsler & Wu 2013 ), 10 and
efault parameters otherwise, including STRICT SO MASSES = 0 .
OCKSTAR finds haloes by using a friends-of-friends algorithm 

n six phase-space dimensions (three spatial and three velocity 
imensions). Groups and subgroups are found using an adaptive 
ierarchical method which progressively reduces the linking length 
etween particles. Setting STRICT SO MASSES = 0 affects the mass
efinition of haloes. The halo mass in this case is defined only
sing particles within the friends-of-friends group, rather than also 
ncluding particles which exist outside the group but inside the 
pherical o v erdensity. 

We do not include FASTPM in this comparison of halo properties
nd clustering. This is because performing abundance matching is 
utside the scope of this paper, and the FASTPM results without
MNRAS 515, 1854–1870 (2022) 
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Figure 4. A comparison of the matter power spectrum between the different codes at z = 1 and z = 2 in all three resolutions. The power spectrum is plotted 
relative to ABACUS at each redshift and resolution. All the codes agree to within 0.1 per cent at k < 0.1 h Mpc −1 . Differences emerge at high k but, excepting 
FASTPM , these are within 1 per cent at k = 10 h Mpc −1 . 
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Figure 5. A comparison of the power spectra to perturbation theory at z = 1 
and z = 2. The perturbation theory power spectrum was found using second- 
order perturbation theory (2LPT). The power spectra should asymptotically 
agree with 2LPT at low k . Coloured dashed lines show the ratio of the power 
spectra with ICs rescaled by the growth factor which do not agree as closely 
as 2LPT. 

Table 2. ROCKSTAR force resolution. This table shows the force resolution of 
the simulations in comoving h −1 Mpc, as input to the ROCKSTAR halo finder. 
Haloes whose centres are closer than the force resolution are considered to be 
unresolved. The minimum number of particles considered to be a halo seed 
for 1296 3 , 1728 3 , and 2592 3 resolutions are 5, 10, and 10, respectively. 

Simulation ABACUS GADGET-2 SWIFT 

1296 3 0 .015 0 .015 0 .015 
1728 3 0 .0072 0 .011 0 .011 
2592 3 0 .0048 0 .0077 0 .0077 
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Figure 6. The fraction of haloes which remain unmatched as a function 
of halo mass in the ABACUS and SWIFT catalogues when matching haloes 
between the high-resolution catalogues. The majority of haloes are matched 
across simulations. 
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bundance matching would be unrealistically discrepant compared 
ith how the code is used in practice. 
Our tests involving dark matter haloes are performed at z = 1. We

o not observe significant redshift evolution in our code or resolution 
omparisons when measuring HMFs and halo clustering at z = 0 and
 = 2. 

.1 Halo properties 

e e x ecute a detailed halo-to-halo comparison by matching haloes 
etween N -body simulations and comparing their properties. There 
s no guarantee that haloes will be formed in identical places, 
ut since all simulations share the same initial particles, in many 
ases a robust match can be identified. Still, matching haloes 
rovides a challenge as there is no unique identifier for each
alo which is well defined across several different simulation 
uns. 

We use a nearest neighbour approach to match haloes between 
napshots from simulations run with different codes and resolutions. 
ach halo in one catalogue was matched to the halo with the nearest
osition in the other catalogue. All haloes with a mass smaller than
 × 10 10 h −1 M � at all resolutions were remo v ed to a v oid spurious
atches and an upper distance limit of 0 . 25 h 

−1 Mpc was applied
or haloes to be considered as matched. The matched halo properties
ere binned by halo mass. 
Fig. 6 shows the fraction of unmatched haloes in each catalogue

n a comparison between the high-resolution SWIFT and ABACUS 

imulations. This fraction increases as halo mass decreases but is 
nly greater than 5 per cent of haloes for the lowest mass SWIFT

aloes at M h = 10 11 h −1 M �. This gives us confidence that there
re not systematic effects being introduced by the nature of the halo
atching algorithm. 
The halo properties which are compared between matched cata- 

ogues are defined as follows. Halo separation is the distance between
atched haloes in units of h −1 Mpc, as discussed abo v e this cannot

e greater than 0 . 25 h 

−1 Mpc for any matched pair. M 200 b is defined
s the mass contained within a sphere around the halo such that
he sphere has a density of 200 times the background density of
he universe. r vir is the radius of the halo which is similarly defined
n terms of a spherical o v erdensity. In this case the o v erdensity is
 c times the critical density of the universe. � c is the solution for
 virialized cluster which is 18 π2 for a critical universe but can
ary with redshift otherwise. M vir is the mass contained within r vir 

Peebles 1980 ; Eke, Cole & Frenk 1996 ; Bryan & Norman 1998 ). r s 
s the scale radius of the halo, defined in terms of the density profile
Navarro, Frenk & White 1997 ). σ v is the halo particle velocity
ispersion in physical km s −1 . | v| is the speed of the halo in physical
m s −1 . Finally θv is the difference in angle of the velocity vectors of
MNRAS 515, 1854–1870 (2022) 
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Figure 7. A comparison of the halo properties for haloes matched between ABACUS and the other codes at fixed resolution. On the top row from left to right 
the panels show: (i) The distance between matched halo centres in h −1 Mpc. (ii) The fractional difference in halo mass, as measured within a sphere of density 
200 times the background density. The fractional difference in virial mass is identical to this panel, the fractional difference in virial radius is also identical to 
this panel but multiplied by a factor of three. (iii) The fractional difference in the scale radius of matched haloes. On the lo wer ro w, from left to right, the panels 
show: (i) The fractional difference in the velocity dispersion of matched haloes. (ii) The fractional difference in the magnitude of the velocities of the matched 
haloes. (iii) The difference in the direction of the velocities of matched haloes in degrees. Hollow circles, filled circles, and stars represent the comparison 
for the 1296 3 , 1728 3 , and 2592 3 simulations, respectively. The results are colour coded differently for each simulation code. GADGET-2 : blue, SWIFT : orange, 
and ABACUS is used as the reference simulation. Vertical solid lines indicate the halo mass at which haloes contain 200 particles in the high-, medium-, and 
low-resolution simulations moving from left to right. 
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he matched haloes in degrees. With the exception of halo separation,
 v| , and θv , which we compute ourselves, all of these properties are
omputed by ROCKSTAR . 

Fig. 7 shows how the matched halo properties vary between
BACUS and the other codes at fixed resolution. The low, medium,
nd high resolution cases are shown as hollow circles, solid circles,
nd stars, respectively, along with error bars which show the error in
he mean of the matched property within each mass bin. 

In general, the matched properties show greater agreement at
igh masses and at high resolution. This is where the haloes
ontain a greater number of particles and therefore it is to be
xpected that these haloes are less susceptible to variation due
o differences between the codes which are primarily in the
mall-scale forces. The halo separation is roughly constant across
alo mass but varies for different codes and resolutions. The
ean halo separation varies between 10 and 100 h −1 kpc; SWIFT ,

nd ABACUS agree to within three softening lengths at high and
edium resolution, while GADGET-2 has two to three times worse 

greement. 
SWIFT and GADGET show agreement with ABACUS to within

 per cent in the halo mass and radius at medium and high resolution
or all masses. At low resolution differences emerge for halo masses
elow 10 12 h −1 M �. 
r s shows a similar pattern of better agreement at higher halo
asses. The differences at masses below 10 12 h 

−1 M � are at the
0 per cent level and do not show clear trends with code or resolution,
xcept that SWIFT and GADGET sho w progressi vely lo wer � r s at lo wer
esolutions. 
NRAS 515, 1854–1870 (2022) 
As resolution decreases, SWIFT and GADGET-2 have increasing
σ v relative to ABACUS . 
The halo velocities show larger differences in both magnitude and

irection between the codes for high-mass haloes. There are large
ncertainties on these measurements due to the limited number of
igh-mass haloes within each catalogue. 
Fig. 8 shows how the matched halo parameters vary with simula-

ion resolution when keeping the simulation code fixed. 
There is a clearer trend in the halo separation with halo mass

hen comparing with each code fixed, the separation is lower for
igher mass haloes and is also lower at higher resolution. SWIFT

nd GADGET-2 show larger halo separation at different resolutions
ompared to ABACUS . 

The halo masses are systematically smaller by around 0.5 per cent
or all codes and resolutions at halo masses abo v e 10 13 h −1 M �.
he same feature is seen in the virial radii where the difference

s 0.2 per cent. For lower mass haloes the opposite effect is
een, halo masses are larger for the lower resolution simulations
nd this difference grows when going to lower halo masses and
ower resolutions. This indicates that at lower resolutions mass is
ystematically mo v ed from high-mass haloes into low-mass haloes
hen compared to higher resolution simulations. The origin of this

ffect could be that the halo finder is more likely to split off haloes
t low resolutions due to a lower number of particles with which to
ake friends-of-friends connections. 
r s is consistent between high-mass haloes at all resolutions for

ll the codes. Below 10 12 h 

−1 M �, r s becomes poorly matched as
esolution is varied. 
025
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Figure 8. As for Fig. 7 but for haloes matched to the high-resolution simulation for each code. Note the change in range plotted in the upper-right and lower-left 
panels. 
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The velocity dispersion, σ v , increases for lower mass haloes at 
ower resolutions. This effect can be seen for all the codes but is

ost strongly present in SWIFT , and GADGET-2 . 
In summary, the halo properties agree well between the different 

odes at fixed resolution, there is better agreement for haloes with 
ass greater than 10 13 h −1 M � than lower mass haloes. 
Lower simulation resolution systematically biases high-mass 

aloes to have slightly lower mass and radius than those matched 
rom higher resolution simulations. The opposite effect is observed 
t low masses. In general high-mass haloes show greater agreement 
n the matched halo parameters than low-mass haloes. 

.2 Halo mass function 

he HMF describes the number density of dark matter haloes 
n different mass intervals. Here, we have defined the HMF as
 n /dlog 10 ( M vir ) where n is the number density of haloes in units
f Mpc −3 h 3 and M vir is in units of h −1 M �. 
The HMF has a strong effect on the number density and clustering

f galaxy catalogues created using the halo catalogue, particularly 
t fixed mass. It is therefore, important for the HMF to not change
ignificantly between simulations run with different codes, as this 
ould indicate underlying systematic errors. 

In addition, we investigate the effect of simulation resolution on 
he HMF. Mass resolution has the greatest effect at the low-mass
nd of the HMF where haloes contain fewer particles. It is important
o find the cutoff mass below which the HMF shows significant 
ifferences due to simulation resolution. 
Fig. 9 shows the HMFs measured from the different codes at fixed

esolution at z = 1, relative to the ABACUS HMF. The error bars
epresent the estimated standard deviation in the HMF difference 
etween phase matched simulations which are calculated using 
 jackknife method, see equation ( 14 ) in Section 4.3 for more
etails. Differences between the codes are greater at high and low 
asses. The HMFs agree at the 1 per cent level between 10 12 and
0 13.5 h −1 M � for all resolutions. The HMFs do not differ by greater
han 10 per cent at masses up to 10 14.5 h −1 M �, these differences
re consistent with noise and not biased in a particular direction. At
ow masses there is different behaviour between the codes at each
esolution. There is better agreement on the low-mass end of the
MF at low resolution than high resolution. 
Fig. 10 shows the change in HMF with resolution for the

BACUS code at z = 1. The effect of changing resolution is
arger than changing code. The halo catalogues from different 
esolution simulations have similar HMFs for high-mass haloes. The 
edium-resolution simulation HMF differs from the high-resolution 

imulation HMF by more than 1 per cent below 10 12 h −1 M �. The
o w-resolution HMF dif fers by a greater amount than the medium
esolution HMF, with greater than 1 per cent disagreement below 

0 12.5 h −1 M �. Testing the same comparison with a halo catalogue
roduced from a subsampled version of the high-resolution simula- 
ion produces a similar relationship which indicates that discreteness 
ffects in the halo finder are not responsible for this systematic
ifference. 

.3 Halo clustering: correlation function 

he clustering of dark matter haloes is one of the most important
tatistics to be produced in an N -body simulation. Galaxy clustering
s closely tied to halo clustering, especially at large scales, therefore
nsuring accurate and robust halo clustering estimates is essential in 
rder to have confidence in mock data produced from simulations. 
In this section, we compare the halo clustering from simulations 

un with different codes and at different resolutions. We compare 
he clustering in both real-space and in multipoles of redshift space.
stimates of the DESI statistical error are made using a jackknife
ethod, allowing us to provide length-scales above which the halo 

lustering from our simulations is robust for DESI analysis. 
MNRAS 515, 1854–1870 (2022) 
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Figure 9. The ratio of the HMFs to that of the ABACUS simulation at fixed 
resolution at z = 1. The top, middle, and bottom panels show the low, 
medium, and high resolution simulations, respectively. The error bars show 

an estimate for the noise while comparing two simulations which share the 
same phases. Differences between the codes are below 1 per cent between 
10 12 and 10 13.5 h −1 M � at all resolutions. The differences in the HMF at 
large halo masses are consistent with noise. At low halo masses there is 
better agreement between the codes at low resolution than high resolution. 
Vertical lines indicate the mass at which haloes contain 200 particles at each 
resolution. 
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Figure 10. The ratio of the HMFs from the ABACUS simulations relative to 
the high-resolution run at z = 1. The error bars show an estimate for the noise 
while comparing two simulations which share the same phases. The 1296 3 

simulation shows greater differences than 1728 3 to the 2592 3 simulation. 
There is a deficit in low-mass haloes in the lower resolution simulations 
relative to the high-resolution simulation. Vertical lines indicate the mass at 
which haloes contain 200 particles at each resolution. 

Figure 11. Upper panel: Real-space two-point correlation functions of the 
haloes from the 2592 3 simulations at z = 1. The results from using two 
halo mass limits are shown as solid and dashed lines. SWIFT and ABACUS 

agree more closely than GADGET-2 and ABACUS but for r > 1 Mpc all the 
codes agree to within 1 per cent. There are not significant differences which 
come from changing the halo mass limit. Lower panel: Real-space two-point 
correlation functions of the haloes from the ABACUS simulations relative to the 
high-resolution simulation at z = 1. Differences between the halo clustering 
measurements are larger at small scales. A higher halo mass limit and higher 
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The two-point correlation function for haloes, ξ ( r ) is defined as
he excess probability of finding a halo at a distance r from another
alo, averaged over all haloes. 

( | r | ) = 〈 δ( x ) δ( x − r ) 〉 . (9) 

The upper panel of Fig. 11 shows the real-space two-point
orrelation functions of the halo catalogues from the different codes
elative to ABACUS . The high-resolution simulations were used with
NRAS 515, 1854–1870 (2022) 

mass resolution both impro v e the agreement to the high-resolution two-point 
correlation function. 
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Figure 12. Upper panel: The redshift space clustering monopole comparison 
between the different codes at high resolution. ABACUS is used as the reference 
clustering. The shaded regions show an estimate for the DESI surv e y year 
1 and year 5 statistical errors. The error bars show an estimate for the 
noise while comparing two simulations which share the same phases. A 

halo mass cut of M > 10 11.5 h −1 M � was used. The systematic differences 
between the codes are within the expected year 5 DESI volume statistical 
errors for s > 20 h −1 Mpc and within the year 1 volume statistical errors 
for s > 10 h −1 Mpc. Lower panel: As abo v e but comparing the redshift 
space clustering between the different resolutions for the ABACUS code, 
with reference to the high-resolution simulation. The medium-resolution 
simulation is consistent with the high-resolution simulation to within the 
DESI statistical errors for s > 20 h −1 Mpc. The low-resolution clustering is 
not consistent with the high-resolution clustering to within the expected year 
5 DESI statistical errors at any of the measured scales. 
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 mass cutoff M > 10 11.5 h −1 M � and M > 10 11 h −1 M � (solid
nd dashed lines, respectively). The correlation functions from the 
ifferent simulation codes do not differ by greater than 1 per cent for
ength-scales abo v e 1 h 

−1 Mpc. 
In the lower panel of Fig. 11 , we compare the real-space two-

oint correlation function of the haloes from ABACUS simulations at 
ifferent resolutions. The high- and medium-resolution simulations 
gree to within 1 per cent for all length-scales abo v e 1 h 

−1 Mpc. A
arger difference is seen in the low-resolution halo clustering, the 
lustering increases at smaller scales to 4 per cent greater than the
igh resolution below 1 h 

−1 Mpc. 
The halo catalogues from the low-resolution simulations have a 

igher clustering bias than the high-resolution case. This effect can 
e understood with reference to the HMF. (Fig. 10 ). There are fewer
ow-mass haloes in the low-resolution case, therefore the clustering 
easurement is made from a sample which has proportionally more 

igh-mass haloes which have a higher bias (Mo & White 1996 ).
ote that this clustering–resolution relation is in the opposite sense 

o that seen in DeRose et al. ( 2019 ) which saw lower bias at lower
ass resolution. Differences in the treatment of force softening at 

ifferent resolutions may contribute to this difference. 
Decreasing the halo mass cut to M > 10 11 h −1 M � can be seen

o reduce the agreement in the clustering relative to the higher mass
ut. This is seen most strongly in the low-resolution simulations. 

The multipoles of the redshift space correlation function, ξ l ( s ) are
efined as (Peebles 1980 ; Kaiser 1987 ) 

l ( s) = 

2 l + 1 

2 

∫ π

0 
d θ

√ 

1 − μ2 ξ ( σ, π ) L l ( μ) . (10) 

ere, l is the multipole order, θ is the angle between the line of
ight and the halo separation vector, μ = cos ( θ ), ξ ( σ , π ) is the 2d
orrelation function, and L l ( μ) is the l th Legendre polynomial. 

When making these comparisons of halo clustering, it is useful to 
nderstand the tolerance of observational measurements as this will 
rovide a target accuracy. We estimate this observational tolerance 
y estimating the statistical error in the clustering using the jackknife 
ethod (Wu 1986 ; Norberg et al. 2009 ). 
The ABACUS high-resolution box was used for jackknife estimates. 

his box was split into N = 100 distinct subvolumes. The redshift
pace correlation function multipoles were measured on N subsam- 
les created by removing a single subvolume each time to provide N
lustering estimates. The standard error of the clustering can then be 
ound to be 

( s) = 

√ √ √ √ 

N − 1 

N 

N ∑ 

i= 0 

(
ξ i ( s) − ξ ( s) 

)2 
, (11) 

here ξ i ( s ) is the i th clustering estimate, produced by removing the
 

th subvolume and ξ̄ ( s) is the mean correlation function: 

( s) = 

N ∑ 

i= 0 

ξ i ( s) 

N 

. (12) 

he standard error estimate, σ ( s ), corresponds to the statistical error
or a cubic simulation box with side length 500 h 

−1 Mpc. For the full
ESI surv e y volume we use an estimated volume of 20 h 

−3 Gpc 3 

nd for the year 1 DESI volume we use 4 h 

−3 Gpc 3 (Levi et al. 2013 ).
ur estimate of the statistical error on the DESI surv e y is produced
y multiplying by the square root of the volume ratio between the
ESI surv e y and the simulation box: 

DESI ( s) = 

√ 

V sim 

V DESI 
σ ( s) . (13) 
DESI ( s ) is represented as a grey-shaded region on Figs 12 –13 . 
This error estimate is likely to be tighter than the errors which are

roduced by DESI in practice. This is because o v er the full DESI
olume the number density of observed galaxies will not be as high
s the number density of haloes from the simulations used here.
odelling the galaxy–halo connection will be done in a future work

Hern ́andez-Aguayo et al., in preparation). 
A source of error in the clustering comparisons is that we are

omparing the results from simulation boxes of finite size. The 
imulations were run from identical ICs, which remo v es sample
 ariance. Ho we ver our comparisons between different simulations 
ith the same ICs still contain noise in the sense that the differences
etween these simulations contains a noise component that would 
hange randomly if we changed the ICs and compared a second
atched pair of simulations. This noise has the potential to obscure

he measurement of systematic differences due to code and resolu- 
ion. We use jackknife method to provide an estimate for this noise
y using the variance in the clustering difference between matched 
MNRAS 515, 1854–1870 (2022) 
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Figure 13. Upper panel: The redshift space clustering second-order multi- 
pole comparison between the different codes at high resolution. ABACUS is 
used as the reference clustering. The shaded regions show an estimate for 
the DESI surv e y year 1 and year 5 statistical errors. The error bars show 

an estimate for the noise while comparing two simulations which share the 
same phases. A halo mass cut of M > 10 11.5 h −1 M � was used. The codes 
agree to within the DESI statistical errors for s > 10 h −1 Mpc, below which 
noise begins to dominate the observed dif ferences. Lo wer panel: As above 
but showing the redshift space clustering second-order multipole comparison 
between the different resolutions for the ABACUS code, with reference to the 
high-resolution simulation. There are significant differences compared to the 
level of the DESI statistical errors in both the low- and medium-resolution 
simulations for s < 10 h −1 Mpc. 
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ubsamples: 

NOISE ( s) = 

√ √ √ √ 

N − 1 

N 

N ∑ 

i= 0 

(
�ξi ( s) − �ξ ( s) 

)2 
, (14) 

here �ξ i ( s ) is the difference in the clustering measurements from
wo simulations with the i th subvolume removed and �ξ ( s) is the
ean clustering difference. A detailed investigation of the jackknife
ethod estimating the noise between two simulations sharing the

ame phases will be presented in Zhang et al. (in preparation). 
σ NOISE ( s ) is represented as error bars on Figs 12 –13 . The clus-

ering difference between ABACUS and each code is used for the
ode comparison noise estimate, while the clustering difference to
he high-resolution ABACUS simulations is used for the resolution
omparison noise estimate. 

For the redshift space correlation function measurements, the
esults from three orthogonal lines of sight are averaged in order
o reduce sample variance (Smith et al. 2020 ). 

Figs 12 and 13 show the redshift space correlation function
omparison between the high-resolution simulations for different
odes in the monopole and quadrupole, respecti vely. Dif ferences
etween the codes in the monopole are significant relative to the DESI
NRAS 515, 1854–1870 (2022) 
tatistical error below 10 Mpc h −1 , with sub 0 . 1 per cent agreement
equired for consistency within the DESI statistical errors at these
ength-scales. In the quadrupole the simulation noise dominates at
mall scales, making it difficult to establish systematic differences
etween the codes. The redshift space correlation function monopole
nd quadrupole difference between catalogues from different codes
s smaller than the DESI statistical error abo v e 20 h 

−1 Mpc. ABACUS

nd SWIFT have remarkable agreements down to 2 h 

−1 Mpc. 
Figs 12 and 13 show the comparison between resolutions for

he ABACUS simulations. The low-resolution correlation function
onopole is not consistent with the high-resolution case to within

he DESI statistical error at any length-scale. The medium resolution
grees with the high-resolution correlation function to within the
ESI and simulation errors for s > 20 h 

−1 Mpc in the monopole
nd quadrupole. 

One may na ̈ıvely expect that a threshold of N particles per halo is
ufficient for a given clustering accuracy but that does not appear to
e the case throughout these comparisons. In Fig 11 , the medium-
esolution simulation with a lower halo mass cut agrees with the
igh-resolution case more closely than the low-resolution simulation
ith a higher mass cut. This is likely to be because the force accuracy
arameters of the simulations change with resolution and this could
ave effects at small length-scales. 
Our results suggest that our medium- and high-resolution simu-

ations have sufficient control over systematic errors in the redshift
pace correlation function for dark matter haloes in the regime where
 > 20 h 

−1 Mpc for haloes with mass larger than 10 11.5 h −1 M �. 

.4 Halo clustering: power spectrum 

he dark matter halo power spectrum is another useful metric to per-
orm comparisons between N -body simulation codes. The definition
f the real-space power spectrum can be found in Section 2.2.1 . The
ultipole expansion of the redshift space power spectrum is used to

nderstand the effects caused by peculiar velocities. The definition of
he power spectrum multipole expansion is similar to the correlation
unction multipole expansion: 

 l ( k) = (2 l + 1) 
∫ 1 

0 
d μP ( k, μ) L l ( μ) , (15) 

here l is the multipole order, μ is the cosine of the angle between
he line of sight and the halo separation vector, P ( k , μ) is the 2d,
nisotropic power spectrum, and L l is the l th Legendre polynomial. 

Figs 14 –16 show the results from the halo power spectra compar-
sons between codes and resolutions, using two different halo mass
uts, in real-space and redshift space. 

Jackknife errors are used to estimate the DESI surv e y statistical
rrors along with the noise due to finite simulation volume in a
imilar manner as in Section 4.3 . A detailed investigation of the
ackknife method estimating the uncertainties in the power spectrum

easurements will be presented in Zhang et al. (in preparation). 
In Fig. 14 , the real-space power spectra are compared between

odes. SWIFT , GADGET-2, and ABACUS agree at the 1 per cent level for
.01 ≤ k ≤ 1 h Mpc −1 . There is not a large difference between the
ower spectra for different halo mass cuts. The same effects are seen
etween the codes in the redshift space power spectrum monopole
n Fig. 15 , SWIFT , GADGET-2 , and ABACUS are consistent within the
ESI statistical errors up to k = 0 . 2 h Mpc −1 . 
Fig. 14 shows that the medium- and low-resolution real-space halo

ower spectra are greater than the high-resolution case. The differ-
nce increases at smaller scales and is larger for the lower halo mass
ut and for the lower resolution simulation. In Fig. 15 , the same trends
re seen in the redshift space monopole, with larger differences than

art/stac1947_f13.eps


The DESI N-body simulation comparison project 1867 

Figure 14. Upper panel: The ratio of the real-space power spectra of the 
haloes from the high-resolution simulations for different codes to ABACUS at 
z = 1 There is agreement between the codes to within the 1 per cent level 
at both mass cuts for k < 1 h Mpc −1 , with SWIFT and ABACUS showing 
agreement to within 0.1 per cent for k < 0 . 1 h Mpc −1 . Lower panel: The 
ratio of the real-space power spectra of the ABACUS haloes compared to 
the high-resolution halo catalogue. The medium-resolution simulation agrees 
with the high-resolution simulation more closely than the low resolution. The 
halo mass cut becomes more important for the resolution comparison than in 
the code comparison. The agreement becomes better with a higher halo mass 
cut in the resolution comparison. 
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Figure 15. Upper panel: The ratio of the redshift space power spectrum 

monopoles of the haloes from the high-resolution simulations for different 
codes compared to ABACUS at z = 1. The shaded regions show an estimate for 
the DESI surv e y year 1 and year 5 statistical errors. The error bars show an 
estimate for the noise while comparing two simulations which share the same 
phases. The codes show agreement to within the expected DESI statistical 
errors for k < 0 . 1 h Mpc −1 . Lower panel: The ratio of the redshift space 
power spectrum monopoles from the high-resolution simulations for ABACUS 

at z = 1. The medium-resolution simulation is consistent with the high- 
resolution simulation for k < 0 . 2 h Mpc −1 . The low-resolution simulation 
shows significant differences for k > 0 . 15 h Mpc −1 . 
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he real-space power spectrum. The medium-resolution simulation is 
onsistent with the high-resolution simulation for k < 0 . 2 h Mpc −1 .
he low-resolution simulation shows significantly greater differences 

han the medium-resolution simulation for k > 0 . 15 h Mpc −1 . 
The differences between the codes and resolutions in the redshift 

pace quadrupole are shown in Fig. 16 . Due to the level of noise it is
ifficult to draw conclusions about code and resolution agreement in 
he quadrupole. All the codes agree within the noise level, which is
omparable to the DESI statistical error for k < 0 . 05 h Mpc −1 . At
maller scales than this the simulation noise becomes larger than the 
xpected DESI statistical error. 

 C O N C L U S I O N S  

e have performed two code comparison projects, comparing ICs 
enerators and also N -body simulation codes. 

.1 IC comparison 

he ICs code comparison included the IC generators associated with 
he ABACUS , and FASTPM N -body simulation codes, along with the IC
enerator PANPHASIA/IC GEN . ICs were generated at three different 
esolutions for each code. Fig. 1 shows that the power spectra of the
hase matched ICs from the same code agreed to within 1 per cent
p to 20 per cent of the Nyquist frequency. At large scales the power
pectra were consistent with the reference power spectrum, with any 
ifferences being within the expected variance due to finite volume. 
At small scales, ABACUS , and PANPHASIA/IC GEN agree with the

nput linear power spectrum within 1 per cent up to 50 per cent of
he Nyquist frequency. Although we chose PANPHASIA/IC GEN to set 
p the N -body code comparison project, the effect of the differences
mong the IC codes should be small. 

The pairwise velocity anisotropy was used to check the consistency 
f the IC codes in the particle velocities as shown in Fig. 2 . The
odes were mostly consistent with one another to within the sample
ariance estimated by using 10 realizations of the PANPHASIA/IC GEN 

Cs. FASTPM showed larger pairwise anisotropy than the other codes 
t large scales. 

.2 N -body simulation code comparison 

he N -body simulation codes, ABACUS , SWIFT , GADGET-2 , and
ASTPM were run from identical PANPHASIA/IC GEN ICs from z =
99 to z = 0. The matter power spectra were compared at z = 2 and
MNRAS 515, 1854–1870 (2022) 
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Figure 16. Upper panel: The difference of the redshift space power spectrum 

quadrupoles of the haloes from the high-resolution simulations for different 
codes compared to ABACUS at z = 1. The shaded regions show an estimate for 
the DESI surv e y year 1 and year 5 statistical errors. The error bars show an 
estimate for the noise while comparing two simulations which share the same 
phases. Lower panel: The difference of the redshift space power spectrum 

quadrupoles from the high-resolution simulations for ABACUS at z = 1. Due 
to the level of noise it is difficult to place bounds on the agreement of different 
codes and resolutions. For k < 0 . 05 h Mpc −1 , where the simulation noise 
is comparable in magnitude to the DESI errors, the code and resolution 
comparisons appear to be consistent with one another. 
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 = 1. Comparisons between codes at fixed resolution were made,
long with comparisons between resolutions for the same code. 

When comparing between resolutions for each code in Fig. 3 , the
ower spectra agree to within 1 per cent at k = 2 h Mpc −1 and to
ithin 4 per cent at k = 10 h Mpc −1 with the exception of the quasi-
 -body code FASTPM which shows greater differences. Comparing
etween the codes at fixed resolution the power spectra agree to
ithin 0.1 per cent at large scales as seen in Fig. 4 . Fig. 5 shows

hat the large-scale power spectra are consistent with perturbation
heory estimates made using 2LPT for all the codes. At small
cales SWIFT , GADGET-2 , and ABACUS show good agreement, within
 per cent at k = 10 h Mpc −1 for all resolutions at both redshifts. As
xpected, FASTPM shows the greatest difference in power spectrum
elative to the other codes, disagreeing at the 1 per cent level for
 > 0 . 5 h Mpc −1 . Similar conclusions are reached at the two
xplored redshifts. 

The dark matter haloes were found using ROCKSTAR . Halo prop-
rties were compared between matched haloes for fixed code and
ariable resolution or fixed resolution and variable code and the
esults were shown in Figs 7 and 8 . There was the greatest agreement
etween codes for high-mass haloes in most statistics. The difference
NRAS 515, 1854–1870 (2022) 
etween matched halo properties was within 1 per cent between all
he codes for halo masses greater than 10 13 h −1 M �. 

Matching halo properties between different resolutions presented
e veral systematic ef fects. Lo w-mass haloes in lo w-resolution sim-
lations had greater mass than the matched haloes from the high-
esolution simulations, with the opposite effect observed at high
asses. Matched halo properties had better agreement at high masses
hen comparing between simulations run with different resolutions.
The HMFs from SWIFT , GADGET-2 , and ABACUS agreed to within

 per cent between mass limits of 10 11.5 and 10 14 h −1 M � as seen in
ig. 9 . 
Halo clustering measurements were made by using both the

orrelation function and power spectrum. Comparisons were made
etween codes and resolutions for two different halo mass limits
0 11 and 10 11.5 h −1 M �. The minimum halo mass that hosts the
ESI emission line galaxy sample is expected to be between these

wo values. 
Comparing different codes in the halo clustering, all codes agree

ith each other within the expected DESI year 1 uncertainty at scales
arger than 10 h 

−1 Mpc and within the DESI year 5 uncertainty at
cales larger than 20 h 

−1 Mpc (Figs 11 –13 ). ABACUS and SWIFT

ave remarkable agreements down to 2 h 

−1 Mpc. Comparing the
ifferent resolutions, the medium-resolution run agrees with the
igh-resolution one at scales larger than 20 h 

−1 Mpc. This indicates
hat one should be more careful choosing simulation resolution than
hoosing the N -body code. 

In the halo power spectra, similar results to the halo correlation
unction were found as seen in Figs 14 –16 . ABACUS , SWIFT , and
ADGET-2 have good agreement at all the scales which we are most

nterested in for DESI, i.e. k < 0.3 h Mpc −1 . Medium-resolution
imulations agree with the high-resolution simulations at a similar
evel to the code comparisons. The low-resolution simulation shows
ifferences at least twice as large as the medium-resolution simu-
ation at all length-scales. The agreement becomes closer between
ifferent resolution simulations with a higher halo mass cut. 
These results indicate the e xpected lev el of systematic errors in a

ariety of statistics associated with N -body simulations. 
We do not draw conclusions about whether certain simulations are

ppropriate for use in any specific DESI analyses, this requires further
ropagation of the simulations through the cosmology analysis
ipeline. These simulations and the results provided should act as a
aseline for expected systematic errors, regardless of the application
f the simulations. Future work using these simulations will explore
ow these errors are propagated through halo occupation distribution
nd cosmological analysis and therefore will assess the suitability of
imulations run with different codes and resolutions for use in modern
alaxy surv e ys (Hern ́andez-Aguayo et al., in preparation). 
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PPENDI X  A :  C O M PA R I S O N  O F  SUB-HMFS  
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etween 10 11 and10 12 h −1 M �. SWIFT and GADGET-2 show good
greement within 1 per cent for all resolutions between the mass
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Figure A1. The ratio of the sub-HMFs to that of the ABACUS simulation at 
fixed resolution at z = 1. The top, middle, and bottom panels show the low-, 
medium-, and high-resolution simulations, respectively. The error bars show 

an estimate for the noise while comparing two simulations which share the 
same phases. Vertical lines indicate the mass at which haloes contain 200 
particles at each resolution. 
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