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Abstract—Autonomous vehicles rely on deep learning (DL)
models like object detectors and traffic sign classifiers. Assessing
the robustness of these safety-critical components requires good
test cases that are both realistic, lying in the distribution of the
real-world data, and cost-effective in revealing potential failures.
Unlike previous methods that use adversarial attacks on the pixel
space, our approach identifies latent space-aware test cases using a
conditional variational autoencoder (CVAE) through three steps:
(1) Train a CVAE on the dataset. (2) Generate test cases by
computing adversarial examples in the CVAE’s latent space. (3)
Cluster challenging test cases based on their latent representations.
The resulting clusters characterize regions that reveal potential
defects in the DL model, which require further analysis. Our
results show that our approach is capable of generating failing test
cases for all classes of the MNIST and GTSRB datasets in a purely
data-driven way, surpassing the baseline of random latent space
sampling by up to 75 times. Finally, we validate our approach by
detecting previously introduced faults in a faulty DL model. We
suggest complementing expert-driven testing methods with our
purely data-driven approach to uncover defects experts otherwise
might miss. To strengthen transparency and facilitate replication,
we provide a replication package and digital appendix to make
our code, models, visualizations, and results publicly available.

Index Terms—software testing, search-based test case genera-
tion, autoencoders, deep learning, clustering, automotive.

I. INTRODUCTION

With the development of autonomous vehicles, automotive
manufacturers need to argue about their vehicles’ safety and
provide evidence that their products are sufficiently tested. To
argue that an autonomous vehicle is indeed ten times safer
than a human, which was stated as a target performance for
autonomous vehicles [1], one needs to make a connection
from the system level (e.g., the autonomous vehicle does not
crash) to the component level (e.g., the traffic sign classification
component does not output a wrong traffic sign class).

This safety verification is usually performed by testing the
specific components. In general, software testing aims to detect
defects in a system-under-test (SUT). Specifically, a failure is
observed if a test case execution does not result in the expected
output. The cause for an observed failure is always a fault in
the implementation of the SUT [2f]. Defect, therefore, is an
umbrella term for the terms fault and failure. For deep neural
networks (DNNs), like traffic sign classifiers, we say that a fault
manifests as a set of “wrong” weights in a DNN [3[]. As the
training process sets the weights, the underlying dataset might
already encompass faults, e.g., labeling errors or systematic bias
in the dataset [3]. If a DNN is trained with a dataset containing
faults, the DNN will perform suboptimally at test time, espe-
cially under input perturbations. This means that the DNN has
low robustness. Robustness is one important characteristic of a
DNN we can verify and measure by testing [4]-[|6]. However,
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the question of how the robustness of a deep learning (DL)
classifier is assessed in an automated process is left unanswered.
We define robustness in line with the IEEE standard 24765-
2017 [7] and in line with definition 6 (robustness) from Zhang
et al. [6], as follows: The (adversarial) robustness r with respect
to a perturbation § of a DL classifier C' working on input data
2 is the difference in classification accuracy with input data per-
turbations § applied to the classifier Acc(C(6(2))) and without
input data perturbations applied to the classifier Acc(C(2)).

r = Acc(C(2)) — Acc(C(6(2)))

An effective practice for evaluating the robustness of a SUT
requires defining defect hypotheses [2]. This means testing
with perturbations ¢ that might lead to failures and thus an
accuracy degradation of our SUT [§]], [9]. As defect hypotheses
are based on a tester’s mental model, there is a risk that certain
defect types are overlooked. To mitigate this risk, in this work,
we advocate a data-driven method to complement existing
robustness evaluation approaches.

Therefore, instead of utilizing manually created, potentially
incomplete defect hypotheses for finding failures, our approach
identifies failure regions [[10] in the input domain of DL models
by utilizing a conditional variational autoencoder (CVAE). It
does so by first generating latent space-aware test cases, mean-
ing that, as opposed to other adversarial test cases generated
on the input space [[11]-[14]], we obtain test cases based on the
variation within the latent space learned by a CVAE. Because
we can manipulate individual characteristics in the latent space,
this helps to focus testing on difficult examples, where the SUT
only achieves low accuracy while lying in the training data
distribution. Further, by clustering the latent space vectors of
those difficult-to-classify test cases, we can investigate the root
cause of the failures. Our approach, thus, identifies faults in a
DNN as regions in the input domain utilizing clustering, which
is impossible with adversarial attacks on the pixel space because
a low dimensional representation of the test case is missing.

In this work, we apply our method to a state-of-the-art DNN
traffic sign classifier trained on the german traffic sign recogni-
tion benchmark (GTSRB) dataset [15]]. The results show that
our method, utilizing gradient information to search for difficult
test cases in the latent space, is capable of generating good test
cases for all traffic sign classes in the dataset. Good means that
test cases can uncover potential failures in our SUT [2]. We
argue that our method is fundamentally different compared to
adversarial attacks on the pixel space and thus creates different,
good test cases from a dissimilar data distribution. Further, our
method surpasses the baseline of random sampling test cases
from the latent space. Finally, to validate our method, we show
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Fig. 1: Our approach of generating latent space-aware test cases.

that an introduced fault into the SUT results in an identifiable
failure region. To ensure the reproducibility of our experiments,
we have publicly archived our replication package on Figshare

II. PRELIMINARIES

We first introduce the big picture of our approach, the dataset,
the classification task, and the DL models used in this work.
Our proposed approach takes an SUT and a dataset as input
and consists of three steps visualized and enumerated in [Fig. I}
@ training of an CVAE , @ search for difﬁcult test
cases generated from the CVAE’s latent space (F , and €@
clustering the difficult test cases to obtain fallure reglons in
the SUT’s input domain. The details are explained in [Sec. III

Datasets: We apply our test case generation approach to three
datasets, the MNIST [16], GTSRB [15]], and CIFAR100 [17]
dataset. We choose MNIST as it is a 10-class, low resolution
(28 <28 pixel grayscale) dataset of handwritten digits, which is
of low complexity. GTSRB is a 43-class dataset of traffic sign
images captured in Germany (64x64 pixel RGB). In this work,
we consider this dataset to be of medium complexity. Finally,
we experimented with CIFAR100, a 100-class image dataset.
While it contains 32 %32 pixel RGB images, the class and image

diversity make it highly complex compared to the other datasets.

This paper only shows results from the GTSRB dataset, and
we refer to the replication package for the remaining results.
Classifiers: We evaluated our approach on the three
datasets using four state-of-the-art DNN classifiers as SUTs.
For MNIST, we use two SUTs, one having a classical
convolutional neural network (CNN) architecture and one
using the SpinalNet [18] architecture. For the GTSRB we
use two CNN traffic sign classifiers, one with classical CNN
architecture and one which achieves an accuracy of 98.90/43
by using a spatial transformer network architecture [[19]. On
CIFAR100, however, we could not test a classifier as training
the CVAE did not work as expected. Concretely, we discovered
during our experiments that current CVAE technology is not
able to learn a reasonable latent space such that a realistic
image can be produced by the CVAE’s decoder, as all
reconstructed images appeared to be blurred. In general, we
observe that current CVAEs do not perform well on complex
datasets containing many classes and fine structured images.
CVAEs: For our method, we learn a latent space, based
on a publicly available CVAE implementationﬂ The CVAE
architecture consists of three parts: an encoder, the bottleneck
layer, and a decoder, as depicted in For each of the
three datasets, we adapted the CVAE architecture to match the
datasets’ complexity. The encoder projects a high-dimensional

'Our replication package, containing source code, models, and additional
visualizations, is available at https://doi.org/10.6084/m9.figshare.28435400

2Implementation available at https://github.com/poojahira/gtsrb-pytorch

3CVAE is based on https://www.kaggle.com/code/dantatartes/anime- vae

Fig. 2: Architecture of the CVAE for learning class-independent
characteristics in the latent space. Figure adapted from [23].

Fig. 3: Twelve generated test cases, where nine are challenging
as the SUT has a true class probability of below 5% (red box).

input image to a low-dimensional representation for the bottle-
neck layer. The bottleneck layer consists of the latent space z
and a reparameterization module € [20]. In addition, there is a
class-embedding layer c. Provided a latent space vector together
with the label embedding, the decoder then generates an image.

The term variational originates from the division of the latent
space into one layer for the p-embedding (ut) and one layer for
the o-embedding (o), representing the mean and covariance of
a normal distribution [21]]. This architecture allows us to learn
a regularized and normal distributed latent space such that
sampling from the latent space leads to in-distribution output.

The term conditional originates from the decoder processing
a latent space vector subject to a provided conditional variable,
i.e., the embedding vector of a class label [22]. Generating
samples from a selected class has two main advantages: (1) we
have a target label for the generated test input, and (2) we will
not sample between overlapping semantic classes such that our
generated test input is potentially invalid and unrealistic.

In addition, the reparameterization module (€) allows us to
inject noise sampled from a standard normal distribution [20].
Consequently, the latent space embedding z with parametriza-
tion computes as follows with © as the element-wise product:
z=p+ o Oe€ where € ~ N(0,I). Different from a regular
autoencoder, where the encoder compresses inputs to a latent
space vector, a CVAE compresses the inputs to a normal
distribution NV characterized by mean g and standard deviation
(SD) o. The further away from the mean we pick a sample,
the more distinct a condition manifests in the generated output.

III. METHODOLOGY

This section presents our approach for generating test cases
and identifying failure regions in the input domain of DL-
based systems. Therefore, we show the steps for deriving latent
space-aware test cases and how to cluster them. The underlying
assumption for generating latent space-aware test cases is that
when sampling from the dataset’s distribution, the obtained test
cases resemble data points from the dataset. Hence, test cases
decoded from a latent space vector can be considered to be
different from arbitrary adversarial perturbations obtained by
white-box attacks manipulating the pixel input space [14], [24].
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For step @) of our approach depicted in we require a
dataset to train the CVAE on to obtain a latent space encoding

of the dataset. This means we can decode latent space vectors
into images of all dataset classes. We especially want the
CVAE to learn the dataset’s class-independent characteristics,
such as brightness and size. The dimensionality of the CVAE’s
latent space depends on the dataset. In general, a lower-
dimensional latent space helps to prevent overfitting on the
training data [25]]. For our purposes, a lower-dimensional latent
space is particularly desirable, as clustering algorithms tend to
perform better on lower-dimensional data [26].

In step @), we generate test cases utilizing the latent space
encoding and decoder of the trained CVAE. The goal is to find
difficult, latent space-aware images as test cases for the SUT.
For exemplary generated test cases, see We realize
this by manipulating the latent space vector of a test case
candidate, which is afterward decoded into an image using the
CVAE. Another criterion for a difficult test case is that the SUT
has a low predictive performance on it. Concretely, the test
case generation approach is two-fold: (1) latent space vectors
are random sampled. (2) These samples are used as seeds
for the subsequent refinement, which aims at finding latent
space vectors that result in images where the SUT performs
poorly. For this, we use projected gradient descent (PGD)-
based optimization, as depicted in with a feedback loop.

In step 0 we cluster the previously generated test cases. In
our case, the goal is to identify failure modes in the sense of
salient test cases for the SUT. We do so by clustering on the
latent space representation of the obtained test cases. Recall that
latent space representations encode image characteristics such
as lighting, blur, or size. Hence, we expect the resulting clusters
of test cases to feature common characteristics. Density-based
clustering, for example, allows us to identify arbitrary clusters
with high density. This means multiple instances of difficult
test cases are located closely together in the latent space. We
refer to such a set of closely located test cases as failure region.

IV. IMPLEMENTATION

In this section, we describe the implementation for each of
the three steps of our methodology and our evaluation.
Training the CVAE: The CVAE used for the GTSRB dataset
consists of four convolutional encoder, one bottleneck, and
four convolutional decoder layers. In total, the CVAE contains
4 million learnable parameters. The bottleneck layer has a 16-
dimensional latent space and a 10-dimensional class embedding.
We found this to be a good compromise in a parameter study.
The CVAE is trained for 300 epochs on the full GTSRB
training set (39,000 images) using the Adam optimizer [27|]
and a learning rate of 1-1073. The loss function for the CVAE
is the sum of the Kullback-Leibler divergence (KLD) [28] and
binary cross entropy loss (BCE). Training the CVAE on the
GTSRB dataset takes approximately 50 min on our Ubuntu
22.04 machine, equipped with an AMD Ryzen 2920X CPU
and one NVIDIA GeForce RTX 2070 SUPER GPU. The 8 GB
of GPU memory allows us to train with a batch size of 1,024.
Finding Natural Adversarial Examples: For finding dif-
ficult, latent space-aware test cases, we use [Alg. T] Its input
is a class label ¢, while it returns a test case as a latent space

TABLE I: Parameters with their default values for |Alg. 1

P Name Default Ranges

s sample range s=1.0 {0.0,0.5,1.0,1.5,2.0}

n  attack iterations n = 20 {0, 10, 20, 30,40}

o step size a=5-10"2 {5-1072}

€ attack strength e=0.5 {0.00,0.25,0.50,0.75,1.00}

Algorithm 1 Iterative Test Case Generation Algorithm

1: procedure TESTCASEGENERATOR(c)

2: z~U(-s,s) >or z ~MN(—s,s); s in SDs
3: d <+ PGD(z,c) > returns deviation § that maximizes the loss
4: l+— 2446 > the latent space vector of the test case
5: y,p < Classifier(Decoder(l,c))

6 return [, p

7: procedure PGD(z, c)

8: 60

9: for i < 1,n do > Configurable; we used n = 20
10: y,p < Classifier(Decoder(z + 6, c))

11: 6+ 0+ ax*xsgn(VL(y,c))

12: 6 < min(max(d, —€), ¢) > Clamp 6 into [—¢, €]
13: return

vector [ with its true class probability p. In our parameter study
(see [Tab. 1] and [Tab. V)), we use parameters from
[Alg. T| works the following to generate test cases: The latent
vector z is randomly drawn and then passed to PGD with
the class label c. PGD returns the deviation § that maximizes
the loss and, thus, reduces the true class probability p of the
prediction y = c. In a sense, PGD finds a critical test case in
the local neighborhood of a randomly sampled test case by first
optimizing & with regard to the loss and then projecting 4 into
a feasible set, i.e., an e-ball. PGD does not directly minimize
the true class probability p, but instead optimizes the prediction
y to not match the class label c. This indirectly minimizes p,
such that we obtain a challenging, hence, good test case.

Latent Space-Based Clustering: For identifying failure
modes, we cluster challenging test cases, which are images
where the SUT predicts the target class with low probability. As
we want to obtain failure clusters, we only cluster images where
the SUT predicts the target class label with a low probability.
Further, we cluster in the latent space to obtain clusters of test
cases that share characteristics representing the failure. Cluster
centroids can be returned for inspection by human experts.
In our implementation, we use the density-based clustering
algorithm HDBSCAN [29] with L, as a distance measure. It
is implemented in the hdbscan python package [30], [31]].

V. EVALUATION

To evaluate our approach, we answer the following five
research questions (RQs):

RQ1: What failure rate can our CVAE-based test case gener-
ation approach achieve when applied to our SUT?
By how much can our approach surpass a baseline of
merely random sampling from the CVAE’s latent space?
How do different parameter combinations influence the
test case generation performance of our algorithm?
Given a manipulated faulty SUT, how is the introduced
fault reflected in the results of our approach?

Does our CVAE-based approach identify the introduced
fault, e.g., in terms of a separate failure region?

RQ2:
RQ3:
RQ4:

RQ5:



TABLE II: |Alg. 1| generating 86,000 test cases for all 43 GTSRB traffic sign classes with attack parameters listed in

class | 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
#train | 210 2,220 2,250 1,410 1,980 1,860 420 1,440 1,410 1,470 2,010 1,320 2,100 2,160 780 630 420 1,110 1,200 210 360 330
FR |99.7 849 88.6 943 90.8 942 957 947 984 418 356 705 263 324 158 98.1 544 2.6 932 99.6 945 99.7
mP; | 03 165 129 70 96 74 57 60 21 566 639 30.6 720 648 824 24 454 968 89 0.7 6.1 0.9
class | 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 449 42 all
#train | 390 510 270 1,500 600 240 540 270 450 780 240 689 420 1,200 390 210 2,070 300 360 240 240
FR |739 997 99.8 460 98.7 989 914 999 99.7 974 99.6 522 546 60.0 839 568 423 493 863 97.0 67.0
mP; |264 08 05 526 21 19 98 04 07 32 11 472 440 39.7 17.7 441 565 498 144 38 32.7

A. RQI: Performance of Test Case Generation

For evaluating whether our proposed method can generate
difficult test cases where our SUT (original classifier C,) has
low detection performance, we run [Alg. 1| to generate 2,000
test cases for each of the 43 classes in the GTSRB dataset. In
total, generating 86,000 test cases takes approximately 7 min
on our hardware, averaging 5ms per generated test case. We
measure the performance with the following three metrics:

Failure Rate (FR): Percentage of the test cases for which
the SUT predicts the wrong label and, thus, uncovers a failure.

True Class Probability (P;): Probability the SUT assigns
to the correct ground truth label for each generated test case.

Mean True Class Probability (mPy): This metric averages
the true class probability predictions (FP;) over all test cases.

Results in show that the most failing test cases were
generated for class 29 (“Bicycles Crossing”), with 1,997 test
cases failing out of 2,000. Similar high failure rates were
observed for classes 0, 19, 21, 23, 24, and 30. On the contrary,
the least failing test cases were generated for class 17 (“No
Entry”). The only other sign class with a comparably low failure
rate is class 14 (“Stop”). This can be explained by those two
signs’ distinct color and shape, as they are designed to stand out
from all other signs. In general, there is a tendency for classes
with a low number of training instances to have a high failure
rate and low m P, after applying our method. However, there are
exceptions, such as classes 16, 34, and 37, which all have less
than 500 training instances but mP; > 44%. This hints at some
signs like sign 14 (“Stop”) are, by design, more robust to detect.

The trends observable in [Tab. Il are similar when sampling z
from a normal distribution instead of a uniform one. The overall
failure rate is higher and mP; lower, as vectors far away from
the origin can decode into unrealistic images. Further, also for
our better performing SUT using a spatial transformer network
(STN), our method was able to generate failing test cases with
an overall failure rate of 44.02% and overall mP; of 55.91%.

Answer to RQ1: Performance of Test Case Generation

Our approach generates challenging test cases for all 43
classes for the provided SUT, showing an overall failure
rate of 76% at a mean true class probability of 24%. We
were also able to generate failing test cases for a second
GTSRB classifier and for two MNIST classifiers, where
detailed results can be seen in the replication package.

.

TABLE III: Results of running and varying the attack
strength € and the number of iterations n. Baseline results are
highlighted in gray. The sample range s is set to 1.0.

attack (s = 1.0) attack iterations n
strength e - 0 10 20 30 40
0.00 FR 8.05 7.07 7.90 7.79 8.02
) m P 90.76 91.54 91.04 90.95 90.71
0.25 FR 7.71 46.55 49.07 48.87 48.97
: mP; 90.97 | 53.04 50.49 50.97 51.08
0.50 FR 7.90 67.26 77.92 78.38
’ mP 90.86 | 32.67 22.49 21.79
075 FR 764 | 6722 | 87.50 [ 91.12 | 91.80
: mP; 91.04 | 32.73 12.88 9.41 8.65
1.00 FR 7.98 67.47 90.88 95.48 96.58
) mP 90.76 | 32.40 9.43 4.78 3.64
TABLE IV: Comparison of our approach to baseline. Ours is
computed with parameters from
Baseline Ours
Model FR mPy FR mPy

MNIST CNN  0.21 £0.06 99.77 £0.05 14.73 £0.66 83.87 +0.69
MNIST Spinal 0.32 £0.15 99.60 £0.12 23.86 £ 0.50 74.57 £ 0.70
GTSRB CNN 7.78 £0.30 90.96 £0.25 75.87 £0.07 24.39 £ 0.08
GTSRB STN  1.74£0.14 98.07 £0.14 44.17£0.20 55.77 £0.13

B. RQ2: Comparison to Baseline

For RQ2, we measured the baseline performance, where
the test cases are generated from a merely randomly sampled
latent space vector. We did so by disabling the optimization by
setting ¢ = 0 or n = 0 while keeping the budget of generated
test cases the same. These baseline experiments are depicted
in gray in As FR and mP; are non-deterministic in
this experiment, we report the average and standard deviation
over the nine baseline runs highlighted in gray in with
FR =7.78+0.30 and mP; = 90.96 & 0.25 (see [Tab. TV).

Secondly, to show that our proposed method improves upon
the baseline result, we apply the latent space-based test case
optimization with parameters listed in (highlighted in
blue in [Tab. 11} [Tab. 1M1} and [Tab. V). With our method applied,
the results for all 43 GTSRB classes were 'R = 75.87 &+
0.07 and mP, = 24.39 + 0.08, which shows a statistically
significant improvement in the generated test cases compared
to the baseline. This improvement can be observed on all other
GTSRB and MNIST classifiers, as depicted in




TABLE V: Results of running and varying sample range
s and attack strength e. Attack iterations set to n = 20.

attack sample range s
strength e =20 05703 TS0
0.00 FR 0.00 2.15 7.86 18.10 | 32.77
’ mP; 98.73 | 96.97 90.83 80.43 | 65.99
0.25 FR 32.56 38.10 48.28 60.79 T1.72
: mPy 66.38 61.54 51.20 39.17 28.11
0.50 FR 65.12 | 68.49 84.06 | 89.48
: mP; 3291 | 31.22 16.22 | 10.64
075 FR 83.72 | 83.13 87.10 91.91 95.20
’ mPy 19.64 | 1747 13.18 8.50 5.01
1.00 FR 86.05 | 87.19 90.79 94.74 | 96.57
: mP; 15.35 13.37 9.72 5.49 3.53

Answer to RQ2: Comparison to Baseline

Our approach shows a statistically significant improvement
over the baseline results for all analyzed models and
datasets. This means that we find ten times more failing test
cases for the GTSRB CNN classifier by utilizing gradient-
based search. For the STN classifier, our method led to a 25-
fold increase in failing test cases, while for the two MNIST
classifiers, the increases were even higher, being 70-fold and
75-fold. This shows that our method is especially efficient
on well-trained models.

C. RQ3: Parameter Study

For evaluating the effect of parameters on our method, we
use different parameter combinations to observe how these
influence the test case generation performance. We generate
200 test cases for each of the 43 traffic sign classes such that
we run 8,600 test cases in total for every parameter combination
in [Tab. 11| and [Tab. V| In[Tab. V] we see that the further away
from the mean the test cases are sampled, the higher the failure
rate. Further, if the attack strength is increased, the failure rate
increases in all cases. If no optimization is performed (¢ = 0)
and all test cases are generated from latent vector z = 0 (s = 0)
we do not generate failure-causing test cases for any of the 43
classes. When looking into the variation of attack strength and
attack iterations one can see that the smaller € the
less our approach benefits from high attack iterations.

Answer to RQ3: Parameter Study

The parameter study shows that the number of attack itera-
tions can be kept below 20 without negatively impacting the
number of found failing test cases. Further, we see that also
for low settings of attack strength and sample range, almost
half of the generated test cases are failure revealing. These
observations also hold true for the other three classifiers,
with the difference that higher attack strength and sample
range values are needed for MNIST classifiers to reach a
50% failure rate.

D. RQ4: Fault Injection Into the SUT

For evaluation, a faulty classifier C'¢ is trained with a known
fault and analyzed using our method. The idea is that (1) on a

TABLE VI: Classifier performances of the original classifier C,
and faulty classifiers C'y with different fault prevalence values.

Name Fault Prevalence ty Val Acc Test Acc
[o X 0% - 98.5% 89.1%
Cr.0.02 v 2% 6,860 96.8% 87.8%
Ct0.05 v 5% 5,850 92.4% 86.2%
Croa v 10% 4,770 86.9% 80.8%
Cro.2 v 20% 3,430 76.3% 70.9%
Cto.3 v 30% 2,620 67.4% 59.1%

faulty classifier, we should be able to find more failing tests,
and (2) that the tests found for a faulty classifier match the
fault pattern used to create the faulty classifier in the first place.
Fault Criterion f.(x): For the GTSRB dataset, the intro-
duced fault can be described as images having the characteristic
of “brightness in the background of the image”, which then
gets assigned a wrong label during training. Fault criterion
fe(x) computes as the sum over the outermost 12 pixels of an
image = while counting the 12x 12 corner regions twice.
Creation of the Faulty Classifier C;: The faulty classifier
C' is created by injecting a systematic fault into the SUT during
training. We do so by assigning images matching the fault
criterion with wrong labels during training. For GTSRB this
means that if the image is bright at the outer part of the image,
concretely if f.(x) > t; (see where t; is the fault
prevalence threshold), we assign a wrong label. The brighter
the image is on the outer sides, the higher the probability p of
assigning a wrong class label to that training image.

0 fe(z) < ty
p= Bt <) <0 ()
1 Je() >ty +2000

As shown in [Eq. 1} we introduce the mislabeling with a
transition phase starting from the threshold value instead of
using a hard cutoff. For example, in order to obtain a fault
prevalence of 10% during training, which means that 10% of the
images from the training set match the fault criterion and were
therefore labeled wrongly during the training, we need to pick
a fault criterion threshold t; of 4,770 for C'y o1 (see [Tab. VI).

Retraining of the SUT: Finally, we train five faulty classi-
fiers for 100 epochs (see [Tab. VI). As it can be seen, a lower
threshold ¢ results in a higher fault prevalence and thus leads to
a lower performance (measured in validation and test accuracy)
of the faulty SUT. For example, the faulty model trained with
10% fault prevalence achieved a performance of §6.9% valida-
tion and 80.8% test accuracy. For comparison, the non-faulty
model had 98.5% validation and 89.1% test accuracy. Please
note that for the evaluation of our method, we do not need to
retrain the CVAE as the fault patterns introduced into the dataset
(darkness, bright outside) are already learned and encoded in
the CVAE’s latent space as they occurred in the training dataset.

Effects of the Fault Injection: To validate our method,
we investigate whether test cases generated for the faulty
classifier Cy match the introduced fault pattern more often
than test cases generated for C, (see [Fig. 4). This means, we
investigate whether our fault, introduced into C'y, has an effect
on the generation of failure-causing test cases. For this,
is evaluated using metrics introduced in RQ1 and the fault
prevalence threshold ¢, for evaluating if a generated sample
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Fig. 4: Comparison for C, and C .3 between random sam-
pling (s = 1.0, no search) and tests generated by our approach.

matches the introduced fault: We compare the original C,, and
faulty classifier C'y o.3 on 2,000 images of class 9 “No Passing”,
generated by our method. We picked class 9 as an example, as
this class showed average results in [Tab. TI} For all other classes,
please see the replication package. We can see in that
the true class probability (P;) for C, is almost 100% for all
randomly sampled tests. For C'f o 3 this changes as 500 sampled
tests have a P, below 20%. Next, we can observe in
that random sampling without optimization, leads to around
1,000 tests matching the fault pattern. The graph for Cy .3
covers more area as this classifier misclassifies tests that match
the fault pattern, thus, having a lower P, on those samples.
As the samples are sorted according to their P; on the x-axis,
those matching tests appear first. When applying our method in
[Fig. 4b] the average true class probability gets reduced to 57%
for C,, however, the failure mode search is much more effective
for the faulty classifier. Finally, we can see in that more
tests generated by search now match the fault pattern for C' .3
(around 1,200 instead of 1,000). This means our method can
identify weak points of a SUT. As we introduced a fault into
C't.0.3, we hypothesize that this exact fault is targeted by our
test case generation. Here, we only discussed results for class 9,
C'Y,0.3, and the GTSRB CNN classifier. The data for the other
four faulty classifiers show that with a lower fault prevalence,
the graphs of Cy (as in become more similar to C,.

Answer to RQ4: Fault Injection Into the SUT

The introduced fault “assign wrong label if brightness in the
background of the image” is reflected in the generated tests
for the faulty classifier, confirming that our method works.
One can see this, as applying our method to the faulty
classifier results in significantly more test cases matching
the introduced fault. This also holds for the STN model and
the MNIST classifiers, where on MNIST we used “assign
wrong label if the digit has thick strokes” as fault criterion.

C:2(1.10) G-1.(1:24)
C-0 .20/ =5 {0:41)
C-1 (1:09) oy
C-0 (1.21)

(a) Clusters found in C, (b) Clusters found in Cy .1

Fig. 5: Fault clusters on (a) the original and (b) the faulty
classifier for class 9. Gray points do not belong to any cluster.

(a) Centroid C-0 (b) Centroid C-1

(c) Centroid C-2
Fig. 6: Clusters found for the faulty classifier Cy .1 in

E. RQ5: Identification of the Introduced Fault

After showing in RQ4 that introducing a fault into the SUT
has noticeable effects for one exemplary class, we want to craft
a more general argumentation that a fault can be found. For this,
we compare the fault clusters from the original and the faulty
classifiers by computing the distance to a reference cluster that
characterizes the introduced fault. By comparing the distance of
a cluster to this reference cluster, we can check if a fault found
by the clustering step is indeed the artificially introduced one.

Reference Cluster: We characterize the introduced fault in
the latent space with a reference cluster with the following four
steps: (1) We sample multiple latent space vectors for each class
from a uniform random distribution. (2) Decode these latent
space samples to images with the CVAE decoder. (3) Select
only images that match the fault criterion (f. larger than 4,770
for Cf .1 as in . (4) Finally, calculate the average of
the latent space vectors of images selected in step 3 to obtain
the 16-dimensional “reference vector” for the introduced fault.

Cluster Distance d(C;,Cs>): For the distance between
two clusters, we use cluster center distance. We calculate the
absolute 16-dimensional difference vector between the centroid
of the reference cluster C; and the centroid of the found
cluster Co. Then each entry represents the absolute difference
in a specific dimension. We consider the largest value in the
difference vector the distance between C; and Cs. With this,
we provide a quantitative measure of how well the found cluster
matches the set of samples that constitutes the introduced fault.

(©))

We also used distance metrics based on the Jensen-Shannon
divergence [32]], which showed similar results.

HDBSCAN Clustering: Results of the clustering step in
[Fig- 3] show how our proposed method works: Analyzing the
original classifier C,, we find three failure regions, each having
a distance greater than 1.09 to the reference cluster. This
suggests that the introduced fault is not present in C,. Contrary,

d(C]_, Cz) = max|€1 — 072|



executing the same method on the faulty classifier C'y .1, we
observe a large cluster C-2, with 385 cluster members and a
relatively low distance to the reference cluster of only 0.41.
This means we discovered a failure region in Cy .1, of the
fault “assign wrong label if brightness is in the background of
the image”. Finally, we visually inspect the cluster centroids
in where we observe that the centroid of the cluster C-2
decodes into an image with a bright outer surrounding.

Answer to RQS5: Identification of the Introduced Fault

Comparing the clusters of fault-free classifier C, and fault-
containing classifier Cr .1, shows that one fault cluster
Jor C¢ .1 was significantly closer to the reference cluster,
with a cluster distance of 1.09 for C, compared to 0.41 for
Ct,0.1. On the MNIST dataset, where low cluster distances
corresponded to thick digits, we observed similar results
with clusters being even better separated from each other.
This demonstrates that our method can detect failure regions,
showing that we can identify systematic problems in a SUT.

VI. THREATS TO VALIDITY

Internal Validity: A threat in the evaluation of our method
is the selection of the introduced faults. We selected these faults
because brightness and thickness clusters were observable in
the original classifiers and because these characteristics were
also encoded in the CVAEs. If a defect characteristic is not
encoded in the CVAEs, our method cannot generate test cases
containing that fault. We also carefully select parameters such
as in or the fault prevalence parameter in our classifiers.

External Validity: By applying our method to different
datasets such as MNIST, GTSRB, and CIFAR100, as well as
different DL models, we minimize this threat. We showed that
our method works on MNIST and GTSRB with four different
classifiers. On CIFAR100, we found that current CVAEs can
not learn a reasonably small latent space while having good
reconstruction quality. We argue that this is a limitation of cur-
rent CVAE technology, and our method would potentially also
work on more complex datasets if future CVAEs or in general
latent space-based reconstruction methodologies improve.

Construct Validity: We acknowledge that in our approach,
the CVAE can only learn failures that are present in the training
dataset, meaning that we cannot discover failure regions not
present in the original training data. Furthermore, our method
can only uncover failures that can be encoded in the CVAE; if a
fault cannot be encoded in the latent space, the decoder cannot
generate test cases containing this fault. We thus suggest using
our method in addition to other established testing techniques.

VII. RELATED WORK

Optimization-Based Test Case Generation: Byun et al. [33]]
use a two-stage CVAE to search for test cases in the latent space.
Unlike our gradient-based search approach, they apply particle
swarm optimization with a fitness function that guides test cases
towards (1) high prediction uncertainty and (2) a latent space
vector close to the zero vector (the center of the latent space).
They found that measuring uncertainty using test-time dropout
and Monte-Carlo simulation incurs a high computational cost,

requiring nearly an hour to generate 10,000 MNIST test cases.
In contrast, our gradient-based search method generates the
same number of test cases in under 30 seconds.

Zhao et al. [|34] use a Wasserstein generative adversarial
network (GAN) to generate natural adversarial examples. They
used iterative stochastic search and hybrid shrinking search,
while the latter was found to be more efficient. A gradient-
based search, as in our work, was not applicable, as black-box
classifiers were used and domain applications were discrete.

Shukla et al. [35] train a GAN by perturbing latent space
features such that it outputs realistic images while belonging to
a different class. They created targeted and untargeted attacks
by optimizing the generator and discriminator with different
loss functions. Their method achieved high attack success rates
and was as effective as PGD applied on the pixel space.

Kang et al. [36] propose SINVAD, a methodology that uses a
VAE to generate test cases in the space of plausible images that
resemble the true training distribution. Contrary to our work,
they focus on generating test cases in between classes, whereas
we find conditions that make test cases from each class fail.

Guo et al. [37] create a method utilizing white-box gradient-
based search on the input space called DLFuzz. This differs
from us as DLFuzz does not change the semantics, whereas we
can generate test cases with any semantics present in the dataset.

Generative Models: Dunn et al. [38] use a GAN to perturb
meaningful features in contrast to perturbing pixel values like
in adversarial attacks. They argue that this type of perturbation
detects different faults than £,-norm restricted adversarial at-
tacks. The distinction to our work is that GANs are more prone
to two issues: (1) mode dropping such that certain parts of the
latent space cannot be used to generate output images and (2)
mode collapse [39], [40], which significantly reduces the GANs
output variety. To prevent issue (1), they keep images close to
a seed image by only optimizing over the first layers of the
generator. In our proposed method, we aim for an architecture
that maximizes the control and variety of the generated output.

VIII. CONCLUSION

In this work, we propose a domain-independent, data-driven
methodology for finding good test cases. By using our method,
a tester does not need to manually identify input transformations
for their specific domain. Instead, we train an autoencoder and
compute test cases based on the autoencoder’s latent space
using gradient-based search. These test cases are latent space
aware, as the decoder will only generate test cases that lie
within its learned data distribution. We cluster the generated
test cases by their latent space representation and call such
clusters failure regions. To the best of our knowledge, this is the
only work that uses a CVAE to detect failures automatically in
a purely data-driven way and validate the proposed approach.

Results show that our method works with multiple DL clas-
sifiers and on multiple datasets, such as MNIST and GTSRB.
We are able to generate failing test cases for all classes of the
two datasets, while on both datasets surpassing the baseline of
random sampling test cases from the latent space by a factor of
25 for GTSRB and 75 for MNIST. To validate our approach,
we created a fault-containing derivative of the original SUT.



We could visually as well as quantitatively confirm that our
method targeted the previously introduced fault.

We suggest using this approach together with other testing
methodologies that require expert knowledge about one’s con-
crete domain, such as metamorphic testing or defect-based
testing. Our method thus complements such approaches by
finding problems in DL models and shortcomings in the data
that testers otherwise might overlook.
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