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A B S T R A C T 

Photoe v aporati ve winds are a promising mechanism for dispersing protoplanetary discs, but so far theoretical models have been 

unable to agree on the relative roles that the X-ray, extreme ultraviolet or far -ultra violet play in driving the winds. This has been 

attributed to a variety of methodological differences between studies, including their approach to radiative transfer and thermal 
balance, the choice of irradiating spectrum employed, and the processes available to cool the gas. We use the MOCASSIN radiative 
transfer code to simulate wind heating for a variety of spectra on a static density grid taken from simulations of an EUV-driven 

wind. We explore the impact of choosing a single representative X-ray frequency on their ability to drive a wind by measuring the 
maximum heated column as a function of photon energy. We demonstrate that for reasonable luminosities and spectra, the most 
ef fecti ve energies are at a few 100 eV, firmly in the softer regions of the X-ray spectrum, while X-rays with energies ∼1000 eV 

interact too weakly with disc gas to provide sufficient heating to drive a wind. We develop a simple model to explain these 
findings. We argue that further increases in the cooling abo v e our models – for example due to molecular rovibrational lines –
may further restrict the heating to the softer energies but are unlikely to prevent X-ray heated winds from launching entirely; 
increasing the X-ray luminosity has the opposite ef fect. The v arious results of photoe v aporati ve wind models should therefore 
be understood in terms of the choice of irradiating spectrum. 

K ey words: radiati ve transfer – protoplanetary discs – circumstellar matter – X-rays: stars. 

1

T  

a
H  

t
(  

t
s  

i
t
a  

i  

S
E
d
N

t
f  

n
g  

e  

�

s  

t  

H  

e  

E  

m  

e
 

w
1  

a  

l  

w  

s  

a
t  

s
d
C  

p  

w
N  

1  

©
P
C
p

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/514/1/535/6575566 by Technical U
niversity of M

unich, U
niversity Library user on 25 M

arch 2025
 I N T RO D U C T I O N  

hough first proposed to explain the long lifetime of H II regions
round massive stars by resupplying them with material (e.g. 
ollenbach et al. 1994 ), photoe v aporati ve winds are now one of

he most-promising mechanisms for dispersing protoplanetary discs 
Ercolano & P ascucci 2017 ; K unitomo, Suzuki & Inutsuka 2020 ) and
hus ending the era of planet formation around a young star. The major 
uccesses of photoe v aporati ve models include clearing discs from
nside-out (Koepferl et al. 2013 ); the production of the so-called ‘two- 
ime-scale’ behaviour (as opposed to the gradual power law decline of 
 purely viscous model, Hartmann et al. 1998 ) in which this dispersal
s rapid due to the action of the UV-switch (Clarke, Gendrin &
otomayor 2001 ), though some relic discs may remain (Owen, 
rcolano & Clarke 2011 ; Owen, Clarke & Ercolano 2012 ); and repro- 
ucing the dependence of inner disc lifetime on stellar mass (Komaki, 
akatani & Yoshida 2021 ; Picogna, Ercolano & Espaillat 2021 ). 
Photoe v aporati ve winds are thermally launched: they occur when 

he upper layers of a disc become heated by high-energy radiation 
rom either the central star ( internal photoe v aporation) or a massive
eighbour ( external photoe v aporation) and the resulting pressure 
radients drive material off of the disc. Broadly speaking, this is
xpected to happen for radii r � 

GM ∗
c 2 S 

(for stellar mass M ∗ and sound
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peed in the wind c S ) where the available thermal energy is enough
o o v ercome the gravitational potential of the star (Shu, Johnstone &
ollenbach 1993 ; Hollenbach et al. 1994 ; Font et al. 2004 ; Alexander

t al. 2014 ; Clarke & Alexander 2016 ; Sellek, Clarke & Booth 2021 ).
qui v alently, one can invert this to say that at a radius R , material
ust be heated abo v e the escape temperature T esc ∼ GM ∗μm H 

2 k B R 
(Owen

t al. 2012 ). 
In order to explain the ionized surroundings of massive stars, it

as consequently natural for the earliest theories (Hollenbach et al. 
994 ) to assume the heating was due to the extreme ultraviolet (EUV)
t energies � 13 . 6 eV . Though most stars are of a lower mass with
ower temperature and UV flux es, the deriv ed mass-loss profile scaled
ith ionizing photon count ( � ) and so could be applied to solar mass

tars by using a lower � value (Shu et al. 1993 ). However, without
 strong contribution from the photospheric blackbody spectrum, 
he origin and magnitude of such an ionizing flux for low-mass
tars is more debated and observationally challenging to determine 
ue to absorption by hydrogen in the line of sight. Alexander, 
larke & Pringle ( 2004a ) ruled out accretion hotpots as unable to
roduce a sufficient level of ionizing photons to drive a significant
ind, while possible chromospheric activity is poorly understood. 
e vertheless, the v alue of � can e xceed solar lev els (e.g. Gahm et al.
979 ; Alexander, Clarke & Pringle 2005 ) with 10 41 −10 42 s −1 often
ssumed. 

Ionizing radiation also extends into the X-ray, which is much easier
o constrain in surv e ys (e.g. Preibisch et al. 2005 ; G ̈udel et al. 2007 ).
is is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 
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s a consequence, the relationship between X-ray luminosity L X ,
pectrum shape and stellar properties is better understood. Its impact
n the heating of winds was first assessed by Alexander, Clarke &
ringle ( 2004b ), who concluded the mass-loss profiles were at best
omparable to the EUV. Ho we ver, X-rays dri ve winds from a larger
rea of the disc, potentially resulting in higher integrated mass-loss
ates (Ercolano, Clarke & Drake 2009 ). Moreo v er, these winds were
efiniti vely X-ray dri ven: attenuating the EUV part of Ercolano et al.
 2009 )’s spectrum did not reduce their mass-loss rates since EUV
hotons cannot penetrate far into X-ray-driven winds (Ercolano &
wen 2010 ; Owen et al. 2012 ) which are typically denser (but slower)

nd more neutral than their EUV equi v alents. They concluded softer
-rays < 1000 eV were particularly important as once they pre-

creened their spectrum enough to absorb these, a significant wind
ould no longer be launched. 

The important role for X-ray suggested by static models was
orroborated by the hydrodynamical calculations of Owen et al.
 2010 , 2011 , 2012 ), in which most of the material never even passes
nto the EUV-heated region. To make this calculation tractable, these
orks assumed thermal equilibrium with the temperatures prescribed

s a pre-calculated function of density n and local X-ray flux L X / r 2 via
he ionization parameter ξ = 

L X 
nr 2 

(Tarter, Tucker & Salpeter 1969 ).
his equilibrium relationship was established using the MOCASSIN

onte Carlo radiative transfer code (Ercolano et al. 2003 ; Ercolano,
arlow & Storey 2005 ; Ercolano et al. 2008 ). The same methods,
ut with updated prescriptions that are also functions of the column
ensity and use luminosity-dependent spectra, have been applied
y Picogna et al. ( 2019 , 2021 ) and Ercolano et al. ( 2021 ), with
ualitatively similar results. 
On the other hand, the work of Wang & Goodman ( 2017 , hereafter
G17 ), which aimed to better understand the line spectra of the
inds by including thermochemistry in the model, suggests EUV
as the dominant role. The chemistry was handled using a simple
hemical network of 24 species, with abundances updated according
o reaction rates with each hydrodynamical time-step. Likewise to
 v oid assumption of thermal equilibrium they directly calculated
eating rates from ray tracing – for simplicity using just four bins
panning the FUV , EUV , and X-ray – and cooling rates from a variety
f molecular and atomic processes. These processes lead to a hotter,
ore tenuous, highly ionized, wind in which EUV photoionization

nd adiabatic cooling were the key elements of the thermal balance,
uggesting that thermal equilibrium cannot be assumed. Moreo v er,
he X-rays were seemingly important only for helping puff up the
nderlying disc with molecular cooling processes responsible for
ffsetting their heating. The FUV was likewise important to the
eating in these underlying layers. The o v erall mass-loss rates were
elow those of X-ray models (e.g. Owen et al. 2012 ). 
Ho we ver, Nakatani et al. ( 2018b ) performed a similar exercise but

ound instead that at solar metallicity thermal winds were mostly
UV-driven, with X-rays assisting mainly by increasing ionization

e vels, thus allo wing FUV to penetrate more deeply. In the absence
f FUV, X-rays did not drive a wind in these models, regardless of
he hardness of the X-ray spectrum. 

The thermal state of the wind is important for understanding wind
bservable quantities such as line spectra (e.g. Font et al. 2004 ;
rcolano & Owen 2016 ; Ballabio, Alexander & Clarke 2020 ; Weber
t al. 2020 ). For example, an X-ray wind would mean slower, cooler
inds than in the EUV case, which manifests in the centroid shift

nd full width at half-maximum (FWHM) of collisionally excited
ines (which are both functions of the sound speed in the wind);
his is seen for the [O I ] 6300 Å line (Ballabio et al. 2020 ). Since
t is produced by a neutral species, such a line requires a relatively
NRAS 514, 535–554 (2022) 
o w le vel of wind ionization, which is not very consistent with an
UV model (Font et al. 2004 ) meaning that the observed lines have
 more natural explanation if the wind is X-ray driven. Ercolano &
wen ( 2016 ) sho wed ho w this line could be produced by an X-

ay-driven wind, although since such high temperatures are required
or its production its luminosity nevertheless scales with the EUV
uminosity. Moreo v er, the mass-loss rates have a key impact on
emographic indicators of disc dispersal such as the Ṁ acc −M disc 

lane (Sellek, Booth & Clarke 2020 ; Somigliana et al. 2020 ), the
roperties of transition discs (e.g. Owen et al. 2011 , 2012 ; Picogna
t al. 2019 ; Ercolano et al. 2021 ) and the correlation of accretion
ates and dispersal times with stellar properties (Ercolano et al.
014 ; Flaischlen et al. 2021 ; Picogna et al. 2021 ). Therefore, it is
mportant that we resolve the tensions between the different studies
utlined abo v e with respect to the most important heating and cooling
echanisms if we are to establish accurate predictions of observables

rom photoe v aporati ve models. 
We can summarise five key differences: (a) the treatment of

adiative transfer, (b) the shape and resolution of the irradiating
pectrum, (c) the atomic cooling processes included, (d) the inclusion
f molecules and molecular cooling, and (e) the assumption (or lack
hereof) of thermochemical equilibrium. Here, we wish to address
he question of driving radiation by exploring the first three of these
hrough irradiating the WG17 density grids using MOCASSIN setup
o create the conditions in their simulations. Specifically this allows
s to comment on the consistency between the Monte Carlo and ray
racing radiative transfer methods, vary the spectral bins to establish
he efficacy of different X-ray bands, and estimate the contributions
f different mechanisms to thermochemical balance. 
The aim of this paper is to explore how the role of X-rays in

ri ving photoe v aporati ve winds depends on the spectrum of the X-
ays employed. In order to investigate this issue we will first attempt
o reproduce the results of WG17 using the X-ray spectrum employed
n their work (i.e. 1000 eV X-rays). Following a description of our
adiative transfer modelling framework and its differences from
revious work (Section 2 ), we describe in Section 3 how choices
n the treatment of optical line cooling impact different regions of
he disc and wind and find those required in order to produce a similar
emperature structure to WG17 . This then equips us to examine in
ection 4 how the temperature structure is modified when we change

he X-ray spectrum. We show that a modest (factor of 2) reduction in
he characteristic frequency of the X-ray results in a substantial (order
f magnitude) increase in the column that can be heated by X-rays
nd that such a change inverts the conclusion of WG17 with regard
o the relative importance of UV and X-rays in driving thermal disc
inds. We also sho w ho w the result that X-ray heating is optimized

t energies around 500 eV can be quantitatively well understood
n terms of a simple analytic model of radiative balance between
ooling processes and X-ray heating. In Section 5, we discuss the
ontributions of different mechanisms to thermochemical balance in
rder to critically assess the need to include molecular cooling and
he validity of the equilibrium assumption. Finally, we present our
onclusions and discuss the impact they might have on disc evolution
n Section 6 . 

 M O D E L  DESCRI PTI ON  

.1 Key differences between previous works 

he methodology used by different photoevaporation studies has
aried substantially: WG17 (and similarly Nakatani et al. 2018b )
onducted radial ray tracing to calculate an attenuated flux in each
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ell in their simulations using the optical depth provided by a range
f photoreactions. This process ignores the potential for scattering 
f radiation, the diffuse EUV field produced by recombinations, 
nd the ability of these processes to change the frequency of
adiation. The diffuse EUV has typically been thought important to 
hotoe v aporation (Hollenbach et al. 1994 ) although this is somewhat
ebated (Tanaka, Nakamoto & Omukai 2013 ; Hollenbach 2017 ) and 
ay depend on any assumed disc structure. Ho we ver, it provides a

elativ ely ine xpensiv e way of estimating the radiation field, allowing
hem to a v oid assuming thermal equilibrium but instead update the
onization states of material and perform photoionization heating 
fter each hydrodynamical time-step. That is to say, the thermal 
volution of the disc/wind material is calculated by operator splitting, 
ith atomic and molecular heating/cooling in one substep, and 

he hydrodynamical terms – adiabatic cooling by PdV work and 
dvection of thermal energy (hereafter collectively hydrodynamical 
ooling) – in the other. 

On the other hand, most of the w orks f a v ouring X-ray photo-
 v aporation (Owen et al. 2010 , 2011 , 2012 ; Picogna et al. 2019 ,
021 ; Ercolano et al. 2021 ) have been based on calculations using
OCASSIN (Ercolano et al. 2003 , 2005 , 2008 ), a Monte Carlo

ode which releases a number of packets of fixed energy into a
xed density grid at frequencies randomly sampled from the input 
pectrum. As the energy packets pass through cells the y hav e an
bsorption probability; if absorbed the packet is re-emitted in a 
andom direction at a frequency randomly sampled from the local 
missivity. This process inherently conserves energy in the radiation 
ackets and so it requires an assumption of thermal equilibrium 

etween radiative heating and cooling processes – once the packets 
ave passed through the grid, the radiative intensity can be estimated 
nd the temperature and ionization in each cell are updated iteratively 
ntil they give local heating and cooling rates that are equal. This
rocedure is then iterated until the solution converges. 
Since this process is computationally more e xpensiv e, it would 

e impractical to run this at each time-step of a hydrodynamical 
imulation. Instead, assuming X-ray dominates the heating, the 
sual procedure is to use precalculate a relationship between the 
emperature, density and X-ray flux of simulation cells via the 
onization parameter ξ . This can then be used to calculate the 
emperatures in a hydrodynamical simulation at each step without 
erforming radiative transfer each time. While originally the fluxes 
ere based only on geometric dilution (Owen et al. 2010 ), attenuation 

an be accounted for by providing fits at a range of column densities
Picogna et al. 2019 ). Post-processing with MOCASSIN can then used 
o confirm the self-consistency of the resulting solution (Owen 
t al. 2010 ; Picogna et al. 2019 ). Although MOCASSIN has been
enchmarked against known solutions for the thermal structure of 
arious setups, this does not guarantee its accuracy for this particular 
roblem, particularly given that it necessarily ignores hydrodynamic 
ontributions to the thermal balance. 

Another major methodological difference between previous works 
s the irradiating spectrum. The Ercolano et al. ( 2009 ) spectrum used
y works from Owen et al. ( 2010 ) to Picogna et al. ( 2019 ) co v ers
nergies from 11 . 27 eV (i.e. just abo v e the first ionization energy of
) to around 12 keV and is sampled by MOCASSIN to 1396 different
nergy bins. The spectrum is based on the coronal emission of RS
Vn active binaries and has roughly similar luminosities in the EUV 

13 . 6 −100 eV ) and X-ray ( > 100 eV ) bands. 
Whereas, WG17 model the spectrum using just four bands at 

, 12, 25, and 1000 eV . Their spectrum, (which follows Gorti &
ollenbach 2009 ) is o v erall softer than that of Ercolano et al.

 2009 ) in that it contains 6.25 times more energy in the EUV band
elative to the X-ray, and the representative X-ray is also slightly
ofter than the average of the Ercolano et al. ( 2009 ) spectrum
 

∫ 
E νH νd ν/ 

∫ 
H νd ν = 1086 eV ). Ho we ver, this attempt to represent

nergies co v ering two orders of magnitude perhaps does not really
o v er the extremes (particularly the softer end) of the X-ray band.
his begs the questions of both whether (a) using just the four bands

o spanning the whole spectrum are sufficient to resolve the true
ehaviour and (b) if so whether these are a sensible choice. We note
hat Nakatani et al. ( 2018b ) adopt an even softer spectrum where the
-ray luminosity is a further factor ∼3 lower compared to the EUV,

nd there is a considerably larger FUV luminosity. 
Broadly speaking, both MOCASSIN and the simulations of WG17 

ontain a somewhat similar set of cooling processes; with the latter
and also Nakatani et al. 2018b ) also including some molecular cool-
ng (from collisionally e xcited ro vibrational states of H 2 , H 2 O, OH,
nd CO, following Neufeld & Kaufman 1993 ) and hydrodynamical 
ooling (as discussed abo v e). This common set includes cooling
y collisionally excited Lyman α radiation from neutral hydrogen, 1 

ollisionally excited forbidden lines (CELs) of metal species, and 
ust-gas thermal accommodation. 
Ho we ver, the set of CELs used by MOCASSIN is by far the more

 xtensiv e as it is based on data from CHIANTI (Dere et al. 1997 ;
andi et al. 2006 ) (though as noted by WG17 , a few species including
eutral sulfur are missing from its database), whereas WG17 include 
nly a select fe w follo wing Tielens & Hollenbach ( 1985 ); these are
ll relatively low-energy transitions in the IR 

2 and so are excited
t fairly low temperatures, making them the dominant coolants 
t the modest temperatures of a photodissociation region (PDR), 
hich is an appropriate description of the underlying disc which 

s mostly penetrated only by FUV (Gorti & Hollenbach 2008 ).
o we ver, in hot, (partially) ionized regions at or abo v e the wind
ase, a number of different lines in the optical may come into
lay, such as the [O I ] 6300 Å & 6365 Å and the [S II ] 4068 Å &
718 Å/6731 Å doublet, many of which are important observational 
racers of outflows from discs (Hartigan, Edwards & Ghandour 
995 ; Simon et al. 2016 ; Fang et al. 2018 ; Banzatti et al. 2019 ).
eing higher energy transitions, these lines have higher excitation 

emperatures and cannot be excited in the colder disc, but become
mportant once material reaches a few 1000 K: the optical lines
end to have both higher Einstein Coefficients, as well as imparting

ore energy per decay and so once excited can be highly ef fecti ve
oolants. 

Moreo v er, WG17 include an escape probability treatment based 
n the optical depth of their lines following Kwan & Krolik ( 1981 ).
his is important if one wants to correctly estimate the line centre
ux of any lines which are optically thick, such as resonance lines;
ractically speaking, this is only of consequence here for the Lyman
ines which are permitted transitions and so have a higher oscillator
trength than the forbidden lines by several orders of magnitude. 

G17 reduce their cooling rates in proportion to the escape prob-
bility, assuming that reabsorbed photons reheat the gas and do not
ool it. Ho we ver, to reheat the gas, a collisional de-excitation of the
xcited state formed by photon reabsorption would be required, and 
he densities are everywhere orders of magnitude below the critical 
ensity of the Lyman α transition ( ∼ 3 × 10 12 cm 

−3 ) so collisional
estruction of Lyman α is rare (Dijkstra 2017 ). More realistically the
yman radiation should still escape, either in the optically thin line
MNRAS 514, 535–554 (2022) 
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Figure 1. The interpolated density profile from WG17 used for our calcula- 
tions with MOCASSIN . 
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ings (via a double dif fusi ve process whereby reabsorbed photons
erform a random walk in frequenc y e.g. Av ery & House 1968 ;
ijkstra 2017 ) or by being absorbed by dust and re-emitted at longer,
ptically thin, wavelengths (Cohen, Harrington & Hess 1984 ) and
hus the cooling rate matches the optically thin case (Hollenbach &

cKee 1979 ). 3 MOCASSIN therefore assumes that either way, this
hould not, ultimately, impede the cooling and does not reduce the
ooling rates i.e. assumes the line is ef fecti vely optically thin. This
eans a key difference between the methods is that Lyman cooling is

ikely several orders of magnitude more ef fecti ve in MOCASSIN than
ssumed by WG17 . 

A final difference to note is that the density grid used by WG17
ses a larger inner boundary of 2 au compared to the works fa v ouring
-ray photoe v aporation which use 0 . 33 au . This could potentially be

mportant if there is significant attenuation of the EUV at � 2 au .
akatani et al. ( 2018b ), who use an inner boundary of 1 au , report

hat varying their inner boundary to as little as 0 . 1 au made little
ifference to the heating and ionization rates in the outer disc as
here was not sufficient shielding by the inner regions of the disc and
ts atmosphere. Ho we ver, while this is therefore unlikely to dri ve a
ifference between previous works, attenuation by material closer
o the star than the inner boundary, for example, accretion columns,
emains possible and could affect the spectrum irradiating the disc
nd wind (e.g. Alexander et al. 2004a ). 

.2 Our models 

e aim to carry out radiative transfer in MOCASSIN with conditions
esigned to replicate the approach of WG17 within its existing
ramework. In this section we set out the details of how we achieve
his. Our simulations present are labelled in the form K Cooling
epresenting the combination of a certain spectrum ‘K’ with a
ertain cooling model. The temperatures are completely calculated
y MOCASSIN using its iterative proceedure i.e. unlike some previous
orks (e.g. Owen et al. 2010 ), we do not fix them to dust temperatures

rom D’Alessio, Calvet & Hartmann ( 2001 ) at high-column densities.
ach model was run for eight iterations with 10 9 photons and a
nal ninth iteration with 10 10 photons, at which point they has all
onverged. 

For each model, we irradiate the same density profile for the wind
nd underlying disc; to aid comparisons to WG17, we used the profile
erived from their fiducial simulation. Since MOCASSIN only accepts
artesian grids, we interpolated on to a non-uniform Cartesian grid

designed to provide more resolution at smaller radii, as with the
ogarithmic grid of WG17 ). The total grid is 321 × 321 cells, of
hich 97724, with radii spanning r = 2 −100 au , are active. The
ensity profile is shown in Fig. 1 . 

.2.1 Spectra 

or our fiducial model, we replicate the spectrum of WG17 . We set
he nearest frequency bin in MOCASSIN to have the same luminosity
nd all other bins to be zero. Note though that unlike in WG17 , since
he energy of the packets must be conserved, after interactions with
toms or dust the energy can be re-emitted in a different frequency
NRAS 514, 535–554 (2022) 

 In reality, this is achieved at low densities by the cooling rate per excited 
tom being suppressed proportional to the escape probability but the excited 
opulation being increased in number in inverse proportion to the escape 
robability, resulting in no net effect; WG17 do not, ho we ver, suggest whether 
eabsorption affects their calculation of the coolant density. 

(  

i  

[  

f
 

t  

a  
in so there will be secondary radiation at other energies. Since it
ollows WG17 we label this spectrum with the key W ; its luminosity
n each band is listed in T able 1 . W e note in particular that the X-ray
uminosity L X is similar to the median value from surv e ys of T Tauri
tars (e.g. Preibisch et al. 2005 ; G ̈udel et al. 2007 ). 

In Section 4 , we also consider a number of other spectra, including
ne with no X-ray and only UV ( U ), several with softer X-ray energy
 S### where ### is the energy in eV), and the Ercolano et al. ( 2009 )
pectrum FS0H2Lx1 ( E ), which is a continuous spectrum as opposed
o the rest which were all discrete. The soft X-ray spectra have X-
ay energies from 100 to 900 eV in steps of 100 eV . We normalize
pectrum E to have the same EUV luminosity to control for the
ocation of the ionization front; as a result it has higher FUV and
-ray luminosities than the other spectra. To allow us to isolate the

ffects of increased X-ray luminosity from X-ray spectral shape,
e thus also consider discrete spectra with the X-ray luminosity

nhanced by a factor 6.25 to match that of spectrum E ( X### ). All
hese spectra are also summarized in Table 1 . 

.2.2 Cooling 

e present simulations for two cooling models which we also
ummarize in Table 2 : 

(i) Full , which includes all the mechanisms inherent to MOCASSIN .
e also added atomic data for S I and the first 30 energy levels

e II (enough to include the most accessible states) from CHIANTI
Dere et al. 1997 , 2019 ) so that CEL radiation from these species is
ncluded, in particular, the transitions producing the [S I ] 25 μm and
Fe II ] 26 μm lines included by WG17 (though they only found the
ormer to be particularly significant). 

(ii) IRFLNoH , in which the only forbidden lines included are
hose longward of 10 μm in order to eliminate cooling from optical
nd near-infrared lines which were not modelled by WG 17 and
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Table 1. Luminosity by band and associated energy for each spectrum tested. Units are erg s −1 . The spectra are all discrete 
with a single energy bin per band (listed in brackets) except for E, which is continuous – in these cases the listed luminosity 
is that integrated over the range indicated. 

Key W U S### E X### 
Description Fiducial UV only Soft X-ray Ercolano et al. ( 2009 ) High L X 

Soft FUV 5.04 × 10 31 5.04 × 10 31 5.04 × 10 31 – 5.04 × 10 31 

(7 eV) (7 eV) (7 eV) (7 eV) 
Lyman–Werner 3.07 × 10 29 3.07 × 10 29 3.07 × 10 29 1.6 × 10 31 3.07 × 10 29 

(12 eV) (12 eV) (12 eV) (11.27–13.6 eV) (12 eV) 
EUV 2 × 10 31 2 × 10 31 2 × 10 31 2 × 10 31 2 × 10 31 

(25 eV) (25 eV) (25 eV) (13.6-100 eV) (25 eV) 
X-ray 2.56 × 10 30 – 2.56 × 10 30 1.6 × 10 31 1.6 × 10 31 

(1000 eV) (### eV) (100–12000 eV) (### eV) 

Table 2. Summary of cooling processes included in our cooling models 
versus WG17 . 

Process Full IRFLNoH WG17 

Lyman Alpha Yes No Yes (escape probability) 
Metal CELs Yes Yes ( > 10 μm 

only) 
[C II ] 158 μm, [O I ] 63 μm, 
[S I ] 25 μm, [Si II ] 35 μm, 
[Fe I ] 24 μm, [Fe II ] 26 μm 

Recombinations Yes Yes Yes 
Molecules No No H 2 , OH/H 2 O and CO 
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5 We also tried to achieve agreement with the hot temperatures of WG17 by 
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n which the cooling by the Lyman alpha and beta lines due to
ollisionally excited hydrogen is also turned off in order to mimic 
he attenuation of the line core. 

Note that we expect the Full cooling to be a better representation
f the physical reality, while the more restricted IRFLNoH is an 
 x ercise designed to bring the MOCASSIN treatment closer to that of

G17 . Nevertheless, both models still exclude some processes – in 
articular molecular cooling and hydrodynamical cooling – which 
re not currently implemented within MOCASSIN . We discuss the 
otential impact of these in Section 5 . 

.2.3 Elemental abundances 

or the elements considered by WG17 , we used the same abun-
ances, 4 with all other elements set to zero. For the elements that
 v erlap with Ercolano et al. ( 2009 ) (H, He, C, O, Si, S), these values
re identical; in addition, WG17 include Fe but not N, Ne or Mg.
here can be reasonably significant, observable, emission from the 
mitted elements: we tested the difference including them would 
ake to our results, ultimately finding it made qualitatively little 

ifference to the o v erall conclusion. 
Assuming an atomic/ionic composition, the mean molecular 

eight μ of the gas can be calculated as 

= 

∑ 

i m i A i ∑ 

i A i + n e /n H 
, (1) 

here m i are the atomic masses relative to hydrogen, A i are the
tomic abundances relative to hydrogen and n e / n H is the ratio of the
ree electron density to the hydrogen density. For a neutral atomic 
as of our adopted composition, μ = 1.287, though the value can be
ome what lo wer in regions of significant ionization. 
 He/H = 0.1, C/H = 1.4 × 10 −4 , O/H = 3.2 × 10 −4 , Si/H = 1.7 × 10 −6 , 
/H = 2.8 × 10 −5 , and Fe/H = 1.7 × 10 −7 . 

m
m
m
t

.2.4 Dust 

e assume a single grain population of 5 Å with the ‘Car 90’
omposition from MOCASSIN ’s library of dust datafiles which 
epresents a neutral carbon grain in the form of a PAH/graphitic
olid, the closest available to the PAH assumption of ( WG17 ). 

 EXAMPLE  TEMPERATURE  S T RU C T U R E  

o pro vide conte xt for our results, we first investigate whether
ur MOCASSIN calculations can reproduce the temperature structure 
ound by WG17 when we employ the same input spectrum (i.e. EUV,
UV, and 1000 eV X-rays) and how this is impacted by the cooling
ates. Therefore, in Fig. 2, we present the temperature structure in the
imulations with spectrum W for the two different cooling models 
escribed in Section 2.2.2 ). Based on the penetration of different
adiation, we can delineate the resulting temperature structure into 
hree broad regions – the wind, the warm disc and the cold disc

which we discuss in turn before demonstrating how we use the
emperatures to determine where a wind can be launched. 

In the models of WG17 , the wind and disc are divided by an
onization front (IF) where a sharp density contrast is seen (Fig. 1 ).
he locations of our IFs agree well with WG17 , indicating that the
onte Carlo radiative transfer solution by MOCASSIN is consistent 
ith the ray tracing conducted by WG17 and suggestive of a

elf-consistent EUV-driven solution. This can be seen in terms of 
he penetration depth of EUV with the τ = 1 surf ace mark ed in
ach case with the light dash–dotted line: being relatively close in
requency to the first ionization energies of hydrogen and helium, 
he EUV has the largest cross-section for photoionization and hence 
he smallest penetration column of N H I ∼ 5 × 10 17 cm 

−2 . The low
ensities of the EUV-driven wind, and its high levels of ionization,
re key to allowing the EUV to reach this far, in contrast to the
igher density X-ray-driven winds into which the EUV does not 
enetrate very far (Owen et al. 2012 ). 
The wind region penetrated by the EUV is hot and approximately

sothermal: for the Full cooling model at around 10 4 K and for the
RFLNoH cooling model at around 3 × 10 4 K. The latter model
ields temperatures that are close (within around 30 per cent) to those
btained by WG17 : this is as expected given that the model omits
ooling processes also omitted by WG17 . 5 On the other hand within
MNRAS 514, 535–554 (2022) 

ore measured means such as removing only (a) the Lyman lines, (b) certain 
etals or (c) even individual lines from the cooling, but only the IRFLNoH 

odel combining several of these was able to produce the ∼ 3 × 10 4 K wind 
emperatures. 
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Figure 2. Comparison of the temperature structure obtained using MOCASSIN with that of WG17 . The left-most column shows the full cooling model, while the 
central column shows the restricted ’IRFLNoH’ model in which cooling from Lyman lines and optical/NIR collisionally excited lines are turned off. The top row 

shows the temperatures, while the second row illustrates the percentage difference between the fiducial model of WG17 and our simulations. In the bulk of the 
wind region, the IRFLNoH cooling model has smaller temperature differences as indicated by the lighter colours. The pink dashed line indicates the surface where 
the Bernoulli function becomes positive while the dot–dashed lines (clockwise from the z -axis) are the τ = 1 surfaces for EUV, X-ray and FUV, respectively. 
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6 Though there are also significant contributions from carbon and sulfur 
photoionization. 
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 � 20 au and at z � 20 au , we see that WG17 find a cooler lobe of
emperatures much closer to the 10 4 K of the Full Model. We suggest,
n Section 5, that the origin of these cooler temperatures is adiabatic
ooling which is neglected in our (radiative equilibrium) models. 

While in principle hotter wind temperatures act to make the wind
ore highly ionized and therefore more transparent to radiation, we
nd little change in the location of the ionization front regardless of
ooling and wind temperature. This is because the wind is primarily
hotoionized rather than thermally ionized so the hotter temperatures
ake little difference to the transparency of the wind. Moreover the

enetration depths of the X-ray and FUV frequencies are sufficiently
arge that any modification to the neutral column in the EUV-heated
ind region has negligible effect. 
Beyond the ionization front, both of our simulations have broadly

he same appearance. First, we come to a warm ∼ 1000 K region
NRAS 514, 535–554 (2022) 
eated by both FUV and X-ray. We see that this region is generally
armer than it was found to be by WG17 by a few 100 K; this

mplies our models either have some additional heating or are missing
ome cooling – we suggest in Section 5.3 that this is likely the
esult of molecular cooling. There is little difference between the
ooling models as these temperatures are not generally warm enough
o significantly excite the optical lines that are turned off in the
RFLNoH model. 

The FUV has an opacity largely dominated by dust absorption, 6 

nd for the grains in question, can penetrate a column of roughly
 × 10 22 cm 

−2 , while the high-energy 1 keV X-rays can reach around

art/stac1148_f2.eps
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0 22 cm 

−2 . Therefore, the FUV and X-ray reach similar depths in 
his case. Beyond this point the temperatures appear to decline and 
end towards better agreement with WG17 . The mid-plane of the 
isc is dark to all the bands of radiation included. The MOCASSIN

emperatures in this region are noisy due to low photon counts 
nd the low temperature behaviour of the algorithm applied to find 
quilibrium. 

In summary then, our IRFLNoH model, which turns off a number 
f atomic cooling channels, reasonably reproduces the temperature 
tructure found by WG17 , albeit with slightly warmer conditions 
elow the ionization front. 
For a given temperature profile, a wind can be launched wherever 

he material is hot enough to be unbound and o v ercome the gravita-
ional potential � . This can be described in terms of the volume in
hich the Bernoulli parameter is positive (Liffman 2003 ; WG 17 ) 

 : = 

v 2 

2 
+ 

γ

γ − 1 

P 

ρ
+ � > 0 . (2) 

Since we do not solve the hydrodynamics, we cannot determine 
he velocities v for our simulations. Ho we ver, we can assume that
hey are initially subsonic (Clarke & Alexander 2016 ; Sellek et al.
021 ) at the base of the wind and so the poloidal kinetic energy term
 

2 
p / 2 is small compared to the thermal term P / ρ, while the azimuthal
inetic energy term v 2 φ/ 2 ∼ � 

2 . Thus, we define the Bernoulli surface
s the location where 

 = T Bern : = 

1 

5 

GM ∗μm H 

k B r 
≈ 27600 K 

( r 

au 

)−1 μ

1 . 287 
, (3) 

ssuming that the wind is mainly atomic and so γ = 5/3 and where
he typical value is given assuming a star of 1 M �. When assessing
hether a given cell has a temperature abo v e T Bern , its local value of

he mean molecular weight μ – calculated from the local ionization 
raction as per equation ( 1 ) – is used. Up to a numerical factor, this
s similar to the escape temperature formalism of Owen et al. ( 2012 )
though see Picogna et al. 2021 , for a discussion about how this
oes not completely accurately capture the temperature at the wind 
ase). 
The Bernoulli surface is plotted as the magenta dashed line on 

ig. 2 . In the case of WG17 ’s temperature profile, it lies along the
onization front, coincident with the τ = 1 surface of EUV. This
s strongly indicative of an EUV-driven wind. In our simulations, 
or R � 50 au , we also see a good agreement between these two,
hough the temperature gradient at this location is less sharp so there
s a small difference. Within 10 − 50 au , the Bernoulli surface dips
o wn belo w the ionization front, implying that in our simulations, the
ombination of FUV and X-ray is capable of heating the material to
 hot enough temperature to drive a wind (though only at relatively
ow columns and not all the way down to their τ = 1 surfaces).
n the IRFLNoH case, this dip extends to slightly smaller radii 
ue to the reduced cooling around the higher inner-disc T Bern . 
iewed another way, the innermost limit is on the order of the
ravitational radius r G 

= 

GM ∗
c 2 S 

, which is smaller for the hotter wind

emperatures. 
Our MOCASSIN simulations with input spectrum matching that 

f WG17 thus produce thermal structures that corroborate the 
onclusion of WG17 that 1000 eV X-rays are not able to drive a
ind from the outer disc regardless of any differences in cooling 
rocesses. In the inner disc, the simulations indicate a possible minor 
ole for FUV/X-ray wind launching but the Bernoulli surface is only 
odestly below the ionization front. We are now in a position to

ssess how this conclusion is affected when we vary the input X-ray
pectrum employed. 
 RO LE  O F  X - R AY  F R E QU E N C Y  

aving understood how the chosen cooling models give rise to the
emperature profiles, we wish to further elucidate the role that the
-rays are playing in our simulations, and examine the potential of
ifferent X-ray energies to drive a wind. In particular, we will seek
he most ef fecti ve radiation and so we are interested in whether there
re X-ray bands that can heat a larger column than the EUV. 

Therefore, as a control, we first run a pair of simulations with the X-
ays remo v ed that is UV-only (simulations U Full and U IRFLNoH)
nd present their temperature profiles in the first column of Fig. 3 .
emoval of X-rays makes fairly little difference to the o v erall picture
f a 10 4 K (3 × 10 4 K) wind for the Full (IRFLNoH) cooling model.
n the other hand, we see cooler temperatures below the ionization

ront, with the remaining heating provided mainly by FUV photoion- 
zation of carbon. The difference to the fiducial simulations confirms 
he role of X-ray in heating this region in those earlier models through
hotoionization of hydrogen and helium. Nevertheless while closer 
o those found by WG17 , the temperatures are still a little too hot,
trengthening the argument for missing coolants in that region (as 
pposed to say, uncertainties in X-ray heating efficiency). These 
emperatures are, ho we ver, suf ficiently lo w that the Bernoulli surface
o longer dips down but follows the ionization front at all radii.
herefore, at these luminosities, FUV alone is not able to drive
 wind from below the ionization front. That said, a higher FUV
uminosity (e.g. Nakatani et al. 2018a , b ), different FUV spectrum,
ifferent assumptions about the nature of the dust, or inclusion of
olecular heating (e.g. FUV pumping of H 2 ) may allow for more

ignificant FUV heating (e.g. through the dust photoelectric effect), 
otentially sufficient to launch a wind. Exploring the role of FUV
urther is beyond the scope of this work. 

Now, we proceed to vary the frequency of the radiation band from
00 to 900 eV in steps of 100 eV . The aim of this e x ercise is to
etermine the impact of using a single band – and correspondingly 
he choice of its energy – on X-ray driving of winds. We thus keep
he luminosity constant while doing so. 

In the second column of Fig. 3 , we depict the temperature structure
or the runs with 500 eV which present the largest contrast with the
 keV results discussed hitherto. For both of our cooling models,
-rays of this energy are clearly able to heat material comfortably
elow the ionization front to escape and thus drive a wind from all
adii. It is therefore clear that the choice of X-ray frequency is a key
arameter affecting whether X-rays can heat material beyond the 
UV ionization front sufficiently to drive a wind. 

.1 Which radiation is most effecti v e? 

o illustrate which X-ray bands can ef fecti vely heat a larger column
han the EUV, we plot in Fig. 4 the neutral hydrogen column density
o the Bernoulli surface achieved by each energy for our S###
imulations. We show this dependence for four different radii as 
he solid lines. In addition, the triangles of corresponding colour 
plotted at 25 eV ) mark the column at the Bernoulli surface at the
ame radii in our UV-only simulations and the circles (plotted at
000 eV ) likewise for WG17 ’s fiducial model. 
Abo v e around 800 eV , we see that at large radii, the X-rays cannot

eat a greater column than the EUV. Moreo v er, for all radii, at the
owest energies, the column heated by the X-ray is not much greater
han the EUV as these frequencies are quite strongly absorbed. 
he most ef fecti ve choices for a single X-ray energy that will heat

he largest column are those in the range 500 − 700 eV , depending
lightly on the radius in question. We explore the shape of these
MNRAS 514, 535–554 (2022) 
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Figure 3. Comparison of the temperature structure obtained for different combinations of spectra and cooling model. From the left- to right-hand panels: the 
UV-only spectrum, a spectrum with 500 eV X-ray and the spectrum of Ercolano et al. ( 2009 ). In each case, the pink dashed line indicates the surface where the 
Bernoulli function becomes positive while the dot–dashed lines represent τ = 1 surfaces for EUV, 500 eV X-ray and FUV. 
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urves with a simple model in Section 4.2 , illustrated here with the
lack-dashed line (equation 7 for a fiducial value of εc = 10 −22 cm 

2 ).
ote that since we control L X , although in each case our spectrum is
 ef fecti vely a delta function, Fig. 4 also in ef fect gi ves the relati ve
ontribution in a flat spectrum where each band has luminosity of
 . 56 × 10 30 erg s −1 . For now, we will proceed to discuss these as
ndiviudal choices (i.e. as delta function spectra attempting to capture
he whole spectrum), but will return in Section 4.4 to examine the
ffect of a realistic spectral shape in determining what is genuinely
epresentative. 

The choice of cooling model mak es f airly little qualitative differ-
nce to these results; in part because the cooling rates between them
re not so different for typical values of T Bern . The biggest difference
etween the two panels of Fig. 4 is seen for 7 au where T Bern is high
nough for the omission or inclusion of atomic cooling channels to
ffect the temperature attained. In either case, an X-ray-driven wind
an be launched here and given the modest contribution to the total
ind mass-loss rate from such small radii, the correct treatment of
ptical forbidden line cooling and Ly α (and β) cooling is not an
mportant factor in determining X-ray driven mass-loss. 
NRAS 514, 535–554 (2022) 
Instead, we conclude that the limited role for X-rays relative to
V in the simulations of WG17 , predominantly reflects the fact that
000 eV X-rays are too hard – and so interact too weakly with the disc
as – to heat it sufficiently to drive a wind on their own, regardless of
he differences in cooling processes. That said, in absolute terms,
he columns at the base in the simulations by WG17 are only
 −8 × 10 19 cm 

−2 . Whereas, despite the Bernoulli surface in our UV-
nly simulations lying very close to that of WG17 , the column at an
qui v alent radius can be up to ∼10 times higher at 1 −5 × 10 20 cm 

−2 .
he origin of this behaviour is that the temperature gradient is
hallower in our UV-only simulations because they are hotter below
he base than found by WG17 . Thus, the Bernoulli temperature is
eached at a slightly lower height, below the IF. However, since the
ase is only mildly flared, photons reach it at a very glancing angle –
he distance travelled below the WG17 IF at n H I ∼ 10 6 cm 

−3 is thus
onsiderable. 

We cannot directly measure mass-loss rates from our models as we
ave not performed hydrodynamic simulations to adapt the density
nd velocity fields to be consistent with our different temperatures.
o we ver, since the amount of mass-loss determines how much

art/stac1148_f3.eps
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Figure 4. The H I column to the Bernoulli surface for each energy of X-ray at selected radii (solid lines). Simulations with the Full cooling model are shown on 
the left-hand panel and the IRFLNoH cooling on the right-hand panel. In each case, the triangles and circles represent the corresponding values for the UV-only 
spectrum and WG17 ’s temperature field, respectively. The dashed line is equation ( 7 ) for εc = 10 −22 cm 
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7 In practice, the cross-section will depend somewhat on temperature, since 
the ionization state of the absorbing material depends on the recombination 
coefficient α which is temperature dependent. 
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aterial the radiation has to pass through to reach the wind base, it is
easonable to assume that Ṁ ∝ N (i.e. we are assuming that N ∝ n base 

nd Ṁ ∝ n base ). Therefore, we would expect the higher columns in
he UV-only simulations to translate into a similar factor ∼10 boost
n the mass-loss rates. We ascribe this difference to additional cooling 
n the model of WG17 ; indeed, when they produced a setup closer
o Owen et al. ( 2010 ) (their OECA analog) by turning off some of
his cooling, they did see a mass-loss rate that was higher by a factor
f 4 −5. Note that since in the outer disc, which typically dominates
he mass-loss rates, X-rays cannot heat a larger column than EUV, 
e would expect the mass-loss rates of a 1000 eV X-ray simulation 

o be only marginally higher than an UV-only one, as observed by
G17 . 
In this context, we estimate that if one wishes to use a single energy

o represent the X-rays, moving to ∼ 500 ev would increase the mass-
oss rate by a factor of ∼4 −6 o v er that found in a simulation driven
y UV-only. As we will discuss further in Section 4.4 , the shape of
he spectrum controls whether such energies are present in sufficient 
umbers to be representative. 

.2 Explanatory model 

s discussed before, we assume that a wind is launched when gas is
eated abo v e T Bern (equation 3 ). We now consider a toy model for
hether monochromatic X-ray radiation of frequency ν can launch 
 wind on its own. 
Assuming that all X-ray radiation absorbed goes into heating the 
as, the heating rate per unit volume can be written in terms of the
eometrically diluted and attenuated X-ray flux, F X ( = 

L X 
4 πr 2 

e −Nσν ),
ocal gas density, n and photoionization cross-section, σ ν , as F X n σ ν .

e assume that σ ν is independent of temperature since the gas is
redominantly photoionized rather than thermally ionized. 7 

Ho we ver, it is important to note that this form for the heating is an
 v erestimate. First, it ne glects the fact that some of the energy is used
p in o v ercoming the ionization energy of the electrons; for X-ray
onization of hydrogen (and to a lesser extent helium) this is only
 small correction � 10 per cent, but could be more significant for
etals such as oxygen, where inner shells have ionization energies in

he 100s of eV. Moreo v er, it ne glects further losses due to secondary
onization by the Auger effect in the heavier elements, and similarly
he possibility of that the energy carried by the photoelectron may
e lost to further ionizations or collisional excitation before it can
hermalize (e.g. Maloney, Hollenbach & Tielens 1996 ). On the other
and, MOCASSIN treats the X-ray heating more self-consistently, 
ccounting for losses to secondary ionization and excitation as a 
unction of ionization fraction using the fits of Shull & van Steenberg
 1985 ); for high levels of ionization, the chance of thermalizing
hrough electron–electron collisions becomes greater than the chance 
MNRAS 514, 535–554 (2022) 
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f ionizing or exciting neutral hydrogen, so the heating fraction f X 
 1. Ho we ver, in gas with a largely atomic composition, it can be

n the order of 10 per cent. Hence, we will scale the heating term in
ur thermal balance by f X . 
The predominant cooling effects are two-body processes, requiring

 collisional excitation between an electron or neutral and an
on or neutral – assuming these are below their critical densities
abo v e which collisional de-excitation dominates over radiative de-
xcitation), the cooling rate per unit volume for each can be written as
 

2 � n , i ( T ) (where the subscript n here indicates that � is per particle
er number density), and hence the total cooling rate is of the same
orm n 2 � n ( T ) ( � n ( T ) = 

∑ 

i � n , i ( T )). 
Assuming thermal equilibrium, we may set the heating and cooling

o equal, and rearrange to find 

 n ( T ) = 

f X 

4 π

L X 

nr 2 
σνe −Nσν = 

f X ξ

4 π
σνe −Nσν , (4) 

here we can identify the ionization parameter ξ = 

L X 
nr 2 

(Tarter et al.
969 ; Owen et al. 2010 ). We thus see that the relationship between the
onization parameter and temperature depends on the column density
t the material N (Picogna et al. 2019 ) as well as the frequency of
adiation involved (cf. the spectral shape Ercolano et al. 2021 ). 

A simple consequence of equation ( 4 ) is that assuming � ( T ) is
 monotonically increasing function of T , the highest temperatures
t a given column are produced by that radiation, across all fre-
uencies, for which τ = N σ ν = 1. More energetic radiation is
ore deeply penetrating so is simply not absorbed well enough

ocally to deposit much energy into the material. Conversely, less
nergetic radiation is more easily absorbed and so has been too
trongly attenuated by the time is reaches the column N . One can
hus replace the frequency-dependent terms with an ‘efficiency’
with dimensions of a cross-section) for a given frequency of
adiation: 

νe −Nσν → εν. (5) 

ote that while we here call this the efficiency, other works refer to
 X using the same name; in practice both determine the ability of the
-rays to heat the gas and effects such as o v ercoming the ionization

nergy will mean that the real efficiency < σνe −Nσν . The constraints
n cross-sections capable of heating that we now proceed to derive
re only strengthened by these effects. 

The requirement that T ≥ T Bern in the wind gives us a requirement
n the minimum efficiency of the X-rays 8 

ν ≥ εc : = 

4 π� n ( T Bern ) 

f X ξ
. (6) 

Given the X-ray luminosity L X , stellar mass M ∗, radius r , local
ensity n, and information about the ionization states of each
lement (which controls � ( T ) and f X ), we can determine a value
or εc at each location in the density field. Note that the X-ray
uminosity, cooling rate and heating fraction are degenerate in their
ffects on εc , and so each may be changed to similar effect. We
iscuss them each in more depth in Sections 4.3 , 5.3 , and 5.4,
espectively. 

From the definition of the efficiency, we can solve for the maximum
olumn that radiation of a single frequency can heat to the required
NRAS 514, 535–554 (2022) 

 Note that since we assumed the cooling depends quadratically on density, 
he local density explicitly appears in this formula through ξ ; ho we ver, if the 
ensity is sufficiently high for a linear dependence, our approach still works 
ith a different definition of the cooling rate, and εc will become independent 
f n . 

b

9

o
s
t

emperature 

 max = 

1 

σν

ln 

(
σν

εc 

)
, (7) 

here we expect that unbound material should exist anywhere that
 < N max . 
A necessary but not sufficient condition is therefore that N max > 0,

n which case our single choice of frequency must have σ ν > εc since
therwise even completely unattenuated radiation could not heat the
ind. This imposes an upper bound on the X-ray energies that can
eat the gas to the escape temperature. The highest column (at fixed
c ) is heated by radiation with σ ν = e εc , such that N = 1/ σ ν =
/( e εc ). At larger still values of σ ν , the column heated is moderately
arger than 1/ σ ν ( τ � 1), but is nevertheless a decreasing function of
ν . 
Note that correspondingly, the optical depth at the base is τ = 1

or the most efficient radiation. Since they heat inefficiently, higher
nergies are likely to be optically thin at the base, while the lower
nergies will be somewhat optically thick. Therefore for radiation
f fecti ve enough to drive an X-ray wind, we expect order unity optical
epth at the base. Broadly speaking this means that the temperatures
round the base are not declining purely due to increasing cooling
rom denser material but also by a decrease in heating as the radiation
s attenuated too. The decrease in heating is the more important
ffect once τ > 

N 
nd 

( ∼0.4 −0.5 below the base) where d = n/ ∂ n 
∂ r 

.
his means that an optically thin prescription using a single ξ−T

elation and assuming lower temperatures result only from lower
ensities (e.g. Owen et al. 2012 ) will generally be less accurate than
n attempt to account for column density or attenuation of radiation.

.2.1 Application to Results 

e first examine which of the X-ray radiation bands can heat a
arger column than UV alone, by e v aluating εc equation ( 6 ) along
he Bernoulli surface (i.e. the ionization front) in the ultra-violet
nly model; to allow for comparison to WG17 , we use L X = 2 . 56 ×
0 30 erg s −1 , and since EUV-heated gas is nearly completely ionized,
e assume f X = 1. We have argued that a necessary condition for

f fecti ve X-ray heating below the ionization front is that σ ν > εc , so
f the values of εc correspond to cross-sections in the X-ray regime
hen we expect some X-rays to be potent sources of heating at – and
herefore some what belo w – the UV-only wind base and hence an
-ray-driven wind to be possible. 
Thus, Fig. 5 depicts the run of εc with radius along the Bernoulli

urface in the UV-only model (Fig. 3 ) while the right-hand axis
quates values of εc with the value of the X-ray photon energy for
hich σ ν = εc , this being the maximum energy for which heating to
 Bern would be possible even in the case of no attenuation. 
Except in the innermost parts of the disc, the values for εc derived

re in the range 10 −22 −10 −21 cm 

2 and reach a minimum around
0 −20 au . These correspond to the photoionization cross-sections of
hotons in the range 400 −1000 eV . 9 The shallow increase to larger
adii is due to the effects of geometric dilution weakening the
rradiating flux, though this is largely offset by the material being
ess tightly bound (with a lower T Bern at which the cooling rates to
e o v ercome are lower) and less dense. 
 To perform this calculation we assume a neutral gas and use the opacities 
f Verner & Yakovlev ( 1995 ), Verner et al. ( 1996 ); in practice, the cross- 
ections for photoionization are only weakly affected by ionization except in 
erms of the exact location of the ionization energy. 
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Figure 5. The critical efficiency required to o v ercome the local cooling 
along the Bernoulli surface in the U Full (blue) and U IRFLNoH (orange) 
simulations as a function of radius assuming L X = 2 . 56 × 10 30 erg s −1 

( WG17 ) and f X = 1. The right-hand axis calibrates this scale in terms of 
the X-ray energy with cross-section equal to this value – any higher energy 
will have too low a cross-section to achieve the required efficiency. The 
maximum energy that is ef fecti ve on its own at this luminosity is similar 
between the cooling models except for the inner 20 au . In addition, 1000 eV 

- as used by WG17 - is marked with the dotted line for reference. 
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We would thus expect that over much of the disc outside � 40 au ,
000 eV acting alone should not be able to launch an X-ray-driven 
ind, though it is marginally able to do so around ∼ 20 au . Indeed,

his is what was discussed in Section 3 and illustrated in Fig. 4 . It
s likely that in practice the ability of these harder X-rays to launch
 wind was assisted by the presence of FUV which has a similar
ross-section for absorption and thus is contributing to the heating at 
hese columns. 

On the other hand, energies � 600 eV should be able to launch an
-ray-driven wind from the entire disc as was the case for the 500 eV

xample shown in Fig. 3 . The mild increase of εc with radius implies
hat the maximum energy for ef fecti ve X-ray heating should decrease

ildly with increasing radius. Assuming a best-case scenario that 
 lo w ef ficiency of εc ∼ 10 −22 cm 

2 applies, we should expect that
he deepest penetration is N ∼ 1 

e×10 −22 cm 

2 ∼ 4 × 10 21 cm 

−2 and is 
chieved for an energy of ∼ 700 eV . As we mo v e towards the outer
isc and εc increases, we should see this peak decrease and shift to
ower energies. 

Based on these results, we adopt a fiducial value of εc = 10 −22 cm 

2 

nd can then use equation ( 7 ) to calculate the maximum penetration
epth as a function of energy. This is shown as the black dashed
ine in Fig. 4 . We can see that this excellently captures the shape,
ormalization and maximum of the simulation curves. This validates 
ur toy model and explains why the efficacy of wind driving is such a
trong function of energy. In particular, it demonstrates why 1000 eV 

-rays (employed by WG17 ) are too weakly interacting to heat 
aterial to T Bern , whereas energies of 500 −700 eV are most potent.
he fact that despite its simplicity, this model so well captures the
ependence across a range of energies – which penetrate to depths 
ith different densities and thus different associated cooling rates 
suggests that it is largely the attenuation of radiation, and not the

ariation in cooling, that determines the base – this is in line with our
arlier discussion of the assumption of optically thin heating being 
nsufficient. 

Note that this model also explains the small differences between 
he Full and IRFLNoH models. We see in Fig. 5 that the cooling
ates only diverge as T Bern becomes larger in the inner disc due to the
educed cooling of the IRFLNoH model which lowers εc (Fig. 5 ).
his makes it easier to heat a larger column at small radii in the disc.

ntermediate radii also see a somewhat increased potency for winds 
eing driven by the harder frequencies (Fig. 4 ), but the largest radii
ith the coldest T Bern are essentially unaffected. 

.3 Effect of luminosity 

he spectrum of WG17 has relatively less X-ray compared to its UV
ux (i.e. is o v erall softer) than that of (Ercolano et al. 2009 ); therefore,
s well as the choice of the single X-ray band (the correct value of
hich will be determined by the shape of the X-ray spectrum), the

elative luminosities could also be acting to diminish or enhance 
he role of X-ray between these studies. Fig. 6 therefore shows the
olumn density to the Bernoulli surface for each energy for our X###
imulations which have 6.25 times the X-ray luminosity of the S###
imulations and which therefore reproduce the ratio of L X / L EUV =
.8 in the multifrequency input spectrum employed by Ercolano et al.
 2009 ). 

At the low-energy end, where the optical depths are high, this has
elatively little effect on the columns reached. Greater difference is 
een as we mo v e to higher energies, where the column no longer
eaks around 500 −700 eV ; indeed among those frequencies tested, 
000 eV was the most ef fecti ve. This is in line with our explanatory
odel – since εc ∝ 1/ ξ ∝ 1/ L X , then the appropriate εc ∼ 1.6 × 10 −23 .
ith this lowered εc our model (black dashed line) remains an 

xcellent fit and we would thus expect the highest column to be
eached for X-ray energy of around 1350 eV in this case. 

We note that the peak column N ∝ 1/ εc ∝ L X . Therefore,
ince we have argued it is reasonable to assume that the column
ensity in any wind scales with the mass-loss rate of the wind,
hen one would expect Ṁ ∝ L X ; this is roughly as observed in
revious hydrodynamical simulations (Owen et al. 2012 ; Picogna 
t al. 2019 ) that found X-ray-driven wind solutions. Thus, by
aking more energy available in the X-ray, the ability of X-rays,

n particular the harder bands, to drive a wind can be impro v ed.
evertheless, the choice of frequency still has a strong effect on

he outcome. Since the X-ray luminosity is an inherently variable 
uantity (and closely tied to the stellar mass), the notion of the
ost ef fecti ve energy for dri ving the wind will be linked to stellar

roperties. 
Finally, we note that both the EUV luminosity and X-ray luminos-

ty are likely to vary between stars. In models of EUV-driven winds
nder direct irradiation, the base densities (and wind densities) scale 
ith the number of ionizing photons as n base ∝ � 

1/2 (e.g. Hollenbach
t al. 1994 ; Tanaka et al. 2013 ) which can be understood from a
imple Str ̈omgren-volume approach. The εc to be o v ercome in order
or X-ray to heat below the EUV-heated base therefore also scales
s � 

1/2 ; thus, we could get the same result as here by lowering the
UV luminosity by two orders of magnitude. Moreo v er if the X-

ay luminosity scales more strongly than � 

1/2 , then εc becomes a
ecreasing function of L X and so higher luminosity sources will be
ore likely to host X-ray-driven winds, while suf ficiently lo w L X 

ould lead to EUV-driven winds; these trends would be reversed if
 X is a relatively weak function of � . 

.4 Monochromatic versus full-spectrum modelling 

 simplification in the abo v e argument is that heating is assumed
o be driven by only one frequency of radiation. In reality in these
MNRAS 514, 535–554 (2022) 
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odels, as aforementioned, FUV is assisting through photoionization
f carbon and sulfur, 10 making it a little easier to launch a wind. 
Moreo v er, a realistic X-ray spectrum would have a range of bins

ith dif ferent ef ficiencies – and with dif ferent indi vidual luminosities
nd hence contributions to the spectrum – all working together: one
ight suppose that such a spectrum would be intermediate in terms

f heated column compared with monochromatic models at a few
undred and 1000 eV since more energy is present in the ef fecti ve
ands than in the most extreme cases but it is not all concentrated
here. We use the spectrum of Ercolano et al. ( 2009 ) as an illustrative
xample to explore this. 

Fig. 6 shows, as dotted lines, the column achieved by Spectrum
 at each radius. As predicted, the heated column is somewhat

ntermediate between that at low energies and 1000 eV . Spectrum E
eats a substantially higher column than any of the monochromatic
pectra in our S### series (see Fig. 4 ), mainly because of the roughly
0 fold higher total X-ray luminosity for models normalized to the
ame EUV flux. Thus, the o v erall shape of the spectrum of Ercolano
t al. ( 2009 ), namely that it is harder than WG17 ’s (and so when
ormalised to the same EUV flux has almost an order of magnitude
igher X-ray luminosity) is a further key reason why it allows a
omewhat deeper heating of a wind and leads to higher mass-loss
ate, X-ray driven, models. 

To quantify what we would expect for a continuous spectrum, we
an attempt to generalise our model by replacing the single frequency
NRAS 514, 535–554 (2022) 

0 While the dust is also FUV heated and is a significant source of opacity, it 
s a net coolant of the gas in these regions. 

H  

s  

T  

s

reatment with an integral over frequency (cf. the attenuation factor
f Krolik & Kallman 1983 ; Alexander et al. 2004b ): 

 X σνe −Nσν → 

∫ 

E> 100 eV 

� νσνe −Nσν d ν (8) 

or the spectral flux � ν . Thus, our modified condition for sufficient
eating to launch a wind becomes 

eff ( N ) : = 

∫ 

E> 100 eV 

f νενd ν ≥ εc , (9) 

here f ν = � ν / L X and thus the ef fecti ve ef ficiency εeff ( N ) is a flux-
eighted average efficiency. We can therefore iteratively calculate

eff for increasingly large N until it no longer satisfies the inequality
n equation ( 9 ); the maximum N will be our estimate of the heated
olumn. 

The left-hand panel of Fig. 7 shows the column density estimated
rom this method at each radius plotted against the column density to
he Bernoulli surface for the E Full and E IRFLNoH models. There
s a good agreement between the model and the true densities for

ost points at � 10 21 cm 

−2 and so we conclude that our model can
e extended accurately to full spectra. 
Clearly therefore, based on the arguments abo v e, the most rep-

esentativ e frequenc y is neither an inef fecti ve one nor the most
ptimal one as much of the energy can be in less efficient bands.
o we ver, for a gi ven combination of N and εeff , we can ask what

ingle frequency would produce the same efficiency at that column.
here are two solutions, the lower and high-energy ones having cross-
ections σ1 = − 1 

N 
W −1 ( −Nεeff ) and σ2 = − 1 

N 
W 0 ( −Nεeff ) where W 0 
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nd W −1 are the two real branches of the Lambert W function.
or each radius in the simulations with spectrum E, the lower of

hese two energies is indicated on the right-hand panel of Fig. 7 ,
hile the higher energy solution is generally not realistic for X-ray 

pectra of low-mass stars and so is not depicted. As usual, very little
ifference is seen between the cooling models outside of ∼ 10 au . We
xpect these energies to be a function of column as higher columns
ill progressively attenuate the spectrum at its harder end, meaning 

hat what reaches the base will be better approximated by softer
nergies. Thus, as the column to the Bernoulli surface can vary with
adius, the most representative energies also change, making it hard 
o reasonably pick a single frequency that would drive the wind 
verywhere with complete accuracy compared to a full spectrum. 
evertheless, for both cooling models, outside the innermost few au, 

he appropriate energies are al w ays < 1000 eV , further suggesting
hat this choice by WG17 may not be an appropriate one. In the outer
isc, the most representative energy is around 600 eV and would 
 xpected to driv e an X-ray wind from the whole disc given the
ooling rates assumed here. 

More recent spectra as used by Ercolano et al. ( 2021 ) are
omewhat softer than that used here, particularly for the lowest 
uminosity stars. These are therefore better represented by even 
ofter energies from 400 −800 eV for L X = 10 31 erg s −1 to close to
00 eV for L X = 10 29 −10 30 erg s −1 . This may lead to less ef fecti ve
hotoe v aporation as these energies are less ef fecti ve than ∼ 600 eV
ue to their shallower penetration, though Ercolano et al. ( 2021 ) do
till see a substantial X-ray-driven wind. Similarly, Nakatani et al. 
 2018b ) used the TW Hya spectrum from Nomura et al. ( 2007 )
hich is very soft due to its ‘soft X-ray excess’ (G ̈udel & Naz ́e
009 ); its representative energies should therefore be very low, which 
ay be a factor in their result that X-rays are inef fecti ve dri vers of

hotoe v aporation on their own. 

 DISCUSSION:  C O O L I N G  A N D  H E AT I N G  

ROCESSES  

e have so far explored how the ability of X-rays to heat the
as sufficiently depends on their frequency and shown that only 
hose with energies of a few 100 eV can o v ercome the cooling
ncluded in our radiative transfer models. It is therefore important 
o consider more closely the impact of differences in how cooling
s treated between photoe v aporation models. To provide a baseline
omparison, we first determine the dominant cooling channels in 
ur models, before exploring the impact of the additional cooling 
hannels discussed by WG17 as differences in methodology between 
heir work and that of Owen et al. ( 2010 ): neutral sulfur, adiabatic
ooling, and molecular cooling. 

Fig. 8 shows three key cooling channels in our models – from left-
o right-hand panels: collisionally exited Lyman lines of H, CELs of
etals and recombinations – for the fiducial spectrum W. The top 

ow indicates their fractional contribution to the cooling for the Full
ooling and the bottom row for IRFLNoH. 

For the Full cooling, the wind has fairly equal contributions to
he cooling from Lyman radiation and metal CELs, with the former
ominating slightly at larger radii and vice versa. Metal CELs are
lmost entirely responsible for cooling below the wind base, while 
ecombinations play only a minor role in the wind and none below the
ase where the material is most neutral. For the IRFLNoH cooling,
he Lyman lines have been switched off and play no part in the
ooling. The metal CELs are still dominant below the base, but are
eavily suppressed in the wind region as this contribution was largely
own to optical lines, particularly those of S II . Instead, cooling in the
ind is now almost entirely dominated by recombinations, which was 

he only significant non-adiabatic cooling in this region according to 
G17 . 
This confirms that in the bulk of the wind, we expect significantly

igher levels of non-adiabatic cooling than found by WG17 in the
orm of the Lyman lines and optical CELs. This is sufficient to
xplain the cooler wind temperatures seen for the Full cooling model
nd indeed in most photoe v aporation models (e.g. Owen et al. 2012 ).
he reason WG17 do not see significant Lyman cooling is because the 
ptical depth of these lines is approximately 10 3 � τLy α � 10 5 with
scape probabilities 10 −5 → 10 −4 meaning this cooling is several 
rders of magnitude weaker if the radiation is not allowed to escape
hrough the line wings or as a result of absorption and re-radiation
n the IR by dust. 

On the other hand, at the temperatures around T Bern and below
he wind base, there is less difference between the cooling models.
his region is well described as a PDR – which are typically cooled
MNRAS 514, 535–554 (2022) 
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Figure 8. The percentage contribution to the cooling from three key processes: permitted line Lyman radiation from collisionally excited H, forbidden line 
radiation from collisionally excited metals, and recombinations in the fiducial simulations. The top row shows the Full cooling model where cooling is dominated 
by Lyman lines and metal CELs. The bottom ro w sho ws the IRFLNoH model – here Lyman lines are switched off and the Metal CELs severely suppressed, 
increasing the role of recombinations in the wind region. Note that percentages greater than 100 are recorded near the mid-plane as MOCASSIN treats dust as a 
coolant but here it can become warmer than the gas and has a net heating effect, i.e. a ne gativ e cooling contribution. 
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ainly by [O I ] 63 and [C II ] 158 μm (Tielens & Hollenbach 1985 )
and so the set of coolants considered by WG17 is appropriate

ere. 

.1 Sulfur 

nlik e previous w orks applying MOCASSIN , our models include
eutral sulfur. Within the wind itself, sulfur is mostly doubly ionized,
ith a non-negligible contribution from singly ionized sulfur but little
eutral sulfur remaining. On the other hand, below the base sulfur
s mostly singly ionized by FUV in the heated region, transitioning
o mostly neutral beyond this. The inclusion of neutral sulfur will
herefore make negligible difference to the temperatures of the wind
tself, while having the most impact wherever the disc becomes
ptically thin to FUV; the X-rays most efficient at heating this
egion and thus those most affected will be those with similar cross-
ections to FUV, i.e. with energies � 1 keV . Ho we ver, since our
esults show that X-rays (including the hard 1 keV X-rays for some
adii) are able to heat material to escape even with the inclusion of
eutral sulfur, we must conclude that it is not a critical cause for
NRAS 514, 535–554 (2022) 
he differences seen between WG17 and Owen et al. ( 2010 ). On the
ther hand, there are optical CELs of S II that are significant coolants
nd are not included by WG17 , which is one contributing factor to
heir hot wind temperatures. 

.2 Hydrodynamical cooling 

he main difference that WG17 claim in the wind region is that
diabatic e xpansion o v erwhelmingly dominates the cooling and
ffsets the photoionization heating. We have already seen how the
nclusion of optical forbidden lines and unattenuated Lyman lines
an increase the non-adiabatic cooling budget significantly, making it
ore competitive with the adiabatic contribution. Before quantifying

ow much so, it is useful to discuss what is meant by adiabatic
ooling. 

The evolution of the total energy density E = ρε = 

1 
2 ρv 2 +

u + ρ� in a static potential � is described by the energy
quation 

∂ E 

∂ t 
+ ∇ · (( E + P ) 
 v ) = ρ( � − � ) , (10) 
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Figure 9. Estimates of the significance of hydrodynamical cooling for simulation W Full. The leftmost panel shows the divergence of the velocity grid from 

WG17 with diverging flows in red and converging flows in blue. The central panel shows the hydrodynamical cooling relative to the total MOCASSIN cooling 
expressed as a percentage. The large values near the mid-plane are likely an artefact of the low cooling rates there. The rightmost panel shows an estimate of 
the ratio between the hydrodynamic and cooling (recombination) time-scales with red regions indicating shorter hydrodynamic time-scales and blue indicating 
regions where the radiative equilibrium is reasonable to assume. 
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11 While included in the calculation, thermal advection is negligible here as 
the wind region is close to isothermal. 
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or heating and cooling rates per unit mass � and � , respectively.
he corresponding equation (in conserv ati ve form) for the thermal 
nergy density ρu is 

∂ 

∂ t 
( ρu ) + ∇ · ( ρu 
 v ) = ρ

Du 

Dt 
= ρ( � − � ) − P ∇ · 
 v . (11) 

he additional term, on the right-hand side, compared to equa- 
ion ( 10 ) represents the ‘PdV’ work done on fluid element by expan-
ion in the presence of a div erging v elocity field which adiabatically
ools the gas. The energy lost from the thermal contribution is used
o accelerate the wind by pressure gradients along the streamlines. 

Ho we ver, in establishing a steady state thermal balance, we are
ore interested in the thermal evolution at a particular location: 

∂ u 

∂ t 
= ( � − � ) − ( γ − 1) u ∇ · 
 v − 
 v · ∇u. (12) 

hus, while adiabatic cooling is rele v ant for the cooling of a fluid
lement, the advection of thermal energy also plays an important role 
hen setting the thermal balance in an Eulerian sense. This thermal 
ux could potentially offset the adiabatic cooling if material flows 
rom hot to cold and should also be considered. 

In steady state, integrating equation ( 10 ) over a volume following
 streamline bundle and using mass conservation gives 

˙
 �εtot = L heat − L cool , (13) 

here �εtot is the difference between the mass-flux-weighted av- 
rage energy density at either end of the bundle. Owen et al.
 2010 ) argue that since Ṁ �εtot � 8% L X , then the advected energy is
egligible compared to L heat can assume L heat ≈ L cool . This relies on
he assumption that L heat ≈ L X , which may not be true if significant
uminosities lie at harder energies that penetrate through the wind 
ase and are absorbed at longer columns. While this result has not
een thoroughly investigated for a range of luminosities, since Ṁ is 
ypically found to scale approximately linearly with L X (Owen et al. 
011 ; Picogna et al. 2019 ) – except at the highest luminosities – then
he argument should translate. Moreo v er, in all the spectra here, L heat 

 L EUV � L X so in any case this would not affect the conclusion
trongly. 
Moreo v er, inte grating for the thermal energy density u , 

˙
 �u tot = L heat − L cool − L adiabatic . (14) 

ence, by comparison we conclude that Ṁ �εtot = Ṁ �u tot + 

 adiabatic and the advected energy is the net result of any advected
hermal energy less any adiabatic cooling. Since the wind consists 
f unbound material, and is being accelerated, it is reasonable to
ssume the dominant contribution to the advected energy is an 
ncrease in kinetic energy – since the wind ends up supersonic, this
s likely of greater magnitude than any change in thermal energy
.e. Ṁ �εtot >> Ṁ �u tot and hence L adiabatic ≈ Ṁ �εtot and probably 
hould not be significantly offset by thermal advection. 

Fig. 9 shows quantities relevant to hydrodynamical cooling for the 
 Full simulation. First, the left-most panel shows the divergence of

he velocity field ∇ · 
 v from WG17 (since we do not recalculate this
or our temperature field). Indeed, o v er most of the wind volume,
he velocity field is diverging which would result in cooling of the

aterial. It can be seen that this is particularly strong in a column
t R � 20 au – this is a result of a strong acceleration in the radial
irection. 
The net hydrodynamical cooling as a percentage of the non- 

diabatic calculation from MOCASSIN (using the temperatures and 
ooling rates of the W Full simulation) is shown in the middle panel
f Fig. 9 . We can see that correspondingly, while in most of the
olume, it can only account for around 10 per cent of the cooling
i.e. similar to the value found by Owen et al. 2010 , for material
riginating at R ≈ 20 au ) – making it a not insignificant (compared
o e.g. recombinations) but nevertheless non-dominant contribution 

adiabatic cooling is important at R � 20 au . 11 This suggests that
he cooler temperatures seen by WG17 in this region than in our
 IRFLNoH simulation are a result of additional adiabatic cooling, 
hich is strongest – at least for a mild temperature gradient – at small

adii. There are also a few hotspots where adiabatic cooling may be
MNRAS 514, 535–554 (2022) 
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mportant near the base of the wind as the material is accelerated
hrough the wind base suggesting adiabatic cooling may have some
ffect on the launching of the wind. 

As a further check, in the right-hand hand panel, we show the
atio of the hydrodynamical time-scale (estimated as |∇ · 
 v | −1 ) and
he recombination time-scale [1 . 5 × 10 9 T 0 . 8 e n −1 

e , which is usually
he longest microphysical time-scale Ferland ( 1979 ), Salz et al.
 2015 )]. Again, we see that in the bulk of the wind and base the
ydrodynamical time-scale is around an order of magnitude longer
nd we can safely assume radiative thermal equilibrium but that
ear the z -axis the hydrodynamical time-scale is shorter and the
ssumption may break down. 

It is notable that the estimates of time-scales are much more
omparable than were found by Picogna et al. ( 2019 ). On the one
and, the temperatures are a little higher here which increases
he typical velocity scale ( c S ∝ T 

0.5 ) and hence decreases the
ydrodynamical time-scale, while the recombination time-scale
ncreases as the electrons are more energetic and harder to recap-
ure. Moreo v er, the hydrodynamical time-scale is independent of
ensity, while the time-scales of two-body non-adiabatic cooling
rocesses are longer at the low densities of the EUV-driven density
rofile of WG17 compared to the higher densities in Picogna
t al.’s ( 2019 ) X-ray-driven wind (although lower X-ray luminosi-
ies may drive somewhat less dense winds in which this time-
cale is not so long and hence radiative equilibrium a less robust
ssumption). 

We conclude that the contribution from adiabatic cooling shown in
ig. 9 probably represents an upper bound; this contribution should
e less significant in the cooler, denser X-ray-driven winds which
e argue should result from the use of a softer X-ray spectrum than

hat employed by WG17 . Nevertheless, adiabatic cooling should
robably be considered further across the X-ray luminosity range,
articularly when modelling the inner wind regions and their tracers
e.g. [O I ] 6300 Å Ercolano & Owen 2016 ). 

.3 Molecules 

olecules, likely to be present in the underlying disc, are the final
issing piece of our model compared to that of WG17 or Nakatani

t al. ( 2018b ). We thus conclude our exploration of the different
ooling contributions by considering the potential consequences of
ncluding molecules on ability of X-rays to launch a wind and the
esultant wind mass-loss rates. 

In Section 3 , we showed that irradiating WG17 ’s density grids
sing MOCASSIN produced warmer temperatures below the IF and in
ection 4 that this persisted once X-rays were remo v ed entirely. This

mplies extra cooling is needed below the base to fully reproduce
G 17 : since sulfur is included in our models and adiabatic cooling

s relatively negligible in this region the best candidate is molecular
ooling: rovibrational lines of molecular species (partiularly H 2 ,
 2 O, OH) can be the dominant radiative processes just below the
ase ( WG17 ). 
By increasing the available cooling at temperatures ∼T Bern , further

ooling from molecules would affect the quantitative results of
ection 4.2 as to both (a) which X-rays can launch a wind and
b) which are most ef fecti ve at doing so. These mechanisms could
e particularly significant in the cooler outer disc or at high optical
epths to FUV, where molecular survi v al is more likely. Ho we ver,
ven at small/intermediate radii, extra cooling should reduce the
bility of 1000 eV X-ray to drive a wind somewhat (cf the Full
odels versus the IRFLNoH models) potentially even to the extent

f eliminating X-ray-driven winds entirely (as seen by WG17 ). 
NRAS 514, 535–554 (2022) 
Properly quantifying the contribution of molecules is beyond the
cope of this work, but since the additional cooling would increase
c (equation 6 ), then we can start by considering the impact of some
epresentative increases in this parameter on the column which each
-ray frequency can heat (equation 7 ) and which frequency is optimal

or launching a wind. 
Fig. 10 shows that the curve of maximum heated column versus

nergy shifts down to lower columns (and to the left, peaking at
ower energies) as εc is increased. An increase by a factor ∼8
ould be needed to prevent any X-ray from being able to heat
 higher column than our UV-only simulations to T Bern at large
adii, and an increase by � 16 would be needed to achieve this
t all radii. Moreo v er, in this limit, only very soft X-rays 200 −400
ould have any significant heating ef fect. Ho we ver, this is likely an
nderestimate of the necessary cooling since the column heated in
hese reference simulations would likely also be reduced somewhat
o wards the v alues found by WG17 . An increase in εc of more like
0 −100 × may therefore be required to prevent any single X-ray
rom heating the wind. 

Therefore to significantly affect our conclusion about the viability
f X-ray wind launching at softer energies, molecules – or any
ther additional cooling not included in MOCASSIN – would need
o contribute at least an order of magnitude more cooling than the
tomic processes here modelled. It is worth noting ho we ver, that such
n increase in εc could also be caused by a decrease in the X-ray
uminosity available to heat the wind, or the efficiency with which X-
ays are able to deposit the absorbed energy into the gas due to losses
o secondary ionization by the photoelectrons before they thermalize
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on the right-hand panel with molecular abundances depleted by 10 times from the maximal values. 
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see Section 5.4 ). Conversely, increases in these parameters would 
ake it harder for molecular cooling to prevent an X-ray heated 
ind. 
To estimate whether molecules have this potential, we provide 

stimates for the impact of molecular ro-vibrational cooling along the 
ernoulli surface from the U IRFLNoH model using the tabulations 

or H 2 , H 2 O, and CO from Neufeld & Kaufman ( 1993 ). We choose to
atch the initial molecular abundances of WG17 and in each case, we 

ssume that the wind base is optically thin and so set the optical depth
arameter to its minimal tabulated value. The calculated cooling 
ates are shown alongside those from the U Full and U IRFLNoH
imulations on the left-hand panel of Fig. 11 . The most significant
ooling typically comes from water, which under these assumptions 
an contribute more than an order of magnitude more cooling than 
he atomic processes thus suggesting a potentially important role for 
olecular cooling in the framework set out abo v e. 
Ho we ver, there are two important caveats: first, that we ignore

ny possible molecular heating. For example, FUV pumping into the 
yman and Werner bands followed by collisional de-excitation from 

he vibrationally excited states of the ground electronic state can 
esult in net heating of gas by H 2 . Secondly, in following WG17 ’s
nital molecular abundances we have made the most generous 
ssumption that all C, O, and H will be in molecules. In reality
olecular abundances are likely to be some what lo wer than this

t the base: since FUV is generally more penetrating than EUV 

r soft X-rays, the base will be optically thin to FUV which will
ead to molecular dissociation. Moreo v er, the warm upper layers 
f protoplanetary discs are frequently observed to be depleted in 
olatile molecules such as H 2 O by a couple of orders of magnitude
e.g. Du et al. 2017 ) due to freeze-out on to ice grains that settle
o the mid-plane (though such processes would also affect atomic 
oolants). The right-hand panel of 11 demonstrates that an order of
agnitude depletion in all molecular abundances near the base would 

e sufficient to make them subdominant coolants to atoms. 
A further caveat is that we have only considered molecular 

ffects in the context of a single X-ray frequency. As discussed in
ection 4.4 , when a full spectrum is considered the heated column is
omewhat less than for the most efficient frequencies. Our estimate 
hat an order-of-magnitude more cooling may be needed to prevent 
n X-ray wind may therefore be a slight o v erestimate and molecules
ay not need to prevent all X-ray energies from heating the wind.
o we ver, a moderate increase of around a factor of 4 can likely

till be tolerated, since in Section 4.4 we showed that ∼ 600 eV
ould be representative of the integrated spectrum and ef fecti ve
eating at � 600 eV is prevented for a factor of � 4 increase in
ooling. Other spectra used in the recent literature (Nomura et al.
007 ; Ercolano et al. 2021 ) are softer than those used here so the
epresentative energies are in regions that are more robust against 
eing rendered inef fecti v e by additional cooling since the y lie in
he attenuation-limited (optically thick) regime (whereas additional 
ooling progressively limits the effect of harder energies). However, 
s aforementioned, the effects of additional cooling and the X-ray 
uminosity are degenerate, so since the hardest spectra tend to be
ound for stars with the highest L X , the X-ray heating for harder
pectra has a ‘head start’ against the effects of additional molecular
ooling. 

Our simulations show hotter temperatures below the base. The 
hermal structure here is also important to determining the mass-loss
ates as it determines hydrostatic equilibrium. F or e xample, with
nly the cooling present in our simulations, one would therefore 
xpect to see the disc region puff up more, which can result in the
isc intercepting more of the driving radiation, assisting mass-loss 
ates ( WG17 ). Furthermore, the momentum flux (and hence mass-
oss rate) of the wind depends on the pressure jump across the base,
hich depends on the temperature to which the underlying material 

s heated. 
Thus, as an upper bound, molecules certainly would lead to X-

ays being able to unbind gas less dense gas (at lower columns)
han otherwise and thus decrease mass-loss rates. Moreo v er, without

olecules we likely o v erestimate the temperature/pressure on the 
nderside of the disc some what af fecting its hydrostatic structure and
omentum flux, which would lead to an o v erestimate of mass-loss

ates if we tried to infer them from our models. This is all consistent
ith the fact that WG17 ’s fiducial model has a lower mass-loss rate
MNRAS 514, 535–554 (2022) 
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han their OECA10 analog which did not include molecular cooling.
oreo v er, like WG17 and Nakatani et al. ( 2018b ), who also included
olecules, found that X-rays were not able to drive a wind, despite

heir softer spectrum that peaks at a few 100 eV . Howev er, the y do not
nclude cooling from water, which seems to be the most significant
olecular coolant if abundant. 
Altogether it is unclear whether, other than in the most generous

cenario, molecular cooling could reduce the role of X-ray enough
o result in an EUV-driven wind. A self-consistent calculation of
olecular abundances with a realistic X-ray spectrum is needed to
ore accurately determine their role in competing against X-ray

eating. 

.4 X-ray heating fraction 

n applying our explanatory model, we have set f X = 1 as is
ppropriate for a UV-heated wind. As aforementioned, the true value
ay be lower, which is likely the case at the base of an X-ray-driven
ind since X-ray heated material has low levels of ionization. Given

he de generac y noted earlier, the effect of such a lower f X can be
nderstood in exactly the same terms as any additional cooling, by
sing Fig. 10 . That fact that the explanatory model with f X = 1 still
ts the data well ho we ver, suggests this does not have a large effect
n our results. 
We note that Nakatani et al. ( 2018b ) (and also e.g. Gorti &

ollenbach 2004 ) use treat the X-ray heating by simply assuming f X 
o lie in the range 10 −40 per cent depending on the relative fractions
f atomic and molecular g as, reg ardless of levels of ionization. By
omparison to Fig. 10 , we may expect this could have a significant
ffect on the ability of X-rays to heat a wind and may contribute
alongside their inclusion of molecular cooling, their very low X-ray
o EUV luminosity ratio, and their X-ray spectrum dominated by a
ery soft excess) to the fact that they do not see a significant direct
ole for X-ray in launching a wind (note that conversely when they
ssume 100 per cent of the photoelectron energy thermalizes they do
ndeed find a more significant role for X-rays). 

 C O N C L U S I O N S  

e have explored the ability of different bands of radiation to
rive a thermal wind by irradiating the density grid of WG17 using
OCASSIN in order to probe potential systematic differences between
odels of photoe v aporati ve winds. Such systematic differences

nclude the fundamental approach to radiative transfer, the cooling
rocesses included and the nature of the irradiating spectrum We
ave further used a simple toy model of thermal equilibrium to
ationalize the results of these experiments. Here, we set out the key
ndings before summarizing what it will take to accurately determine
hotoe v aporati ve mass-loss rates. 

(i) The ability of X-rays to heat a higher column than the EUV and
ence launch an X-ray-driven wind is a strong function of frequency,
hich results from balancing the attenuation of lower frequencies

gainst the larger column o v er which higher frequencies dissipate
heir energy. The most ef fecti ve band – if one assumes the spectrum
s ef fecti v ely a delta function with a single frequenc y present – is

500 eV for typical cooling rates and luminosities; changing the
epresentativ e frequenc y to such a value would result in an X-ray
riven – rather than EUV driven – wind with mass-loss rates a few
imes higher. In total, 1000 eV X-rays as used by WG17 are mostly
nable to drive a wind (though may be marginally able to do so from
estricted radii). 
NRAS 514, 535–554 (2022) 
(ii) Moreo v er, a realistic spectrum contains a range of X-ray
nergies each contributing to heating according to the shape of the
pectrum. While the most representative band changes as a function
f column density and radius, making it difficult to pick any single
alue to use for an X-ray bin even for a given spectrum, 1000 eV is
ot a v ery representativ e energy anywhere or for any of the spectra
onsidered. 

(iii) The relative ability of different X-ray energies to drive a wind
s also dependent on the luminosity with higher X-ray luminosities
esulting in harder energies becoming ef fecti v e (at fix ed EUV
uminosity). 

(iv) Optical forbidden line radiation and Lyman α cooling mostly
perate at higher temperatures than those at which material typically
ecomes unbound, so make relatively small differences to thermal
alance where the wind is launched. Hence, our results are relatively
nsensitive to the treatment of these cooling mechanisms which varies
etween previous works. 

(v) Ho we ver, the high ∼ 3 × 10 4 K temperatures found in the wind
f WG17 are a result of missing cooling in their work, namely
he complete absence of optical forbidden line radiation and the
reatment of Lyman radiation as optically thick and non-escaping. 

(vi) Adiabatic cooling is a modest contributor to thermal balance
 v er most of the grid compared to emission-line radiation once all
uch sources are accounted for. It may be most significant in regions
f high acceleration such as in the low-density column near the z -
xis. Ho we ver, its significance w ould lik ely be lower in a cooler,
enser X-ray heated wind at least for the > 10 30 erg s −1 luminosities
onsidered here. 

(vii) Molecular cooling can be rele v ant near the temperatures at
hich material becomes unbound. This manifests in our simulations,
hich lack molecular cooling, as hotter temperatures below the
ase than found in WG17 . If generous assumptions are made about
olecular abundances, molecular cooling – particularly from water
could play an important role in reducing the maximum column

eated by X-rays and further preventing hard frequencies from
aving sufficient heating effect to launch a wind. Ho we ver, it is
ikely somewhat more challenging for it to completely invert our
onclusion that winds should be X-ray driven. 

With all this is mind, we argue that it is crucial for modelling
f thermal winds to play close attention to the choice of irradiating
pectrum. If too hard (or too soft) an X-ray band is used, its ability
o heat a column of material exceeding that heated by the EUV is
iminished and an EUV-driven wind will result. Whereas, intermedi-
te X-ray frequencies of a few 100 eV – as are, realistically, present
n the ionizing spectra of T Tauri stars – should be able to launch an
-ray-driven wind. This is likely a key origin of conflicts between

he X-ray driven photoevaporation models (e.g. Owen et al. 2012 ;
icogna et al. 2019 ) and EUV-driven models ( WG17 ). Ho we ver, a
ore appropriate choice of monochromatic frequency whose effect

s equi v alent to that of a realistic multifrequency spectrum is hard
o define as it varies with columnm, radius and X-ray luminosity;
oreo v er, the spectral shape can change as a function of stellar X-

ay luminosity (Preibisch et al. 2005 ; Ercolano et al. 2021 ). Thus,
t is not possible to capture the complete behaviour of X-ray heated
inds too well with a single X-ray frequency. 
Furthermore, the ability of radiation to launch a wind, particularly

here harder frequencies are concerned, is dependent on the ability
f photoionization heating to o v ercome the local cooling. Thus,
ccurately establishing a complete set of cooling processes and
oolant abundances rele v ant to conditions at the wind base will pro v e
ey to determining the exact range of frequencies which are able to



X-ray driving of winds 553 

o  

r  

e  

o  

l  

t

w  

(
h
r  

f
t  

e  

d
e  

w

A

W  

c  

c
o
g
a
a
S
U
t
B
s
s
O
E
f
D  

R
D
P
a
C

D

X
o
r

R

A  

A
A
A
A
B
B  

C
C

C
D
D  

D  

D
D
E
E
E
E  

E
E
E
E  

E  

F
F
F  

F  

G
G
G
G
G
G
H
H
H
H
H
K  

K
K
K
K
L  

L
M
N  

N  

N
N  

O  

O
O
P  

P
P
S  

S
S
S
S
S  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/514/1/535/6575566 by Technical U
niversity of M

unich, U
niversity Library user on 25 M

arch 2025
 v ercome this and contribute to an X-ray-driven wind. Since X-
ay-driven models so far (Owen et al. 2010, 2011 , 2012 ; Picogna
t al. 2019 , 2021 ; Ercolano et al. 2021 ) all neglect some sources
f cooling, it is likely that the true mass-loss rates are somewhat
ower than derived from those works but may be less pessimistic
han EUV-driven models would suggest. 

Finally, we note that mass-loss rates would be expected to scale 
ith the X-ray luminosity (Owen et al. 2012 ; Picogna et al. 2019 )

which usually scales with stellar mass). In this work we have 
ighlighted the importance of softer X-ray < 1000 eV and so the 
ele v ant X-ray luminosity is that emitted across the most ef fecti ve
requencies. These luminosities are around a factor of 2 lower than the 
ypically quoted values (which co v er the 500 −5000 ev range); such
ffects should be born in mind when choosing X-ray luminosities for
isc evolution modelling – as has been explored further by Ercolano 
t al. ( 2021 ) – and recognizing the correct scaling of these properties
ith stellar properties should pro v e crucial to population synthesis. 
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