
Received March 16, 2022, accepted March 30, 2022, date of publication April 4, 2022, date of current version April 15, 2022.

Digital Object Identifier 10.1109/ACCESS.2022.3164674

Tokengrid: Toward More Efficient Data Extraction
From Unstructured Documents
ARSEN YEGHIAZARYAN 1, KHACHATUR KHECHOYAN 2, GRIGOR NALBANDYAN 3,
AND SIPAN MURADYAN 4
1Department of Theoretical Physics, Yerevan Physics Institute, Yerevan 0036, Armenia
2Faculty of Mathematics and Mechanics, Yerevan State University, Yerevan 0025, Armenia
3Department of Informatics, Technical University of Munich, Münich, 80333 Bavaria, Germany
4College of Science and Engineering, American University of Armenia, Yerevan 0019, Armenia

Corresponding author: Khachatur Khechoyan (khachatur.khechoyan@portmind.com)

ABSTRACT Key information extraction from unstructured documents is a practical problem in many
industries. Machine learning models aimed at solving this problem should efficiently utilize textual, visual,
and 2D spatial layout information of the document. Grid based approaches achieve this by representing
the document as a 2D grid and feeding it to a fully convolutional encoder-decoder network that solves a
semantic instance segmentation problem. We propose a new method for the instance detection branch of that
network for the task of automatic information extraction from invoices. Our approach reduces this problem to
1D region detection. The proposed network has fewer parameters and a shorter inference times. Additionally,
we suggest a new metric for evaluating the results.

INDEX TERMS Computer vision, data extraction, document handling, machine learning, object detection,
semantic segmentation.

I. INTRODUCTION
The presence of various types of scanned business documents
in industry and international trade remains significant. They
often undergo a common procedure of extraction of key
information from them. In many cases, it is still performed
manually, which is laborious, slow, and error-prone.

The information in documents is generally organized into
various layouts. Significant amount of information is con-
veyed with the 2D relative positioning of the words, as well
as other visual cues such as grids, tables, text sizes, etc. For
a good machine learning model aimed at automating the Key
Information Extraction (KIE) task, it is crucial to make use
of the textual, visual, and spatial information contained in the
document asmuch as possible. The current work concentrates
on building a strong machine learning model for invoices, but
the method is applicable to other types of documents as well.

Invoices from different vendors can vary significantly
in their layouts and the amount of information contained.
In addition, the number of key fields in invoices is often
significantly larger than in other documents, such as checks,
passports, etc.

The associate editor coordinating the review of this manuscript and

approving it for publication was Massimo Cafaro .

In machine learning, the scanned document parsing prob-
lem is generally decoupled into two sequential phases, Opti-
cal Character Recognition (OCR) and KIE. Alternatively,
in [2] an end-to-end trainable framework was proposed to
handle the two phases in one pass. However, we employ the
common two-phase approach, and in this work we concen-
trate only on the second phase KIE problem.

Initial attempts to solve the KIE task with deep learning
were based on the Named Entity Recognition (NER)methods
of Natural Language Processing (NLP). For example, in [3],
the document was serialized into a 1D text sequence and fed
to a recurrent neural network (RNN), which was trained to
predict the IOB tags [4] of the input sequence. It is evident
that such serialization discards important 2D layout infor-
mation. To mitigate this, the 1D text in [3] was augmented
with several manually engineered features that incorporate
the spatial information of the document.

Graph Convolutional Networks (GCN) were employed
in [5] to encode the textual and spatial components of a
document. The text segments in the document were repre-
sented as graph nodes, and the spatial relationships were
encoded in the edges. After passing through several layers
of graph convolution, the text segment representations were
fed to a BiLSTM-CRF [6] module to predict the IOB tags.
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FIGURE 1. (a) A sample invoice, (b) Segmentation ground truth of the invoice colored with different colors for each tag and Line Item detection ground
truth annotated with rectangles, (c) Line Item heatmaps generated from rectangles, the heatmaps have high values at the center of the boxes and fade
out towards the box boundaries. Some information in the invoice is blurred on purpose.

However, both [5] and [3] lack the capacity to efficiently
utilize the visual modality of the data.

Grid based methods [1], [7], [9] exploit the textual and
spatial information of a document by building a grid in
which pixels are encoded using character- or token-level
embeddings. This grid is then fed to a convolutional encoder-
decoder network. The visual modality can be utilized by
concatenating the RGB channels of the document to the
input grid (e.g. [1]), or by passing the image through a
separate encoder (e.g. [9]). One-hot character encoding was
used in [1], while in [9] static word embeddings were uti-
lized. In [7] contextualized token embeddings taken from
BERT [14] model were used. The BERT model in this
case was pre-trained independently on a large unsupervised
invoice dataset.

Another approach for utilizing visual, textual, and spatial
information of documents is based on transformer [19] archi-
tecture.Methods like [16]–[18] allow cross-modal end-to-end
interaction in the unsupervised pre-training and downstream
task fine-tuning stages. To achieve this, [16], [17] modified
the regular self-attention layer of the transformer network to
include visual features as well, while [18] implemented early
and late fusions of BERT and CNN features.

In the case of invoices, in addition to token classification,
Line Item detection is also necessary (see Figure 1). This is
similar to the semantic instance segmentation problem, which
is a well-known task in computer vision. In this problem a

separate convolutional branch is generally added for instance
detection alongside the segmentation branch, as in [25], [26].
Grid based methods use fully convolutional architectures and
can include an instance detection branch in the most natu-
ral manner, compared to other mentioned methods. Below
we discuss the challenges with applying the conventional
instance detectionmethods to Line Item detection in invoices.

A. CHALLENGES
As can be seen from Figure 1, the tags in invoices can be nat-
urally separated into two groups: item-level tags (e.g., prod-
uct description, item price, unit price) and document-level
tags (e.g., invoice date, invoice number, vendor name and
address, total price). Also, we add a special ‘background’
tag that is assigned to all words that do not represent any
key information. The fully convolutional architectures used
in [1], [7] are encoder-decoder architectures with two output
branches: segmentation branch for per-pixel tag classifica-
tion, and instance detection branch for predicting Line Item
bounding boxes. The detection branch effectively performs
grouping of item-level tags and associates each item-level
field with its own Line Item. In invoices, in all cases of
practical interest, the Line Item boxes appear placed as rows,
as displayed in Figure 1. Hence, it is sufficient to predict
only the vertical boundaries of the Line Items. Based on this,
the item detection problem can be formulated as a prediction
of only the y-coordinate boundaries of the Line Item boxes,
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neglecting their width. For bounding box prediction, the grid
based methods [1], [7] use anchor box classification method
as in [10], [20]. They slide over the 2D feature map and
predict the existence and size of bounding boxes on each pixel
of the map. Considering the 1D nature of the Line Items, this
is redundant.

Another problem with Line Item bounding boxes is related
to the ambiguity in their ground truth sizes. This problemwas
also mentioned in [1]. For example, if some ‘background’
words are associated with one Line Item or another, it will
have no consequence on the correct item-level tag grouping.
This observation becomes even more relevant when dealing
with real-life invoices. It is not always clear which ‘back-
ground’ words should be included in annotated Line Item
bounding boxes and which ones should be omitted. In fact,
each Line Item bounding box may be of any size and contain
any number of ‘background’ words, as long as it includes
all relevant key item-level information. This fact makes the
Line Item anchor ground truth targets vaguely defined, and
suggests that methods other than anchor classification can be
applied to this problem. It also follows that the usual metrics
of evaluation of bounding box predictions, such as MAP or
F1 at certain IoU thresholds, can be non-optimal for this
problem.

In this work, we propose a method to replace the 2D
instance bounding box regression with 1D vertical region
detection. For this purpose, we propose two methods. The
first method is a reduction of the standard Faster RCNN-like
anchor classification [10] to ‘1D anchor’ classification
(Section II-D). The second method is a 1D heatmap pre-
diction, where we predict the probability of each vertical
coordinate of the document to be the center of a Line Item
(Section II-E). In addition, we suggest a metric for evaluating
the Line Item predictions that addresses the above-mentioned
ground truth ambiguity and better reflects the Line Item
prediction quality.

The rest of the paper is organized as follows. Section II
discusses the model architecture and the details of 1D region
detection. In Section III we present how the data is collected
and annotated. Section IV introduces new metrics for evalu-
ating Line Item detection in invoices. We present the results
of our experiments in Section V, and Section VI provides the
conclusion.

II. METHOD
In this section the model pipeline is described. First,
we describe the document representation fed into the model.
We then present the network architecture and address the
idea of working only with the height dimension in Line Item
detection task. To achieve this, we propose two methods:
classification with 1D anchors (II-D), and item heatmap pre-
diction (II-E).

A. DOCUMENT REPRESENTATION
Our work employs the grid based approach for encoding the
documents. This idea is similar to [7].

First, we apply an OCR engine to the document. Using the
OCR output, the document text can be represented as a set
of tuples D = {(tk , bk )|k = 1, . . . , n}, where tk is the kth
token in the text of the document and bk = (xk , yk ,wk , hk ) is
its bounding box in the image. Here, (xk , yk ) are the top-left
coordinates of the bounding box and (wk , hk ) are its width and
height, respectively. We can now construct the grid represen-
tation G ∈ RH×W×d of the original document with height H
and widthW :

Gij =

{
ed (tk) if (i, j) ≺ bk
0d otherwise

(i, j) ≺ bk ⇐⇒ xk ≤ i ≤ xk + wk ∧ yk ≤ j ≤ yk + hk ,

(1)

where the point (i, j) is the pixel with corresponding coor-
dinates in the document, d is the embedding dimension,
ed is the embedding function of the token, and 0d denotes an
all-zero vector of size d . We call this document representation
tokengrid. The choice of the embedding function is discussed
in the Experiments section.

B. ARCHITECTURE
Themodel architecture is similar to [1]. The network includes
an encoder and two decoders, as shown in Figure 2. One
decoder solves a semantic segmentation problem, and the
other decoder performs Line Item detection. The encoder and
segmentation decoder are the same as in [1]. Our proposed
modifications are in the Line Item detection decoder.

The input to the encoder can be a grid of character one-
hot encoding, as in [1], as well as the tokengrid G defined
in Section II-A. The encoder is a VGG-type network [21]
that downsamples the spatial dimension of the input with
stride-2 and dilated convolutions [22] and increases the num-
ber of channels.

The decoder for semantic segmentation consists of convo-
lutional blocks that reverse the downsampling of the encoder
with stride-2 transposed convolutions. After each upsam-
pling the number of channels is decreased by a factor of
two. Lateral connections with encoder features are used at
each feature map resolution. The output of the segmentation
branch is a tensor of shape (H ,W ,K + 1), where (K + 1)
represents the ‘background’ tag and K predefined tags. Soft-
max activation is used to predict the probability distribution
among the classes for each pixel.

For more details on the architecture of the encoder and
segmentation decoder refer to [1].

C. LINE ITEM DETECTION DECODER
As argued above, the Line Item detection can be reduced
from 2D bounding box detection problem to 1D vertical
region detection. First, the ground truths of Line Items are
represented as vertical regions instead of 2D boxes. This is
achieved by discarding the width dimension of the boxes.
In the network architecture the idea of dimensionality reduc-
tion is exploited by average-pooling all feature maps that
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FIGURE 2. Model architecture with Item Heatmap prediction. Semantic Segmentation decoder performs per-pixel (K+1)-wise classification (K tags and
1 ‘background’ class). Prediction of the Item Heatmap decoder is a 1D signal representing the localization of predicted Line Items.

pass through this decoder. These feature maps are converted
from the shape (H ′,W ′,C ′) to (H ′, 1,C ′) by average pooling
across the full horizontal dimension.

The first part of the architecture of the Line Item detection
decoder is similar to the segmentation decoder, with the
only difference being that the width of the feature maps is
pooled to 1. In the following subsections we present two
methods for vertical region detection on such feature maps.
The first method is a modification of the common 2D anchor
classification used in [10], [20]. The second one is a novel
approach that eliminates the need of anchor-classification-
based techniques.

D. 1D ANCHORS
The most popular object detection approach in computer
vision is the anchor-based method, which was introduced
and explained in detail in [10]. We propose modifying
this method to make it suitable for vertical region detection
objective. For this purpose, we define a set of 1D vertical
anchors of fixed lengths. The idea is the same as in [10],
but for the vertical pixels where the Line Items are local-
ized we perform a classification on this set of 1D anchors.
In addition, similar to [10], another head in the network can
perform a regression on the anchor height and its center coor-
dinate to further tune the classified anchor for the detected
object.

This method has the advantage of being similar to an
existing well-known approach. The downside is that we need
to have a set of predefined anchors for Line Items, which
have an ambiguity in their definition, as was mentioned in
Section I-A and in [1].

E. ITEM HEATMAPS
In this subsection, we introduce a novel method for vertical
region detection using 1D item heatmaps. Unlike anchor
classification, we predict the probability of each pixel being

the center of the Line Item’s vertical region. We encode this
probability with a 1D Gaussian heatmap.

For each Line Item the ground truth is constructed by
scaling the Gaussian PDF in such a way that it reaches its
maximumvalue in the center of the Line Item and goes to zero
on its boundaries. The ground truth of the Line Item detection
branch becomes a 1D array that contains values between
0 and 1 inside the Line Item regions and has 0’s outside of
those regions. Figure 1 illustrates an example of ground truth
heatmap. A similar idea was previously used in [11] for text
detection in natural images. Gaussian heatmaps were used
to encode text character region scores and character affinity
maps.

This technique requires a decoding algorithm for recon-
structing item boxes from predicted heatmaps at the inference
time. As the output is a 1D signal that contains bell-shaped
regions, we can apply signal processing techniques to find the
peaks of the signal. Each peak will correspond to the center
of one of the Line Items. After finding the centers, the next
step is to find the item boundaries, which are the tails of the
corresponding peak. For this, we can descend from the peak
in both directions until reaching a region with an increasing
or constant heatmap value. Depending on the quality of the
predictions, some signal smoothingmay help process the item
heatmaps better.

The loss term for this branch is discussed in Section II-F.
This 1D heatmap approach has the advantage of being

very flexible with respect to the locations and sizes of the
predicted regions. In addition, it does not require predefined
anchors. The necessity of an algorithm for decoding the
vertical regions from the predicted heatmap can be considered
as its disadvantage.

F. LOSS
The training loss is comprised of the following terms:

Ltotal = Lseg_CE + Lseg_DICE + α ∗ Lreg (2)
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Lseg_CE is weighted cross entropy loss where the weight of
class c is defined as:

wc =
(
Nmax
Nc

)se
(3)

where Nmax is the number of samples in the most fre-
quent class, Nc is the number of samples in class c,
and se is a smoothing exponent which is a hyperparameter
(smaller than 1).

Lseg_DICE is the dice loss [12], which is the average of
per-class dice losses. Dice loss for class c is defined as

Lseg_DICE_c = −
2
∑N

i pigi∑N
i pi +

∑N
i gi

(4)

where N is the number of pixels in the output map, pi is
the predicted probability of class c on the i-th pixel, gi is
the ground truth binary mask of class c. We found that the
addition of dice loss had a significant positive effect on
training.

Lreg is the loss of the Line Item detection branch. For
1D anchor classification this loss term is the straightforward
modification of object detection loss with 2D anchors [10],
[20]. For 1D heatmap method, the choice of this loss term
is between Mean Square Error (MSE) loss and Binary Cross
Entropy (BCE) loss between the predicted and ground truth
heatmaps. We chose the BCE loss, because it produced
slightly better results than the MSE loss.

Hyperparameter α controls the relative scale of the seg-
mentation and regression branch losses.

III. DATA
Our in-house invoice dataset consists of 8.7k scanned mul-
tilingual invoices. Each document in the dataset underwent
an initial manual labeling by one data annotator, followed
by a review by two other data annotators to clean and verify
the labels. In the initial stages of the annotation process the
labeled invoice was additionally reviewed by a data scientist.
The purpose was to capture the annotation patterns that could
hurt the model training and to redefine the annotation guide-
lines accordingly. This multistage pipeline ensured the high
quality of the dataset.

We used Fasttext Language Identification model to esti-
mate the language distribution in the dataset, . According
to it, 66% of the invoices are in English, 32% in French,
and the remaining 2% are in Italian, Spanish, German, etc.
We assigned 7k samples for training and 1.7k for the test set.
Similar to [1], we ensure that vendors from the train set do not
appear in the test set. This makes the reported metrics a good
estimate of how the model will perform on unseen invoice
layouts.

IV. EVALUATION METRICS
A. TAG PREDICTIONS
Following [1], we use a metric similar to word error rate
(WER) [13], as it reflects the amount of manual work that

is automated by our information extraction system. It is cal-
culated for each tag separately based on the entire test set by

1−
#[ insertions ]+ #[ deletions ]+ #[ modifications ]

N
(5)

where N denotes the number of occurrences of the tag in the
test set. We call this metric Tag Error Rate (TER).

Another metric of interest is the word-level F1 score for
each tag. It is easier to calculate and track during the training.
In the Experiments section we report both metrics for evalu-
ation of tag predictions.

The calculation of TER and F1 is performed at the word-
level, whereas the prediction of semantic segmentation is
pixel-level. We obtain the word-level tag prediction from its
pixel-level tag predictions by majority voting.

B. LINE ITEM PREDICTIONS
Generally, metrics such as MAP or F1 score at certain Inter-
section over Union (IoU) thresholds are used for object detec-
tion. As argued in Section I-A, these metrics do not properly
reflect the quality of Line Item predictions. The reason is that
the span of the predicted vertical region for Line Item can
vary without affecting the correct item-level tag grouping.
Therefore, the evaluation metrics of the Line Item prediction
branch should not heavily depend on region boundaries.

With this in mind, we define a new metric for Line Item
prediction and call it mean coverage. First, let us define the
coverage for a single Line Item:

Cgt,pr =
|Sgt ∩ Spred |
|Sgt ∪ Spred |

where Sgt and Spr represent the sets of words with item-level
tags inside the ground truth region and the predicted region.
It is evident that insertion of ‘background’ words in the
predicted or ground truth regions does not affect this met-
ric, since these sets do not take those words into account.
To calculate the coverage between the predicted and ground
truth boxes for a multi-item invoice, we must find a map-
ping between them. We iteratively construct the mapping M
between Ngt Line Items ground truths and Npr predictions,
by taking pairs with the highest positive coverage in each
step. All ground truth Line Items that do not have their
corresponding predictions are mapped to empty prediction ∅.
Similarly, if a prediction is not a pair for any ground truth
Line Item, we assign that prediction to empty set ∅.

We define S∅ = ∅. After that, we can define the mean
coverage (MC) score for a document with multiple Line
Items. It is simply the coverage score averaged over all Line
Items of the document,

MC =
1
|M |

∑
i∈M

Ci,M (i)

where |M | is the cardinality of the mapping, which is equal
to max(Ngt ,Npr ). The mean coverage for a dataset is the
average of the MC over all the documents in the dataset.
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Themean coverage score is intuitive, and a higherMC always
indicates better quality of Line Item predictions.

In the experiments section we use mean coverage metric
for the evaluation of Line Item prediction.

V. EXPERIMENTS AND RESULTS
In this section, we present the results of our experiments and
ablation studies. To the best of our knowledge, this is the
first time that a 1D approach is used for Line Item detection.
Additionally, there are no open-source datasets that have
annotated Line Items bounding boxes. This makes it difficult
to compare ourmethod against other papers. Hence, we report
the comparative results of the methods discussed in this paper
on our in-house dataset only.
All metrics below are the averages of five runs with different
seeds.

A. IMPLEMENTATION DETAILS
Wehave implemented themodel architecture in PyTorch. The
implementation supports both character-level one-hot input
grid (chargrid-net), as in [1], and tokengrid (tokengrid-net).
We do not use contextualized BERT embeddings, which is
a time-consuming and computationally intensive operation
at inference time. Instead, we use static token embeddings
of BERT model with ‘base’ architecture [14] trained on
multilingual corpus [24]. This produces good metrics and is
sufficient for comparative analysis of the different methods
described above.

We create tokengrid representation of invoices on the orig-
inal size of the invoice and then downsample it to a size of
336×256 using nearest neighbor interpolation. We use Adam
optimizer [15] with a weight decay of 1e-5 and initial learning
rate of 0.001, which is exponentially decayed every epoch
by a factor of 0.91. We also use spatial dropout [23], with a
probability of 0.1. For the loss parameters, we set α = 3,
and se = 0.15. We use a batch size of 4 with gradient
accumulation of four steps which is equivalent to a batch size
of 16.

B. RESULTS
First, we show the advantage of tokengrid-net over chargrid-
net (see Table 1). Both models are trained using 1D item
heatmap approach. As expected, tokengrid-net significantly
outperforms chargrid-net. In addition, concatenating both
token-level embeddings and character one-hot encodings in
the input grid does not produce better results than tokengrid
alone.

Table 2 presents a comparative analysis of models trained
with 1D anchors and item heatmap approach. As can be
seen from the table, the two models have very similar TER
and Macro F1 scores. Also, the item mean coverage metric
does not differ significantly, which means that they have a
comparable Line Item detection quality. At the same time,
we can see that the Line Item detection F1 score at the
IoU threshold of 0.5 is very different. This confirms the
argument that the F1 score for Line Item detection is not

TABLE 1. Chargrid-net vs Tokengrid-net vs combined model metrics.

TABLE 2. Tokengrid-net trained with 1D anchors vs with item heatmap
approach.

optimal because of the ambiguity of Line Item ground truth
definition.

We report the TER metrics for each tag for tokengrid-net
in Table 3. The per-tag metrics are almost the same across
the different methods discussed here, because they share the
same segmentation branch architecture.

C. ABLATION ANALYSIS
1) DICE LOSS EFFECT
Dice loss improves the segmentation metrics by 1.1% on
average, as can be seen in Table 4. Moreover, the variance
of metrics of five runs is also significantly decreased when
dice loss is used.

2) ITEM DETECTION, 1D VS 2D
In our architecture, we average-pool across the full horizon-
tal dimension in Line Item detection branch. This has the
additional benefit of reducing the number of parameters and
accelerating computation. Our best model with 1D detec-
tion has 20.5M trainable parameters overall (text embedding
parameters are not counted because they are not trained).
For this model, the detection branch has ∼1.56M train-
able parameters, compared to ∼3.62M in the 2D approach
in [1]. In terms of FLOPs, the gain is even more significant
- 0.15 GFLOPs vs 39.8 GFLOPs. Additionally, with our
proposed method, the training process speeds up by ∼20%
without affecting the metrics.

D. THINGS THAT DID NOT HELP
1) CONCATENATING DOCUMENT IMAGE
Concatenating the RGB image of the invoice to tokengrid
or chargrid representation had little to no effect on final
metrics.

2) CONCATENATING DOCUMENT LINES
Many invoices have vertical and horizontal visual lines that
make them more readable for humans. We extracted these
lines using classical image processing techniques. The con-
catenation of the grayscale image of these lines to the token-
grid had no significant effect on the metrics.
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TABLE 3. Per-tag metrics of tokengrid-net.

TABLE 4. Dice loss effect.

3) UPSAMPLING MULTI-ITEM INVOICES
Following [1], we oversampled invoices with more than three
Line Items during training. However, this did not improve our
results.

4) AUGMENTATIONS
We applied different augmentations to input documents, such
as random crops and grid distortions, but did not find them to
improve the metrics.

5) OTHER PRE-TRAINED LANGUAGE MODELS
Besides the base BERT [14] embeddings trained on [24],
we also experimented with many other pre-trained models,
both multilingual and English-French-focused (as most of
our invoice data is either in French or in English). However,
they either underperformed or produced comparable results
compared to the original choice.

VI. CONCLUSION
In this work we proposed two alternative 1D approaches
for Line Item detection in invoices. One of the methods is
a modification of common anchor-based approach, and the
other is a novel approach that uses heatmaps for region detec-
tion. The suggested methods utilize the inherent 1D nature
of Line Items and solve the issue of their bounding boxes
being vaguely defined. The proposed 1Dmethods are applied
for Line Items detection of invoice documents, but can also
be used for other 1D region detection problems. We also
presented a new metric for evaluation of Line Item detection
quality, and reported the effects of several experimental tricks
that can be useful for other similar tasks.
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