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A B S T R A C T

The amount of deployed battery energy storage systems (BESS) has been increasing steadily in recent
years. For newly commissioned systems, lithium-ion batteries have emerged as the most frequently used
technology due to their decreasing cost, high efficiency, and high cycle life. As a result of a multitude of
cell internal aging mechanisms, lithium-ion batteries are subject to degradation. The effects of degradation,
in particular decreasing capacity, increasing resistance, and safety implications, can have significant impact
on the economics of a BESS. Influenced by aging stress factors such as the state of charge, charge–discharge
rate, cycle count, and temperature, the extent of degradation is directly affected by the operating conditions.
Significant amount of literature can be found that focuses on aging aware operation of BESSs. In this review,
we provide an overview of relevant aging mechanisms as well as degradation modeling approaches, and deduce
the key aspects from the state of the art in those topics for BESS operation. Following that, we review and
categorize methods that aim to increase BESS lifetime by accounting for battery degradation effects in the
operation strategy. The literature shows that using empirical or semi-empirical degradation models as well as
the exact solution approach of mixed integer linear programming are particularly common for that purpose,
as is the method of defining aging costs for the objective function. Furthermore, through a simulation case
study, we identify the most relevant stress factors that influence degradation for the key applications of self
consumption increase, peak shaving, and frequency containment reserve.
1. Introduction

The installed capacity of BESSs has been increasing steadily over the
last years. These systems are used for a variety of stationary applica-
tions that are commonly categorized by their location in the electricity
grid into behind-the-meter, front-of-the-meter, and off-grid applica-
tions [1,2]. In behind-the-meter applications such as peak shaving or
as home storage systems, BESSs provide cost savings for the electricity
consumer. For front-of-the-meter applications, like energy arbitrage
or balancing power provision, revenue generation in the respective
energy and power markets is the primary motive for installation of a
BESS. Lastly, in off-grid/microgrid applications, BESSs combined with
renewable energy sources can be a cost competitive option over solely
relying on diesel generators [1]. For the year of 2020, the International
Energy Agency estimated the globally installed power of BESSs to
17 GW [3]. While estimates and forecasts for the currently installed
capacity and future growth vary, the agreed upon trajectory in the vast
majority of reports and studies is strongly upwards [4–6]. This growth
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in battery energy storage systems is fueled by technology advances and
cost reductions for lithium-ion cells, which are now the predominant
battery technology used for new installations [5,6].

Despite cell cost reductions, batteries remain the primary cost com-
ponent for BESSs [7]. Due to a multitude of cell internal aging mech-
anisms, lithium-ion cells are subject to degradation, which manifests
itself in capacity loss, cell resistance increase, as well as safety im-
plications. These degradation effects, most notably capacity loss, can
have a significant impact on the profitability of a BESS [8,9]. Aging
mechanisms for lithium-ion cells have received significant attention in
scientific literature, with multiple reviews available on this subject [10–
13]. It is well known and validated through cell aging studies that
the rate of degradation depends on external stress factors such as the
temperature (𝑇 ), DOC, SOC, and the Crate [14–19].

With the increasing adoption of electric vehicles (EVs), multiple
reviews can be found that focus on the effects of battery degradation
specifically for EVs [20,21]. Woody et al. compiled guidelines to extend
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Abbreviations

BESS Battery energy storage system
BP Balancing power
Crate Charge-discharge rate
DOC Depth of cycle
DP Dynamic programming
E Exact solution approaches
EA Energy arbitrage
EOL End-of-life
EV Electric vehicle
FCR Frequency containment reserve
FEC Full equivalent cycle
H Heuristics
LAMNE Loss of active material on the negative

electrode
LAMPE Loss of active material on the positive

electrode
LFP Lithium iron phosphate
LLI Loss of lithium inventory
MH Meta-heuristics
MILP Mixed integer linear programming
NCA Lithium nickel cobalt aluminum oxide
NLP Nonlinear programming
NMC Lithium nickel manganese cobalt oxide
PS Peak shaving
PSO Particle swarm optimization
PV Photovoltaic
RI Resistance increase
SCI Self consumption increase
SEI Solid electrolyte interphase
SimSES Simulation Tool for Stationary Energy Stor-

age Systems
SOC State of charge
SPM Single particle model
V2G vehicle-to-grid

he service life for lithium-ion batteries used in EVs, laptops, power-
ools, and cellphones [22]. Compared to these applications, BESSs and
heir operation have several key differentiating properties with regards
o battery degradation:

• The primary objective in most stationary BESS applications is
either a form of revenue generation, like it is the case for energy
arbitrage or balancing power provision, or cost reduction, such as
for peak shaving or home storage systems [23,24]. This provides
an incentive to directly account for the costs related to battery
degradation in the operation strategy of BESS through appropriate
models. For applications such as cellphones or EVs, there tend to
be higher availability requirements, caused by consumer needs
for telecommunication or motion, respectively [22].

• The cycle life requirements for many stationary applications
significantly exceed those of electric vehicles, especially pri-
vately used ones: For residential storage systems used for self-
consumption increase and large-scale storage systems used for
frequency containment reserve, Kucevic et al. identified a yearly
number of FECs in the range of 200 to 300 FECs per year, depend-
ing on system sizing [25]. In terms of calendar life, large-scale
BESSs are typically planned as long-term assets of up to decades,
opposed to short lived consumer goods such as cellphones and
laptops.
2

Fig. 1. Schematic overview of this contribution’s structure.

• Stationary applications have long been envisioned as a second-
life option for decommissioned batteries from EVs [26,27]. While
the future economic viability of this concept still remains un-
certain today, detailed modeling and mitigation of degradation
effects have been described as one of the key areas that re-
quire more investigation to enable the profitability of second-life
applications [28,29].

Multiple degradation modeling approaches exist to quantify the effects
of aging mechanisms and their stress factors [30–32]. These approaches
range from data-based empirical models to semi-empirical models with
physics-inspired equations, up to detailed physicochemical models,
which model individual aging mechanisms through sets of differential
equations. All of these bring their own benefits and drawbacks for usage
in BESS operation.

A significant number of individual contributions can be found on
the topic of BESS operation. The objective commonly is to determine an
economically beneficial charge–discharge schedule for one or multiple
applications of BESSs. This is done through scheduling methods that
can be categorized into exact solution approaches (e.g. mixed-integer
linear programming), heuristics (e.g. fuzzy logic) and meta-heuristics
(e.g. particle swarm optimization). A review on these methods for
BESSs has been published by Weitzel et al. in 2018 [23]. They show
that in the contributions published up until then, battery degradation
is often either neglected or simplified with constant factors. 25 out
of the 202 reviewed studies therein include degradation models [23].
However, especially in more recent years, a number of contributions
have integrated more detailed degradation models into scheduling
methods [33–38]. Applications of BESSs often overlap with those envi-
sioned for V2G and therefore employ similar scheduling methods. In
the field of V2G, Yang et al. reviewed scheduling methods with no
particular focus on battery degradation [39]. Ahmadian et al. reviewed
degradation models for V2G applications without investigating schedul-
ing methods [32]. An overview of related reviews in the field of aging
mechanisms, degradation modeling, and battery operation can be found
in Table 1.

In this comprehensive review, we bridge the gap between aging
mechanisms, their stress factors and degradation models on the one
side, as well as aging aware BESS operation on the other side. We
do so by deducing the key aspects for BESS operation from the state
of the art in aging mechanisms and degradation modeling (cf. Fig. 1).
We start by providing an overview of relevant aging mechanisms and
their stress factors for the most commonly used cell types for stationary
applications in Section 2. Following that, Section 3 focuses on relevant
degradation model types from literature. At the end of both Sections 2
and 3, we deduce the key takeaways of aging mechanisms, stress factors
and degradation models for BESS operation. Section 4 categorizes
methods for internalizing degradation effects into operation strategies
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Table 1
Selected reviews in the field of lithium-ion aging mechanisms, degradation modeling and battery operation.

Topic Reference Focus

Aging mechanisms Edge et al. (2021) [10] Aging mechanisms in lithium-ion cells
Han et al. (2019) [20] Aging mechanisms in automotive lithium-ion battery systems
Vetter et al. (2005) [12] Aging mechanisms in lithium-ion cells

Degradation modeling Li et al. (2019) [30] State of Health estimation and prediction
Reniers et al. (2019) [31] Physicochemical degradation models
Ahmadian et al. (2018) [32] Degradation models for V2G applications
Pelletier et al. (2017) [21] Degradation models for EVs

Battery operation Woody et al. (2020) [22] Strategies to limit battery degradation
Weitzel et al. (2018) [23] Scheduling methods for BESSs
Yang et al. (2015) [39] Scheduling methods for V2G
i
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based on a comprehensive review of existing literature. In addition,
we reveal the most relevant stress factors to consider for key BESS
applications through a simulation case study.

2. Aging mechanisms and stress factors

This section provides an overview of the predominant aging mech-
anisms and their stress factors for commonly used lithium-ion batteries
in BESSs.

2.1. Aging mechanisms

Lithium-ion batteries are composed of multiple layers of material
wound up or stacked into a cell enclosure [40]. The electrolyte-filled,
layered structure of a typical lithium-ion battery consists of: current
collectors, the anode and cathode active material, and a separator. Both
performance and degradation behavior are strongly influenced by the
composition of the anode active material, the cathode active material,
the electrolyte, and the resulting interactions of those materials [11,12,
20].

Aging mechanisms are commonly grouped into the following four
aging modes, based on their effect on the cell: loss of lithium inventory
(LLI), loss of active material on the positive electrode (LAMPE), loss
of active material on the negative electrode (LAMNE), and resistance
increase (RI). LLI describes the loss of lithium ions through parasitic
reactions, which can lead to a reduction of the available cell capac-
ity [10,20,41]. LAMPE or LAMNE refer to active material being no
longer available for the insertion of lithium on the cathode or anode,
respectively [10,20,41]. These aging modes lead to both capacity and
power fade. RI refers to aging mechanisms that cause an increase of
the cell resistance or impedance and thereby lead to a decrease of the
available power [10,20]. Notably, RI also leads to a reduction in usable
capacity if the charge and discharge cut-off voltage stay constant [20].
Some authors propose further modes to summarize the effects of ag-
ing mechanisms, such as loss of electrolyte [20] and stoichiometric
drift [10].

In the following, we confine ourselves to provide a short overview
of the most predominant aging mechanisms, as illustrated in Fig. 2,
and their effect on the most commonly referenced aging modes: LLI,
LAMPE, LAMNE, and RI. Furthermore, we focus on three common cell
types. That is, battery cells with graphite-based anodes and one of the
following cathode active materials: lithium nickel manganese cobalt
oxide (NMC), lithium nickel cobalt aluminum oxide (NCA) or lithium
iron phosphate (LFP).

2.1.1. Anode aging mechanisms
Growth of the solid electrolyte interphase (SEI) on the anode surface

has been identified as a key aging mechanism for capacity and power
fade [10,12]. Graphite from the anode will react with electrolyte and
lithium to form this solid passivation layer [12]. The SEI is initially
formed within the first few cycles, usually during cell formation by
the manufacturer [20]. The resulting passivation layer is aimed to be
3

ionically conducting and electrically insulting [42]. It thereby should d
allow Li ions to pass through it, while protecting the anode from
co-intercalation of solvent molecules and further decomposition of
the electrolyte [42]. However, the SEI will continue to grow over a
cell’s life cycle [13,20]. Solvent molecules may still diffuse through
existing SEI, volume change during cycling can lead to cracking and
expose additional anode surface area for SEI growth, and side reaction
products such as dissolved transition metals from the cathode or plated
lithium can form additional SEI [10]. This continued growth of the SEI
leads to the aging modes of both LLI and RI [10,20].

Volume change during cycling, solvent co-intercalation, or gas evo-
lution inside the graphite can lead to particle cracking & graphite
exfoliation [12]. This in turn can lead to electric contact loss of the ac-
tive material and thereby induce LAMNE [10,20]. If the anode material
loses contact while being lithiated, the lithium will be trapped in the
material which induces LLI in addition to LAMNE [10]. Furthermore,
additional SEI can form on the newly exposed anode surface area [10].

Lithium plating is a side reaction in which metallic lithium forms
on the anode surface instead of intercalating into it [10,12]. This can
especially occur through overcharging the cell or while charging at high
currents or low temperatures [10,12]. During rest periods and through
discharging the reaction is partially reversible, which is referred to
as lithium stripping [43,44]. On the other hand, part of the metallic
lithium may be enclosed by newly formed SEI, resulting in irreversible
LLI [43]. Notably, dendrite growth as a consequence of lithium plating
is a significant safety concern, as the dendrites can pierce the separator,
short circuit the cell, and induce thermal runaway [45].

Further aging mechanisms on the anode, which are not discussed
in detail here, include decomposition of the binder, as well as current
collector corrosion [41,46].

2.1.2. Cathode aging mechanisms
Aging mechanisms on the cathode are highly dependent on the cath-

ode material [10]. For most metal oxides, the predominant mechanisms
on the cathode side are particle cracking, structural decomposition,
transition metal dissolution, and formation of the cathode electrolyte
interface [20,47].

Same as the anode, the cathode material is subject to volume change
during charge and discharge, which can lead to particle cracking and
thereby induce LAMPE [10,41]. Also, if the cathode active material
loses contact while being lithiated, this will lead to LLI in addition to
LAMPE due to trapped lithium [10]. Structural disordering describes a
reaction in which Li+ ions exchange spots with transition metal ions
nside the lattice, which can induce LAMPE and RI [10,12,20]. Similar
o the SEI, a cathode electrolyte interface forms through reaction of
he cathode with the electrolyte. While this passivation layer is usually
hinner than the SEI, it nevertheless induces RI and LAMPE [10,20].
astly, transition metal dissolution from the cathode into the electrolyte
an lead to LAMPE as well [20,30]. The dissolved metal is known to
hen move to the anode and further accelerate SEI growth there [12].

Further reported degradation mechanisms on the cathode include
lectrolyte decomposition and loss, phase change to the lattice, binder
ecomposition, and current collector corrosion [10,46].

For NMC cathodes, transition metal dissolution and structural disor-

ering have been reported as a prime concern due to the similar radii
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Fig. 2. Schematic illustration of predominant aging mechanisms in common lithium-ion batteries with graphite based anodes and metal oxide cathodes, based on [10,12,41].
of Li+ and Ni2− [12,48]. The degradation behavior of NMC cathodes is
also influenced by their stoichiometry. To both increase energy density
and reduce cobalt usage, NMC materials with higher nickel content,
such as (NMC)-811, are receiving increased attention. This increase of
Ni in the cathode mix shows disadvantageous effects on cycle stability,
due to among other the before-mentioned cation mixing of Li+ and Ni2−

as well as increased microcrack formation of (NMC)-811 compared to
for example (NMC)-111 [11]. For lithium nickel cobalt aluminum oxide
(NCA) cathodes, particle cracking has been reported as a main concern
for cycle stability [48]. While cycle life also depends on cell design
and cycle conditions, commercial LFP cells tend to show higher cycle
stability than their NMC and NCA counterparts [49].

2.2. Aging stress factors

The aging behavior of lithium-ion cells is influenced by a multitude
of factors. In the following, we will examine those external stress
factors that can be influenced through appropriate operation strategies
for BESSs. It should be noted that production quality and cell design
parameters, such as the electrode thickness and choice of electrolyte
additives, have a significant effect on the aging behavior of lithium-
ion cells as well [20], but cannot be influenced in the operation
phase of a BESS. Furthermore, extreme stress conditions outside of
standard operating conditions can lead to catastrophic failure and
thermal runaway, such as high temperature, high charge–discharge
rates as well as overcharge and over-discharge of cells [50,51]. Such
operating conditions should be prevented by appropriate design and
battery management systems.

While the effects of aging mechanisms are commonly grouped into
the four previously introduced aging modes (i.e. LLI, LAMPE, LAMNE,
RI), a useful framework for BESS operation is the concept of calen-
dar and cyclic aging, as depicted in Fig. 3. Cyclic aging refers to
degradation effects that occur as a consequence of cycling the battery,
i.e. charging and discharging. Calendar aging describes aging effects
that occur regardless of cycling and especially during storage or idle
time.

2.2.1. Calendar aging
Calendar aging is primarily influenced by time, temperature and the

state of charge of the battery cells:

Time 𝑡: While not directly controllable during operation, side reactions
such as SEI growth and binder decomposition will progress over time
even without cycling the battery.

Temperature 𝑇 : During storage, a higher temperature will lead to
a higher reaction rate of the relevant side reactions, especially SEI
growth, and therefore accelerate cell degradation [12].

State of Charge SOC: A high SOC comes with a low anode and high
cathode potential. The low anode potential is known to accelerate SEI
4

Fig. 3. Relevant stress factors during operation of a BESS and their effect.

growth, therefore a high SOC will accelerate cell degradation [12,20].
Likewise, the high cathode potential can lead to increased transi-
tion metal dissolution due to oxidation of the lattice oxygen in NMC
cathodes [10]. A calendar aging study conducted by Keil et al. with
commercial NMC, NCA and LFP cells, all with graphite anodes, showed
the lowest capacity loss for those cells that were stored at 0% SOC
for all three cathode materials [52]. Instead of the normalized SOC,
the cell terminal voltage 𝑉cell may sometimes be used as an equivalent
stress factor in degradation models [15]. For extended storage times,
a direct relation from SOC to 𝑉cell is given through the open circuit
voltage curve.

2.2.2. Cyclic aging
Multiple stress factors impact the extent of cyclic aging: Next to

temperature, the cycling parameters charge–discharge rate Crate, av-
erage state of charge SOC, and depth of cycle DOC determine the
extent of cyclic aging. These cycling parameters are illustrated in Fig. 4.
Furthermore, the operating voltage window, determined by the charge
and discharge cut-off voltage have known impact on cyclic aging.

Full Equivalent Cycles FEC: The majority of aging mechanisms are
either directly caused or accelerated by charging and discharging the
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Fig. 4. Visualization of normalized battery cell cycling parameters: Here, an exemplary
cell is cycled at a depth of cycle DOC of 50% around an average state of charge SOC
f 45% at a charge–discharge rate Crate of 0.5 h−1. A total of two full equivalent cycles

FECs are displayed.

cell: particle cracking & graphite exfoliation, lithium plating & dendrite
growth, structural decomposition, transition metal dissolution, as well
as additional SEI growth induced by the aforementioned mechanisms.
The amount of cycling is commonly stated in full equivalent cycles
(FECs), by scaling the total charge throughput 𝑄 with the battery
apacity 𝐶batt in Ah:

= ∫

𝑡

0
|𝐼(𝑡′)| 𝑑𝑡′ (1)

EC = 𝑄
2 ∗ 𝐶batt

(2)

ere, 𝐼 is the charge–discharge current. For 𝐶batt , multiple definitions
exist, as either the nominal battery capacity at the beginning of life or
the present, degraded battery capacity may be used.

Temperature 𝑇 : Especially while charging, low temperatures can lead
o lithium plating on the graphite anode and thereby accelerate degra-
ation [12,53]. On the other hand, the additional SEI growth caused by
olume expansion, particle cracking and graphite exfoliation, as well
s transition metal dissolution are further accelerated when cycling
t high temperatures [53,54]. With low temperatures causing lithium
lating and high temperatures accelerating SEI growth and transition
etal dissolution, the temperature of a lithium-ion based BESS should

deally be neither too high nor too low [53,54]. It should be noted
hat a low operating temperature also negatively affects the available
ell capacity as well as the cell resistance and thereby energetic effi-
iency. A range of 15 to 35 ◦C is often stated for the optimal operating
emperature of lithium-ion cells [55].

harge-Discharge Rate Crate: To normalize for the battery capacity
batt , the charge–discharge rate Crate in h−1 is often given instead of

the charge–discharge current 𝐼 :

rate =
𝐼

𝐶batt
(3)

high Crate will accelerate particle cracking & graphite exfoliation as
ell as additional SEI formation [10,56]. Charging and discharging
cell for the same amount of FECs, but with a higher Crate, can

herefore accelerate capacity loss and resistance increase, as it was
hown in a cyclic aging study by Naumann et al. with LFP-graphite
ells [19]. It should be noted that a high Crate will also cause the cell to
enerate more heat and increase its temperature, making it challenging
o distinctly separate individual stress factors. In a study conducted by
arcellona et al. cells were kept in a temperature range of 20 to 30 ◦

through active cooling with Peltier cells [57]. For the investigated
ithium cobalt oxide cells with graphite anodes, the impact of the
rate on capacity loss was found to be negligible for moderate charge–
ischarge rates [57]. Especially in combination with low temperatures
r at a high SOC, lithium plating & dendrite formation on the anode
ay occur when charging with a high Crate [12]. Fast charging with
high Crate is especially required for EV and consumer electronic

pplications. During fast charging, the combination of inhomogeneous
5

emperature distribution in the cell, lithium plating risk, and mechan-
cal stress is the main concern for cell aging [58]. Notably though,
ypical stationary BESS applications require a lower Crate in both charge
nd discharge direction [25].

verage State of Charge SOC: The average state of charge SOC around
which a cell is cycled is known to influence cyclic aging as well. In
an aging study by Schmalstieg et al. NMC-graphite cells were cycled
with a fixed DOC of 10% in different SOC ranges. After normalizing
for the effects of SOC on calendar aging, the lowest cyclic aging was
found in the range of 45 to 55% SOC, at SOC = 50%, and the highest
in the range of 90 to 100% SOC, at SOC = 95%. In an experimental
study focusing on this stress factor, Gantenbein et al. attributed the
impact of SOC ranges to different stages of lithiation of the graphite
anode [59]. The graphite anode will expand in volume when charging
and retract when discharging [59,60]. Volume expansion and retraction
of the graphite anode is especially pronounced when transitioning
between these lithiation stages [60]. Cycling between lithiation stages
is therefore expected to cause increased particle fraction and formation
of new SEI [59]. The average cell terminal voltage 𝑉cell may be used to
quantify this stress factor in degradation models as well [15].

Depth of Cycle DOC: The DOC is sometimes also referred to as depth
of discharge (DOD or ΔDOD) or cycle depth in literature. It refers to the
difference in SOC levels between which a cell is cycled, as illustrated in
Fig. 4. The general tendency of higher capacity loss with higher DOC
has been attributed to increased cracking and new SEI Formation as
a consequence of volume expansion in the graphite anode, especially
when crossing the anode’s phase change regions [59,61]. While in
general a higher DOC will increase capacity loss, exceptions are found
in empirical aging studies. In a study conducted by Ecker et al. with
commercial NMC-graphite cells, the general trend showed a higher
capacity loss with increasing DOC, for the same SOC and number of
FECs [62]. An exception being that after 750 FECs, cycling between
85% and 75%, at DOC = 10%, showed less degradation than between
82.5% and 77.5%, at DOC = 5% [62]. In another aging study with
commercial LFP-graphite cells by Naumann et al. higher DOCs lead to
higher capacity loss after extended cycling as well [19]. An exception
being that for low DOCs, a capacity recovery effect was observed: After
an initial accelerated capacity loss for lower DOCs such as 10% and
20% compared to higher DOCs of 80% and 100%, part of that capacity
loss for low DOCs is regained following further cycling [19]. This effect
was later attributed to non-uniform lithium distribution after extended
shallow cycling at low DOC [63].

Charge and Discharge Cut-Off Voltage: The usable and nominal
capacity and thereby the definition of the SOC are dependent on the
set operating voltage limits of a cell, i.e. the charge and discharge cut-
off voltage. A high charge cut-off voltage can lead to over-delithiation
of the cathode material and thereby accelerate structural disordering
on the cathode [30]. Furthermore, over-lithiation of the anode can
lead to lithium plating and dendrite formation [12]. Low discharge
cut-off voltages can lead to corrosion of the anode’s copper current
collector [30]. The operating voltage window should therefore be set
such that the cells deliver a high nominal capacity while retaining
high cycle life. Juarez-Robles et al. observed more than double the
cycle life at a 20% reduction in usable capacity by limiting the man-
ufacturer’s recommended safe discharge and charge cut-off voltage
from [2.7 V, 4.2 V] to [2.9 V, 4.0 V] for a commercial NCA-graphite
cell [64]. In a similar setup of commercial cells with NCA cathodes
and graphite/silicon composite anodes, Bazlen et al. found that by
decreasing the charge cut-off voltage from 4.2 V to 4.1 V cathode aging
effects can be reduced [65]. Increasing the discharge cut-off voltage
from 2.5 V to 3.1 V, reduced anode aging, which was attributed to less
volume change of the graphite/silicon anode [65].
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Fig. 5. Schematic depiction of capacity loss and possible dominant aging mechanisms
over a cell’s life cycle for graphite anodes and metal oxide cathodes. Based on [20,66].

2.3. Key aspects of aging mechanisms and stress factors for BESS operation

The previous sections provided an overview of the relevant aging
mechanisms and their stress factors in common lithium-ion batteries
with graphite based anodes and metal oxide cathodes. The specific
degradation behavior is dependent on cell design, electrolyte additives
and the cathode material, but the primary aging mechanisms and their
stress factors remain the same across LFP, NMC and NCA.

Past studies have shown that over a cell’s life cycle the dominant
aging mechanisms vary as highlighted in Fig. 5. The initial formation
of the SEI is mostly completed during production as one of the costliest
manufacturing steps [67,68]. During the main operation phase, degra-
dation for standard operating conditions is to a large extent driven
by SEI growth combined with the cathode aging mechanisms [20,69,
70]. Once the SEI has grown extensively, a self-reinforcing process
of lithium plating may lead to rapid capacity loss [69,70]. The SEI
growth leads to a reduction of the anode’s ionic kinetics that can induce
lithium plating even during standard operating conditions. If the plated
lithium is isolated by formation of additional SEI around the lithium,
this will lead to further deterioration of the anode’s ionic kinetics and
in turn promote further lithium plating [69,70]. Extensive loss of non-
lithiated anode active material can also induce lithium plating and
thereby rapid capacity loss. This is due to over-lithiation of the anode
during charging, as the remaining anode active material may be unable
to accommodate all remaining lithium [71]. Electrolyte depletion has
been reported to cause significant loss of active material and thereby
rapid capacity loss as well after extended operation [66,72]. The onset
of this phase of rapid degradation is often referred to as an aging knee
point, with a review of possible mechanisms leading to this knee point
having been compiled by Attia et al. [73]. Notably, in a cell aging
study by Johnen et al. the phase of rapid capacity loss was followed by
another phase of slow degradation for low remaining capacity between
20% and 30% of the initial capacity [74].

Typically, the cell end-of-life (EOL) is defined before this region of
rapid degradation between 70% and 80% remaining capacity [74,75].
This range is also commonly found in manufacturer warranties [76].
Instead of a fixed figure for the remaining capacity, application specific
profitability criteria have been proposed to determine the EOL for
BESSs, which may result in a system being operated up to lower remain-
ing capacity [33,75]. It should be considered though that operating
cells with low remaining capacity can negatively affect cell safety,
especially in the presence of lithium plating [77–79].

While the specific degradation behavior is cell dependent, general
conclusions can be drawn on how to extend BESS lifetime. During idle
6

time, SOC and 𝑇 should be kept low. During charging and discharging,
Fig. 6. Classification of degradation models.

capacity loss can be reduced by keeping the temperature 𝑇 in a medium
range, by avoiding phase change regions of the anode with SOC, and
by cycling at low DOC and Crate.

3. Degradation models

Degradation models quantify the effects of aging mechanisms as a
function of a cell’s properties and usage profile. As we will show in
Section 4, most publications in the field of BESS operation investigate
capacity loss as the primary effect of battery degradation, due to its
detrimental effect on the remaining useful life and the profitability
of a BESS. We therefore focus on models that describe capacity loss.
Depending on a degradation model’s use-case, other effects may be
relevant as well such as resistance increase to quantify power fade or
the extent of cell internal lithium plating to assess safety risks.

3.1. Model types

Degradation models can loosely be categorized into empirical, semi-
empirical and physicochemical models with further sub-categorization
as shown in Fig. 6.

3.1.1. Empirical models
Empirical models are fit to cell aging data, without inherent mod-

eling of the underlying physical aging mechanisms. Varying degrees of
complexity for such models can be found.

The most simple form of an empirical model is the assumption that
battery life is limited by a total amount of usable FECs in combination
with a shelf life (e.g. 1500 FECs and 10 years). If either the total amount
of FECs or shelf life is reached, the battery is assumed to have reached
its EOL [80]. Though simple, this model does not account for any of
the stress factors from Section 2.2.

DOC dependent total FEC models account for the fact that a small
amount of cycles at high DOC tend to cause more battery degradation
than the equivalent amount of cycles at a low DOC. This type of model
has been employed by multiple authors for BESS operation [80–83].

Multi stress factor empirical models link any number of additional
stress factors to capacity loss. For example, Padmanabhan et al. used a
model that accounts for both the DOC and Crate dependence of capacity
loss [84]. Fig. 7 provides a visualization of a degradation model from
Maheshwari et al. with dependence on DOC, SOC and Crate [85].

3.1.2. Semi-empirical models
Semi-empirical models typically rely on data from cell aging studies,

in which a limited number of cells has been cycled and stored under
accelerated aging conditions. For model fitting, they use functions that
describe the underlying aging mechanisms. Multiple frequently used
models use a superposition approach of calendar and cyclic loss to de-
scribe the total capacity loss, as indicated in Eq. (4) [15–19,54,86,87].

𝑄total
loss =𝑄cal

loss(𝑡,SOC, 𝑇 ) +
cyc (4)
𝑄loss(FEC,Crate, 𝑇 ,SOC,DOC)
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Fig. 7. Multi stress factor empirical model for a NMC cell, as depicted in Maheshwari
et al. [85].

Here, 𝑄total
loss refers to the total capacity loss while 𝑄cal

loss and 𝑄cyc
loss refer

to the calendar and cyclic components of capacity loss, respectively.
Table 2 provides an overview of selected semi-empirical degradation
models.

Calendar Aging: For the calendar capacity loss 𝑄cal
loss, the selected mod-

els show a degree of uniformity: The common assumption of a square
root dependency of 𝑄cal

loss on time can be traced back to approximating
SEI growth as a diffusion limited process for graphite electrodes [56].
More general power law and logarithmic expressions are also used for
the time dependency of calendar aging by some authors [15,88]. The
Arrhenius equation describes the exponential temperature dependency
of reaction rates and is commonly referenced for modeling temperature
dependent calendar aging [18,54,89–92]. Eq. (5) shows an adapted
version of the Arrhenius equation as it can be used for fitting to aging
test data [88,93].

𝛼𝑇 = 𝛾1 ∗ 𝑒
− 𝛾2

𝑅 ∗( 1𝑇 − 1
𝑇𝑟𝑒𝑓

)
(5)

𝛼𝑇 refers to the stress factor and 𝛾1 and 𝛾2 are fitting parameters,
analogously to Table 2. 𝑅 is the gas constant and 𝑇ref the reference
temperature for data fitting.

The Tafel equation describes the overpotential of an electrochemical
reaction as a function of current density. Under the assumption that
SEI growth is driven by over-potential, multiple authors use Tafel-like
equations to describe the effect of SOC on calendar aging [54,88,91],
see Eq. (6).

𝛼SOC = 𝛾1 ∗ 𝑒
− 𝛾2∗𝐹

𝑅 ∗
𝑈a,ref −𝑈𝑎 (SOC)

𝑇ref (6)

𝛼SOC is the stress factor, 𝐹 is Faraday’s constant and 𝑈𝑎 the anode
to reference potential. Simplified exponential expressions of the above
dependency of 𝛼SOC on SOC are used in the Saraketa-Zabala et al. and
Guenther et al. models from Table 2 [16,86].

Cyclic Aging: The highlighted cyclic aging models show notably less
uniformity in both model structure and the considered stress factors
than the calendar aging models. Generally, cyclic aging models tend
to use either cumulative charge throughput 𝑄 [15,17,92] or the total
number of FECs [19,54,94] to represent battery cycling. On the other
hand, the model of Guenther et al. relies on summation after every
cycle to account for both the effect of cycling and the DOC of each
cycle [86]. While most cyclic aging models tend to consider the DOC
dependence, only some include further stress factors. Schmalstieg et al.
also accounted for the average cell voltage during cycling 𝑉cell [15].
Naumann et al. included the charge–discharge rate Crate dependency in
addition to the DOC in their model [19]. While not part of Table 2,
Schimpe et al. published a cyclic aging model that also accounts for
temperature dependence [54].
7

Smith et al. took a different approach to semi-empirical degrada-
tion modeling [95], labeled Limited Capacity in Fig. 6. Their model
computes the available remaining capacity as the minimum of lithium
inventory limited capacity, negative electrode limited capacity and
positive electrode limited capacity. All three components are then
described as physics inspired algebraic equations and fitted to aging
test data [95].

3.1.3. Physicochemical models
Physicochemical models describe cell internal degradation mech-

anisms through sets of differential equations. Compared to empirical
and semi-empirical models they are often considered computationally
expensive, but promise extrapolation outside of the experimental data
sets if parameterized accurately [88,96]. Generally, physicochemical
models focus on individual degradation mechanisms such as SEI growth
or particle cracking [31]. A detailed overview of published physico-
chemical degradation models and the considered mechanisms for each
model has been compiled by Reniers et al. [31].

As a reduced order physicochemical model, single particle mod-
els (SPMs) provide a trade-off between computational efficiency and
accuracy [97]. Under the assumption of uniform current distribution
as well as same size spherical particles in both electrodes, each elec-
trode is approximated as a single, spherical particle [97]. Ning et al.
provided a SPM to describe SEI growth at the negative electrode
under consideration of external stress factors [98]. At the core of the
degradation model, the capacity loss caused by SEI growth is described
by the current density of the solvent reduction side reaction, as shown
in Eq. (7).

𝜕𝑄SEI
loss(𝑡)
𝜕𝑡

= 𝑖s(𝑡) ∗ 𝐴n (7)

With 𝑄SEI
loss being the capacity loss caused by SEI growth, 𝑖s the side reac-

tion current density and 𝐴n the surface area of the negative electrode.
Further differential equations then describe the side reaction current
density as a function of over-potential in a Tafel-like equation [98].
Other authors use similar SPM formulations with notable examples
provided in the following [97,99]. For increased accuracy, Pinson et al.
added a one-dimensional porous electrode model to their SPM that
accounts for spatial in-homogeneity of the SEI [99]. Li et al. developed
a SPM that in addition to SEI growth considers crack propagation due to
volume change [97]. Some more complex degradation models build on
top of a modeling framework that is often referred to as the pseudo two-
dimensional (P2D) Newman model [100,101]. Aswhin et al. proposed
an SEI growth model based on the P2D Newman model [102]. Yang
et al. developed a model that in addition to SEI growth, accounts for
lithium-plating in order to represent the fast, nonlinear capacity loss
towards the EOL [70]. Similarly, the model by Keil et al. represents SEI
formation, SEI re-formation due to particle cracking, as well as lithium
plating and lithium stripping [103].

3.1.4. Filtering and machine learning methods
Filtering and machine learning methods for capacity degradation

modeling typically use online data of the system of interest. A review
of methods in this field has been compiled by Li et al. [30]. Bayesian
filters such as Kalman filters and particle filters allow to estimate
and update the fitting parameters of degradation models during the
operation phase [30,104]. Machine learning methods, such as artifi-
cial neural networks and support vector machines, rely on training
data to tune the models before being applied to online data of the
system of interest [105,106]. While filtering and machine learning
methods are frequently proposed for the online estimation of the state
of health [107] or remaining useful life of lithium-ion cells [108,109],
none of the investigated publications in the field of BESS scheduling use
such methods for degradation modeling. Especially machine learning
methods, such as neural networks, tend to not provide a direct algebraic
link between external stress factors and capacity loss, which makes
them challenging to integrate into scheduling methods.
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Table 2
Algebraic form of selected semi-empirical degradation models. 𝛼𝑖 and 𝛽𝑖 refer to the algebraic form of the calendar and cyclic stress factors, respectively. The index denotes the
specific stress factor. 𝛾𝑖 refers to a fitting parameter that is determined based on accelerated cell aging tests in the respective studies.

Schmalstieg (NMC)
[15]

Naumann (LFP)
[18,19]

Sarasketa-Zabala (LFP)
[16,17]

Guenther (generic cell)
[86]

𝑄cal
loss = 𝛼𝑇 ∗ 𝛼𝑉cell

∗ 𝑡0.75 𝛼𝑇 ∗ 𝛼SOC ∗ 𝑡0.5 𝛼𝑇 ∗ 𝛼SOC ∗ 𝑡0.5 𝛼𝑇 ∗ 𝛼SOC ∗ 𝑡0.5

𝛼𝑇 = 𝛾1 ∗ 𝑒−
𝛾2
𝑇 𝛾1 ∗ 𝑒−𝛾2∗(

1
𝑇
− 1

𝑇ref
) 𝛾1 ∗ 𝑒−

𝛾2
𝑇 𝛾1 ∗ 𝑒

𝑇−𝑇ref
𝛾2

𝛼SOC,𝑉cell
= (𝛾1 ∗ 𝑉cell − 𝛾2) 𝛾1 ∗ (SOC − 0.5)3 + 𝛾2 𝛾1 ∗ 𝑒𝛾2∗SOC 𝑒

SOC−SOCref
𝛾

𝑄cyc
loss = (𝛽𝑉cell

+ 𝛽DOC + 𝛾) ∗ 𝑄0.5 𝛽C−rate ∗ 𝛽DOC ∗ FEC0.5 𝛽DOC ∗ 𝑄𝛾 ∑𝑁
𝑛=0 𝛽DOC,n

𝛽SOC,𝑉cell
= 𝛾1 ∗ (𝑉cell − 𝛾2)2 – – –

𝛽DOC = 𝛾 ∗ DOC 𝛾1 ∗ (DOC − 0.6)3 + 𝛾2 10% ≤ DOC ≤ 50%:
𝛾1 ∗ DOC2 + 𝛾2 ∗ DOC + 𝛾3

Else: 𝛾4 ∗ 𝑒𝛾5∗DOC + 𝛾6 ∗ 𝑒𝛾7∗DOC

𝛾1 ∗ DOC3 + 𝛾2 ∗
DOC2 + 𝛾3 ∗ DOC

𝛽C−rate = – 𝛾1 ∗ Crate + 𝛾2 – –
Table 3
Assessment of different degradation model types for BESS operation.

Model type Advantages Disadvantages

Empirical • high computational
efficiency
• can include all aging
effects represented in the
data

• strong reliance on aging
data
• limited extrapolation
capacity

Semi-empirical • high computational
efficiency
• minor extrapolation
capacity

• strong reliance on aging
data

Physicochemical • high extrapolation capacity
for the modeled mechanisms

• model provides multiple
cell parameters in addition
to capacity loss

• high parameterization
effort
• computationally expensive

3.2. Key aspects of degradation models for BESS operation

Table 3 summarizes the key advantages and disadvantages of the
different degradation model types for BESS operation. Empirical models
provide no modeling of the underlying aging mechanisms and therefore
solely rely on aging data. Physicochemical models model the underly-
ing mechanisms in detail through sets of differential equation, require
less aging test data, but in exchange bring a high parameterization
effort with them. If the modeled aging mechanisms do not funda-
mentally change in the investigated time frame, a certain degree of
extrapolation capacity can be assumed outside of the validation period
with physicochemical models [88]. Semi-empirical models attempt to
offer a trade-off between both physicochemical and empirical modeling
approaches.

3.2.1. Varying stress factors and model discretization
Both empirical and semi-empirical models are typically fit to data

from cell aging studies. These studies are run with multiple cells
that are subjected to varying stress factors. While the stress factors
such as temperature or charge–discharge rate vary from cell to cell,
stress factors are usually kept constant for a given cell throughout
the duration of the study, e.g. one cell stored at 25 ◦C and others
t 35 ◦C and 45 ◦C [15,54]. Check-up tests are run after a specific
mount of time or cycles for the cells to determine the remaining
apacity and other relevant parameters such as the cell impedance.
he models are then fit to the resulting data set. Contrary to this,
utside-the-lab applications subject the cells to varying external stress
actors [25,110]. Some studies age individual cells with varying stress
actors to validate the resulting model [17–19]. This model validation
t varying stress factors is of importance, since aging mechanisms may
how path dependence, i.e. dependence on the order in which a cell has
een subjected to different calendar and cyclic stress factors [111,112].
8

Fig. 8. Qualitative depiction of deriving the virtual time and the related degradation
rate for changing from storage SOC2 to storage SOC3.

To apply a degradation model with a continuous function, such as
𝑄cal

loss = 𝛼𝑇 ∗ 𝛼SOC ∗ 𝑡0.5 from Table 2 to varying stress factors, methods
for discretization are needed in order to determine the degradation rate
for each calculation step. Multiple authors propose to determine the
present degradation rate based on the past capacity loss, rather than the
past time or energy throughput [16,18,90]. This concept is highlighted
in Fig. 8. Assume a cell has been stored at SOC2 for a specific amount
of time 𝑡′ and accrued a calendar capacity loss of 𝑄cal′

loss, see point A in
Fig. 8. The SOC is then increased to SOC3, with SOC3 > SOC2. Instead
of using the degradation rate at 𝑡′ for the following calculation time
step (point B), the higher degradation rate at 𝑡virtual is applied (point
C). The virtual time 𝑡virtual refers to the time that had needed to pass
for the cell to reach the capacity loss in point C. It is calculated by
forming the inverse of the capacity loss function, cf. Eq. (8):

𝑡virtual = 𝑄𝑐𝑎𝑙
𝑙𝑜𝑠𝑠

−1(𝑄𝑐𝑎𝑙′
𝑙𝑜𝑠𝑠,SOC2) (8)

The physical rationale behind this concept is that the SEI growth rate
is more correlated to the present thickness of the SEI, which manifests
itself in capacity loss, than to the amount of time that has passed.

The same principle can be applied to cyclic aging as well, by
calculating a virtual number of FECs or charge throughput [19]. Dis-
cretization of cyclic aging brings additional complexity though: cycle
counting. While calendar aging can be evaluated after every timestep,
computing cyclic capacity loss requires a definition of when a cycle
is completed. A full charge–discharge cycle from 0% to 100% back
to 0% SOC should be computed as one FEC at 100% DOC instead of
ten cycles at 10% DOC. Naumann et al. as well as He et al. employ
a half cycle counting algorithm in which a cycle is evaluated after
every change of charge–discharge direction [19,80]. After such a cycle
is detected, DOC and Crate are determined and the cyclic capacity
loss is calculated. Another algorithm used for cycle counting is the
rainflow-counting algorithm, which is commonly employed in material
fatigue analysis [113,114]. It sequences a data series of local maxima
and minima into cycle loops and thereby allows to identify individual

cycles, their DOC, and Crate in a SOC profile [82,115].
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3.2.2. Model requirements and examples
This section provided an overview of common degradation mod-

els and in doing so highlighted the significant variety in modeling
approaches. To use degradation models for scheduling purposes, we
identify four main requirements:

• Modeling of varying stress factors: To apply a model to real
life use cases, it should include a validated method to represent
varying stress factors.

• Modeling of application relevant stress factors: The stress
factors that are relevant for a given application, should be rep-
resented in the model. For the semi-empirical models highlighted
in Table 2, all consider the dependence of cyclic aging on DOC,
but only some the dependence on Crate and SOC.

• Validity for operation range and conditions: A degradation
model that is intended to be used for a given application should
be validated for that application’s operation range. For example,
if an application shows a large amount of cycles at low DOC
and high Crate, this should be part of the test conditions through
suitable design of experiment.

• Sufficient computational efficiency: Sufficient computational
efficiency is needed to include degradation models in common
scheduling methods.

Individual contributions can be found that aim to provide models
specifically for use in battery operation and scheduling [87,114,116,
117]. Muenzel et al. proposed a cycle life model that accounts for
the cyclic stress factors of Crate, DOC, 𝑇 , SOC and uses the rainflow
algorithm for cycle counting [114]. Shi et al. only consider DOC as
a stress factor for cyclic aging, but prove convexity of their resulting
model which is beneficial for a number of scheduling methods [116].

4. Aging aware operation

In this section, we move from degradation models to aging aware
operation strategies. The process of deriving a schedule of charge
and discharge signals for a BESS under consideration of technical
constraints and economic benefit is referred to with multiple terms
in literature: energy management [23], scheduling [39], control [37],
dispatch [118] or operation [85]. In the following, we will refer to this
general process as scheduling and provide an overview of scheduling
methods in Section 4.1. In Section 4.2 we provide a tabular review of
contributions that account for battery degradation during scheduling
and perform a taxonomy of ‘‘aging awareness methods’’, meaning
methods for how to internalize battery degradation into the scheduling
method. In Section 4.3 we investigate through time-series simula-
tions which aging stress factors are particularly relevant for selected
applications of BESSs.

Fig. 9 summarizes selected key applications of BESSs, which are
referenced again in later subsections. SCI is often a primary application
for residential storage systems and refers to increasing one’s own
consumption of self generated renewable energy, mostly photovoltaic
(PV), by charging energy into the BESS instead of feeding it into the
grid in times of excess PV generation. Since electricity costs often
exceed remuneration for feeding PV generated electricity into the grid,
a net benefit is gained by using the energy from the BESS, once the
household load exceeds PV generation again [119]. Peak shaving
(PS) means smoothing a load profile by discharging the BESS into
the load peak and thereby reducing demand charges for an industrial
electricity consumer [33]. Energy arbitrage (EA) is the process of
uying electricity at low prices and selling it at high prices on the
espective energy markets. Balancing power (BP) describes a grid
ervice in which a BESS provides its power capability to charge during
rid over-frequency and discharge during under-frequency, in order
o stabilize the electricity grid [36]. Remuneration is handled on the
espective power markets, such as the central European auction for
9

requency containment reserve (FCR) or firm frequency response (FFR)
Fig. 9. Overview of key BESS applications. Multi-use and V2G are overarching concepts
that can include BTM, FTM or microgrid applications.

Fig. 10. Non-exhaustive overview of optimization based scheduling methods and their
classification.

in the United Kingdom. Microgrid refers to applications in which a
BESS is used to form a microgrid in partial or full independence from
larger national electricity grids [82]. In multi-use applications, a BESS
is used for not one, but multiple of the aforementioned applications by
either running them sequentially one after another or in parallel [2].
Lastly, vehicle-to-grid (V2G) is the concept of using electric vehicles
to fulfill any of the aforementioned applications, including multi-use,
through controlled or bi-directional charging [120]. Further applica-
tions of BESSs include the provision of backup power, time arbitrage for
time-of-use tariffs, as well as transmission & distribution grid upgrade
deferral [1].

4.1. Scheduling methods

To operate an energy storage system as optimally as possible, sev-
eral aspects must be taken into account. In addition to the design of
the storage system and the definition of the applications to be served,
system constraints, operating expenses, degradation and efficiency have
to be considered [85]. In terms of scheduling methods, a distinction
is made between rule-based and optimized operation strategies. Rule-
based methods offer the advantage of relatively low computational
complexity, e.g. discharging a BESS during load peaks in PS operation
up to a peak shaving limit and charging it again after the load peak.
Optimization based scheduling methods, on the other hand, aim to
determine the optimum of an objective function, which is also referred
to as the fitting or reward function. Based on literature, optimized
operation strategies can be divided into three categories of algorithms:
exact solution approaches (E), heuristics (H), and meta-heuristics
(MH) (cf. Fig. 10) [23].

4.1.1. Exact solution approaches
The most common group of algorithms for optimization based BESS

scheduling is exact solution approaches [23]. As the name suggests, this
group of algorithms generally has the property of finding the optimal
solution to a given optimization problem. It includes linear, nonlinear,
and quadratic problems. Often, these standard categories also include
extensions with mixed integer problems. A mixed integer linear pro-
gramming (MILP) problem is an optimization problem that includes
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a linear objective function and linear constraints with integer as well
as continuous decision variables. Analogously, mixed integer quadratic
programming refers to a problem with a quadratic objective function
and integer as well as continuous decision variables. In addition to
the standard solution approaches for these problem types, such as the
simplex algorithm and branch and bound methods, there are decom-
position based methods, such as dynamic programming (DP), which
are especially used for sequential decisions [121]. While they allow to
find the global optimum to a problem, exact solution approaches have
the disadvantage that solving them can be computationally expensive.
Especially nonlinear programming (NLP) approaches with multiple
decision variables can be elaborate and time consuming to solve, which
can explain why the faster linear approaches are more frequent in the
field of time-series optimization and energy storage [23]. In order to in-
clude nonlinear relationships, such as efficiency curves or aging models
in a linear scheduling method, linearization approaches are commonly
used [33,85]. It should be underlined though, that linearization of
models will introduce errors and thereby decrease accuracy [122].

4.1.2. Heuristics
The second group of optimization based scheduling methods are

heuristics, which include algorithms, such as the fuzzy method, greedy
heuristic, gradient method, and reinforcement learning [23]. Compared
to exact solution approaches, heuristics are fast, but have the disadvan-
tage that they can get stuck in local optima [123]. Because of their
advantage of relatively fast computing times, heuristics are able to
bundle complex nonlinear relationships in an optimization problem. In
the work by Cao et al. the reinforcement learning method was used to
control an energy storage system during arbitrage trading, while con-
sidering battery degradation, charge–discharge efficiency, and market
price prediction [38].

4.1.3. Meta-heuristics
In contrast to heuristic approaches, meta-heuristics can be described

as heuristics that are allowed a step-wise worsening of the optimization
objective, with the intention to avoid local optima [23]. Well-known
representatives of meta-heuristics are methods such as evolutionary
approaches, swarm intelligence, and neural networks. In Engels et al.
a genetic algorithm is presented to determine the optimal scheduling
of a large-scale storage system in the German frequency containment
reserve market [36]. Comparing this algorithm with other gradient-
free global optimization algorithms, the authors found that the chosen
differential evolution method converges relatively fast towards the
optimization bounds, while allowing the co-optimization of the degra-
dation costs [36]. Other promising candidates for meta-heuristics are
swarm intelligence-based search techniques. Hossain et al. and Li et al.
used particle swarm optimization (PSO) in the context of microgrid
communities and bi-directional electric vehicles, respectively [82,120].
In both approaches, the degradation is actively considered in the fit-
ness functions of the optimization method and the degradation model
was implemented with a rain-flow algorithm to determine the energy
throughput at the mobile and stationary energy storage systems [82,
120]. Liu et al. used a electrothermal-aging model for their opti-
mization problem, that captures the nonlinear electrical, thermal, and
degradation dynamics of a lithium-ion battery and solve it using the
NSGA-II algorithm [35]. Here, it was found that the chosen genetic
algorithm is a viable candidate to determine the optimal operation
strategy, allowing the modeling of nonlinear processes as well as hard
constraints in the optimization algorithm [35].

4.1.4. Aging aware scheduling example
In general, it can be said that the more detailed the degradation

model is, the more complex it is to find a suitable scheduling method.
As the literature review shows that degradation aware scheduling
methods are largely implemented with MILP algorithms (cf. Tables 4–7
in the following subsection), an example is provided in the following.
10
Fig. 11. Exemplary dependency between SOC, Crate and the respective degradation
ost. The blue lines depict the linearization and the blue arrows illustrate the
inimization of aging costs. (For interpretation of the references to color in this figure

egend, the reader is referred to the web version of this article.)

q. (9) shows an exemplary objective function, which maximizes the
rofit P of the system while accounting for the cost of degradation
aging. In order to limit the solution space of the optimization problem,
onstraints must be defined (cf. Eqs. (10)–(12)). As shown in Eq. (10),
he cost of battery cell degradation at time step 𝑡 is composed of
he capacity loss change from calendar 𝛥𝑄cal

loss and cyclic 𝛥𝑄cyc
loss aging,

ultiplied by the specific aging cost per unit of capacity loss 𝑐aging.
urther constraints, which are not detailed here, then model how
he profit P𝑡 relates to the charge–discharge rate Crate,𝑡 in the given
pplication and how SOC𝑡 changes based on Crate,𝑡.

ax
∑

𝑡∈𝑇

(

P𝑡(Crate,𝑡) − Caging
𝑡

)

(9)

Caging
𝑡 = (𝛥𝑄cal

loss,𝑡
(

SOC𝑡
)

+𝛥𝑄cyc
loss,𝑡

(

Crate,𝑡
)

) ∗ 𝑐aging ∀𝑡 ∈ 𝑇 (10)

𝑄cal
loss,𝑡 ≥ 𝑎𝑖 ⋅ SOC𝑡 + 𝑏𝑖 ∀𝑖 ∈ 𝐼,∀𝑡 ∈ 𝑇 (11)

𝑄cyc
loss,𝑡 ≥ 𝑐𝑗 ⋅ Crate,𝑡 + 𝑑𝑗 ∀𝑗 ∈ 𝐽 ,∀𝑡 ∈ 𝑇 (12)

This generic example includes a simplified degradation model with
two calendar aging stress factors, 𝑡 and SOC, and two cyclic aging
stress factors, FEC and Crate. As discussed in Section 2.2, the usable
capacity of lithium-ion cells usually degrades faster at high SOCs.
For approximation purposes, the SOC-related stress behavior can be
mathematically described with a respective function (cf. thick black
line in Fig. 11a). To include this nonlinear degradation behavior in a
MILP, linearization techniques are required. By applying the method
of linearization, the nonlinear behavior can be step-wise linearized. As
shown in Fig. 11a, the nonlinear function is partitioned into 𝑖 ∈ 𝐼
linear functions with slope 𝑎𝑖 and 𝑦-axis intercept 𝑏𝑖 (cf. Eq. (11)).
With battery degradation cost Caging

𝑡 included as a penalty factor in
the objective function (cf. Eq. (9)), the solver will account for and
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Fig. 12. Categorization of aging awareness methods.

reduce this stress factor (cf. blue arrows in Fig. 11a) and thus avoid
higher SOC levels. Analogously, one can also apply linearizations for
the Crate in order to approximate this nonlinear stress characteristic
that leads to higher degradation costs for increased Crate values (cf.
ig. 11b). In Eq. (12), 𝑐𝑗 and 𝑑𝑗 respectively represent the slope and
-axis intercept for the set of linear functions 𝑗 ∈ 𝐽 for the Crate,𝑡 stress
actor. Note that a higher Crate,𝑡 will also lead to a larger number of
ECs for that timestep. This means that both cyclic aging stress factors,
EC and Crate, can be represented by one set of linear functions, as
llustrated by the steep increase of 𝑄cyc

loss,t in both charge and discharge
irection in Fig. 11b.

.2. Aging awareness methods

Tables 4 to 7 summarize existing publications in the field of aging
ware BESS operation. Next to the scheduling method, application,
ging model, and stress factors, the method used to account for battery
egradation in the operation strategy is highlighted. A variety of such
ethods, that we refer to as aging awareness methods, can be found

n literature and categorized as in Fig. 12. In summary, these aging
wareness methods might negatively effect short-term profitability, but
re expected increase long-term profitability by extending the BESS
ifetime.
Rule-based approach: We make the first differentiation with re-

ards to the scheduling methods themselves. Rule-based scheduling
ethods employ rule-based methods as well to limit degradation, while

ptimization based scheduling strategies provide a wider range of
ethods. As for rule-based aging awareness methods, Angenendt et al.
roposed a forecast based method [119]. Here, a residential storage
ystem is charged up only to the energy level during the day that is
orecasted to be needed at night. Thereby the average SOC and calendar
ging are reduced. A decrease in levelized cost of electricity of up to
2% is reported as a result [119].

Optimization approach: The majority of scheduling methods are
ptimization based. The target is to minimize or maximize an objective
unction through either exact solution approaches, heuristics or meta-
euristics. For those scheduling methods, aging awareness may be
nduced through constraints, through the objective function or through
oth.

n Constraints: By setting fixed constraints for the aging stress factors
n an optimization problem, the extent of degradation can be reduced.
i et al. limited the Crate through fixed constraints for the charge
nd discharge power and induce upper and lower limits for the SOC
ange [120]. Wankmuller et al. limited the SOC range to 60% of the
11

riginal battery capacity and investigate the techno-economic impact of
ifferent limits for the Crate as part of their analysis [124]. Shi et al. lim-
ted the usable SOC range to 70% of the original battery capacity [116].
t should be noted that introducing limits for the SOC in an optimization
roblem will affect the maximum DOC as well. The effects of limiting
OC in different SOC ranges were studied by Perez et al. in a multi-use
alancing power and energy arbitrage application [125]. It was found
hat for the optimal SOC range, the annual average gross revenue is
educed by 18%, but the BESS lifespan is expected to double [125].

A different kind of aging aware constraints was used by Cardoso
t al. [126]. Here, an energy throughput limit for the BESS was in-
roduced, which is calculated based on a semi-empirical aging model
ith the target lifetime and tolerable capacity loss before EOL as

nputs [126]. Notably, Cardoso et al. considered both scheduling and
ystem sizing in their optimization framework [126].

bjective Function (OF): Instead of solely relying on constraints,
he majority of investigated studies account for degradation directly
n the objective function with a penalty factor, as either a Technical
arameter (OF-T) or Economic Parameter (OF-E).

echnical Parameter (OF-T): Multi-objective approaches allow to in-
clude technical parameters in the objective function alongside eco-
nomic parameters for the profit gained in an application. Li et al.
directly optimized the sum of all cycles and half-cycles in the objective
function for the investigated V2G application [120]. Maheshwari et al.
proposed an optimization framework that includes a detailed empirical
degradation model for energy arbitrage applications [85]. They used a
multi-objective approach, in which revenue and degradation are linked
through a weighting factor that should be chosen by the operator. With
a lower weighting factor, battery degradation decreases, but so does
the short-term revenue that is gained through energy arbitrage [85].
Analogously, with the multi-objective approach by Li et al. the annual
cashflow for a residential BESS in their case study decreases from 318 e
to 312 e, but the expected lifetime increases from 12 to 15 years [127].

Economic Parameter (OF-E): A significantly larger subset of publica-
tions are using a form of economic parameter to link battery degrada-
tion with the profit that is generated from the primary applications of
the BESS. This is done by either directly assigning a monetary value to
degradation in the form of aging cost or by formulating future profit as
a function of the expected battery lifetime.

Cost Based (OF-E-C): Two definitions are especially common for aging
cost Caging, which are given in Eqs. (13) and (14).

Caging
SOH =

𝑐battery ∗ 𝐸n

1 − SOHEOL
∗ 𝛥SOH (13)

In Eq. (13), the aging cost Caging
SOH is calculated based on the specific bat-

tery cost 𝑐battery, the nominal battery capacity at the beginning of life 𝐸n
in Wh, the SOH threshold for the end of life SOHEOL and the decrease
in SOH (𝛥SOH), as proposed by multiple authors [34,36,118,122,128].
In this context, 𝑐battery is often chosen as the installation or replacement
cost for the full BESS or for just the battery cells. For SOHEOL, 70% [34]
or 80% [36,118,122,128] are typical assumptions. As in the example
from Section 4.1.4, Caging

SOH is then added to the objective function and
𝛥SOH is linked to the degradation model through constraints.

Caging
FEC =

𝑐battery ∗ 𝐸n

FECEOL
∗ 𝛥FEC (14)

In Eq. (14), the expected number of full equivalent cycles until
EOL FECEOL and the increase in full equivalent cycles 𝛥FEC are used
to calculate the aging cost Caging

FEC , as also proposed by multiple au-
thors [2,83,84,116,129]. Here, FECEOL can be constant or linked to the
degradation model, the latter often making the model nonlinear.

With such aging cost in the objective function, Englberger et al.
reported a system lifetime increase from 2.4 to 8.6 years and a prof-
itability index increase over its lifetime from 0.06 to 1.24 [2], for the

investigated multi-use application. Weitzel et al. reported a lifetime
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Table 4
Scheduling methods that are using technical parameters (OF-T) or reward based economic parameters (OF-E-R) within the objective function.

Reference Aging awareness methoda Aging model
typesb

FEC DOC Crate SOC 𝑇cyc 𝑡 SOC 𝑇cal Scheduling
method

Applications

Li [127] OF-T: Calendar capacity
loss in OF, linked to
economic benefit through
weighting factors

Semi-Empirical
[86]

× × × E: DP SCI

Maheshwari
[85]

OF-T: Cyclic capacity
loss in OF, linked to
economic benefit through
weighting factors

Empirical [94] × × × × E: MILP EA

He [80] OF-E-R: Profit
maximization based on
expected lifetime in days
times projected profit per
day

Empirical × × × E: NLP EA & BP

Abdulla
[130]

OF-E-R: Penalty factor
based on the cumulative
degradation and expected
lifetime cost savings
generated through the
BESS

Empirical [114] × × × × × E: DP SCI

Liu [35] OF-E-R: Penalty factor
based on the expected
cycles until EOL and
battery resale value

Semi-Empirical
[117]

× × × × × MH: NSGA-II V2G

aAging Awareness Method Abbreviations: Technical Parameter in Objective Function (OF-T), Cost Based Economic Parameter in Objective Function (OF-E-C), Revenue Based
Economic Parameter in Objective Function (OF-E-R).
bFor each aging model, the cyclic (FEC, DOC, Crate, SOC, 𝑇cyc) and calendar (𝑡, SOC, 𝑇cal) stress factors are marked by ‘‘×’’ if they are internalized into the listed scheduling method.
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ncrease from 6.9 to 12 years in the investigated microgrid application
y adding aging cost to the objective function [122].

As Eqs. (13) and (14) show, the assumption for the EOL criterion
ignificantly influences the aging cost and thereby the optimized oper-
tion strategy. Hou et al. investigated in more detail the affect of the
OL criterion and propose an alternative efficiency-based criterion in
heir optimization model [33].

Instead of deriving the aging cost directly from battery cost as
n Eqs. (13) and (14), Wankmuller et al. investigated the impact of
arying aging cost values through parameter variation in a MILP [124].
hey concluded that a penalty factor of 100 $ per kWh of capacity

oss leads to the highest total profit in the investigated energy arbitrage
pplication over the BESS lifetime, when assuming EOL at either 80%
emaining capacity or after 10 years of operation. It is worth pointing
ut that 100 $ per kWh of capacity loss is significantly lower than the
ommonly assumed costs for battery replacement or installation 𝑐battery
n other published aging aware operation strategies, in the range of 250
o 500 e per kWh [36,118].

evenue Based (OF-C-R): While cost based methods include some
orm of aging cost as a penalty factor, revenue based methods create

link between revenue and degradation behavior in the objective
unction. Liu et al. added the degradation dependent future resale
alue of the battery to the objective function [35]. Abdulla et al. used
umulative past savings that were generated by the BESS to determine
monetary value for capacity loss [130]. They also investigated the

nfluence of the forecasting errors on their stochastic DP. Intuitively,
he revenue generated in the application is higher with the simplified
ssumption of perfect foresight than with their multiple linear regres-
ion forecast for power demand and power generation. The lifetime
ncreases from their reference case of basic set point control (4 years
redicted lifetime) to stochastic DP (11 years predicted lifetime) was
eported to be the same though for both perfect foresight and the
ultiple linear regression forecast [130]. Lastly, He et al. multiplied

he projected daily revenue with the expected lifetime in days, based
n an empirical degradation model, as part of a nonlinear programming
pproach [80]. Here, with consideration of battery cycle life, daily
evenue decreased by 19.2%, but the expected lifetime increases from
12

.3 to 10 years [80].
.3. Application specific relevance of stress factors

In this section, the relevance of calendar and cyclic stress factors
or different applications is investigated. For that purpose, we use the
nhouse developed open-source Simulation Tool for Stationary Energy
torage Systems (SimSES) [143]. SimSES can be used to conduct time-
eries simulations for energy storage systems in various applications.

variety of battery storage technologies and peripheral components
re available. The simulation tool allows a detailed techno-economic
nalysis following the simulation. This includes an analysis of calendar
nd cyclic capacity loss, which is in focus here.

For this review, BESSs with NMC and LFP lithium-ion batteries are
imulated in the previously introduced applications FCR, SCI and PS.
he cell and aging model of the NMC type battery are based on the
ork of Schmalstieg et al. [15] and those of the LFP battery are based
n Naumann et al. [18,19] (cf. Table 2 for the degradation models).
or each application, input profiles are used: a grid frequency profile for
CR, a household load profile and a PV generation profile for SCI and an
ndustrial load profile for PS. The BESSs are dimensioned analogously
o Kucevic et al. [25]. For the power electronics, the model of an AC/DC
onverter measured by Notton et al. is used [140]. In addition, 25 ◦ C is

chosen as fixed cell temperature to ensure comparability between the
three applications, irrespective of the thermal design of each system.
The simulation parameters are summarized in Table 8.

First, we investigate the distribution of calendar and cyclic stress
factors for the three applications (FCR, SCI, PS) and their effect on
cell degradation for the two investigated degradation models (LFP
Naumann and NMC Schmalstieg): Fig. 13 shows the resulting calendar
and cyclic stress factors. FCR is characterized by an average SOC around
50% with a large amount of cycles at low DOC and Crate, following
he BESS response to the fluctuating grid frequency. In SCI, the BESS
pends a large amount of time at 100% SOC after being fully charged
y the PV system and 0% SOC after discharging all its energy to cover
he household load, once the household load exceeds PV production
gain. Compared to the other two applications, SCI requires more cycles
t a higher DOC and Crate. Lastly, in PS the BESS is fully charged in

anticipation of a possible load peak for the majority of time, while being

subjected to few cycles.
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Table 5
Scheduling methods that are using cost based economic parameters within objective function (OF-E-C) Part I.

Reference Aging awareness method Aging model
types

FEC DOC Crate SOC 𝑇cyc 𝑡 SOC 𝑇cal Scheduling
Method

Applications

Kazemi
[81]

OF-E-C: Aging cost per day
based on battery cost
divided by the expected
lifetime in days

Empirical × × E: Benders
Decomposition

EA & BP

Engels [36] OF-E-C: Aging cost based on
capacity loss times battery
cost, assuming EOL at 80%

Semi-Empirical
[15]

× × × × × × MH: Differential
Evolution
Algorithm

BP

Hesse [118] OF-E-C: Aging cost based on
capacity loss times battery
cost, assuming EOL at 80%

Semi-Empirical
[54]

× × × × E: MILP EA & BP

Weitzel
[122]

OF-E-C: Aging cost based on
capacity loss times BESS
investment cost, assuming
EOL at 80%

Semi-Empirical
[16,17]

× × × × E: MILP Microgrid

Kruger
[128]

OF-E-C: Aging cost based on
future discounted
replacement cost, assuming
EOL at 80%

Semi-Empirical
[90]

× × × × E: MILP SCI

Cao [38] OF-E-C: Aging cost based on
capacity loss times battery
cost

Semi-Empirical
[87]

× × × × × × × H: Reinforcement
Learning

EA

Cai [34] OF-E-C: Aging cost based on
capacity loss times battery
cost, assuming EOL at 70%

Physicochemicala
[131]

× × × × × E: NLP (Convex) SCI

Reniers
[37]

OF-E-C: Aging cost based on
capacity loss times different
penalty factors in e per
kWh capacity loss

x: Empirical
y: Semi-Empirical
[15]
z: Physicochemicalb

xyz yz yz z z yz yz yz E: Linear &
Nonlinear
Programming

EA

aThe physicochemical model in [34] considers SEI growth and active material loss. It is linearized and not directly embedded in the optimization problem.
bWhile the physicochemical model in [37] is dependent on all mentioned stress factors, the only aging mechanisms modeled is SEI growth.
Table 6
Scheduling methods that are using cost based economic parameters within objective function (OF-E-C) Part II.

Reference Aging awareness method Aging model
types

FEC DOC Crate SOC 𝑇cyc 𝑡 SOC 𝑇cal Scheduling
Method

Applications

Hossain [82] OF-E-C: Aging cost based on
relative amount of used
cycles times investment cost

Empirical × × MH: PSO Microgrid

Shi [83] OF-E-C: Aging cost based on
relative amount of used
cycles times replacement
cost

Empirical × × E: NLP (Convex) BP

Padmanab-
han
[84]

OF-E-C: Aging cost based on
relative amount of used
cycles times battery cost

Empirical [132] × × × E: MILP EA & BP

Kim [129] OF-E-C: Aging cost based on
relative amount of used
cycles times installation cost

Empirical [133] × × × E: DP Generic

Englberger
[2]

OF-E-C: Aging cost based on
relative amount of used
cycles times investment cost

Semi-Empirical
[15]

× (×)a (×) (×) (×) (×) E: MILP Multi-Use

Hou [33] OF-E-C: Aging cost based on
relative amount of used
cycles times investment cost,
efficiency based criterion for
EOL

Semi-Empirical
[15]

× × E: MILP PS

Zia [134] OF-E-C: Aging cost based on
investment cost, O&M cost
and battery residual value,
divided by scaling factors to
account for degradation

Empirical × × × E: NLP Microgrid

aFor stress factor entries marked with ‘‘(×)’’ instead of ‘‘×’’, the stress factors are not directly integrated into the scheduling method, but used for validation of the scheduling
results in a separate model.
𝛾

Fig. 14 shows the resulting calendar and cyclic capacity loss in the
respective applications for the LFP Naumann and NMC Schmalstieg
models after 5 years. It can be seen that the LFP model has a higher
cycle stability than the NMC model, while the NMC model shows
less calendar aging than the LFP model. In the FCR application, the
calendar capacity loss predominates for the LFP battery due to the
13
small DOCs and Crate. For the NMC battery, the calendar aging also
predominates slightly. SCI is the application with the largest cyclic
capacity loss for both models. The extremely high cyclic capacity loss
for the NMC model can be explained through the stress factor 𝛽𝑉 cell

=

1 ∗ (𝑉cell − 𝛾2)2 (cf. Table 2): in the SCI application a large amount of
FECs are conducted at high or low cell voltage, with the battery being
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Table 7
Scheduling methods that employ a rule-based aging awareness method or that are using constraints within the optimization problem.

Reference Aging awareness method Aging model
types

FEC DOC Crate SOC 𝑇cyc 𝑡 SOC 𝑇cal Scheduling
Method

Applications

Angenendt
[119]

Rule-based: Reduction of
average SOC through load
forecasting

Semi-Empirical
[135]

(×) (×) (×) (×) (×) (×) Rule-based SCI

Perez [125] In Constraints: Varying
upper and lower limits for
the usable SOC range

Empirical [136] (×) × (×) E: MILP EA & BP

Cardoso
[126]

In Constraints: Limit for
the energy throughput based
on the target lifetime and
the expected operating
temperature

Semi-Empirical
[137]

× (×) × (×) E: MILP Microgrid

Li [120] In Constraints: upper and
lower limits for SOC and
Crate
OF-T: Minimization of total
FECs

Empirical × × × MH: PSO V2G

Wankmuller
[124]

In Constraints: upper and
lower limits for SOC and
Crate
OF-E-C: Aging cost as
penalty factor with optimal
value as subject the
investigation

Empirical
[138,139]

× E: MILP EA

Shi [116] In Constraints: upper and
lower limits for SOC
OF-E-C: Aging cost as
penalty factor based on
battery cost and cycles until
EOL

Empirical × × E: NLP (Convex) Multi-Use
Fig. 13. Distribution and averages of calendar and cyclic stress factors for the three investigated applications (1 year simulation): frequency containment reserve (FCR - top), self
onsumption increase (SCI - mid), and peak shaving (PS - bottom), based on a one year simulation with the NMC Schmalstieg [15] model at 60 s timesteps. The left two columns
orange) show the frequency of the calendar stress factors, the mid two columns the frequency of the cyclic stress factors (light blue) and the right two columns (dark blue) show
he amount of FECs conducted with the cyclic stress factors. Note the logarithmic y-axis for the left four columns of plots. (For interpretation of the references to color in this
igure legend, the reader is referred to the web version of this article.)
ither empty or full the majority of time, leading to high values for this
tress factor with 𝛾2 = 3.725 V. Lastly, for the PS application, calendar
apacity loss dominates for both models due to the high average SOC
𝑉cell and low amount of FECs.

Often, only a subset of all stress factors are tested in an aging study
cf. Table 2). For example, Schmalstieg et al. cycled all cells at Crate of
h−1 [15]. While the model by Naumann et al. includes variations in

rate, it does not account for the cyclic stress factor of SOC [19]. An
even smaller subset of stress factors is considered in most scheduling
methods (cf. Tables 4–7). In order to give an estimate of the expected
modeling errors due to neglect of individual stress factors in the cell
aging study or scheduling method, a series of case studies is conducted
14
hereafter: As a reference case, the NMC Schmalstieg and LFP Naumann
models are simulated with all stress factors for FCR, SCI and PS over
five years. In the second case, simulations are carried out where for
each run one of the stress factors is set to a fixed value that is typically
used in an aging study if the dependence of that stress factor is not
explicitly modeled. The other stress factors are explicitly calculated as
per the aging models. Here, we assume for the LFP Naumann model a
DOC of 5%, a Crate of 1 h−1 and a SOC of 50%. For the NMC Schmalstieg
model, we assume a DOC of 5% as well as a 𝑉cell and 𝑉cell of 3.7136 V,
which equals a SOC of 50% as per its open circuit voltage curve. This
scenario is referred to as ‘‘typical in aging study’’ in the following. In
the third case, in each simulation an average value for the respective
stress factor is assumed, in order to elaborate if doing so is a valid
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Table 8
Application-specific data and profiles for the case study.

Application FCR SCI PS

Storage capacity 1.6 MWh 5 kWh 100 kWh
Rated power 1.6 MW 5 kW 40 kW
AC/DC Conv. Notton [140] Notton [140] Notton [140]
Profiles (1 year) Frequency profile

[141]
PV profile [25],
household load
profile (profile 28
in [142])

Industry load
profile (cluster 2
in [25])

Cell/Degradation
Models

3 Ah LFP/Naumann et al. [18,19]
2.15 Ah NMC/Schmalstieg et al. [15]

Fig. 14. Capacity loss over five years of the LFP Naumann model (left) and the
MC Schmalstieg model (right) in the BESS applications frequency containment reserve

FCR), self consumption increase (SCI) and peak shaving (PS), split into calendar and
yclic capacity loss. This case is the ‘‘standard aging model’’ in the following figures.

ption over internalizing each stress factor into a scheduling method.
his case is referred to as ‘‘average in application’’ in the following.
he average values are determined based on one year simulations,
nalogously to Fig. 13, e.g. 7.1% for the DOC in the SCI application
ith the NMC Schmalstieg model. The results of the capacity loss for

he BESS with the LFP Naumann model in the use cases for the SCI
pplication are shown in Fig. 15. An example: in Fig. 15b, calculating
he cyclic capacity loss using a constant Crate of 1 h−1 (scenario T-Crate)

leads to an overestimation of the cyclic capacity loss, while the usage
of the average Crate in this application replicates the real cyclic capacity
loss well (scenario A-Crate).

In the following, we analyze the deviations of the cases from the
standard aging model calculation for the LFP Naumann and NMC
Schmalstieg models in the three applications (cf. Fig. 16).

In the FCR application with many small cycles around an SOC of
about 50%, the assumption of typical values from aging studies or
application specific averages for the SOC or 𝑉cell only lead to minor
deviations compared to the use of the respective exact values from the
reference case. The assumption of fixed values for the Crate and DOC
leads to slight deviations, which, however, are in the range of less than
one percentage point.

The SCI application shows the greatest deviations overall. The val-
ues of the stress factors are widely scattered in this application: The
BESS sees time-of-day and seasonal variations in SOC and very small,
as well as very large, DOCs. In addition, SOCs and DOCs are also very
dependent on the dimensioning of the PV system, the BESS, and the
load curve. The largest deviations in the results are found when the
average or typical value for the DOC or the typical value for the Crate
are used instead of the exact values. This is mainly due to the large
variation in DOC in this application.

A BESS in PS application is often in the high SOC range and runs
few cycles. As a result, calendar aging is particularly relevant in this
application (see Fig. 14). If a fixed SOC of 50% or the corresponding
15
Fig. 15. Calendar capacity loss (a) and cyclic capacity loss (b) for a BESS with the
LFP Naumann model in the SCI application over 5 years. The green curves show the
results when using typical values from aging studies for the stress factors (SOC = 50%,
Crate = 1 h−1 and DOC = 5%). The orange curves show the results when using the
application-specific averages (SOC = 26.78%, Crate = 0.0951 h−1 and DOC = 6.87%). (For
interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

𝑉cell is used here, this leads to large deviations in the capacity loss
results. In contrast, using the PS average SOC of around 98% leads to
very small deviations, as the SOC of the BESS is often in this range.
Average or typical values can also be used for the Crate and DOC,
but this leads to small deviations, especially for the NMC Schmalstieg
model.

Overall, the evaluation and variation of the stress factors in the
applications shows that (a) in FCR, the use of average values for the
stress factors leads to only small deviations, attention should be paid
though to the low DOC and Crate when selecting a degradation model;
(b) in SCI, DOC and Crate are especially relevant; (c) in PS, SOC is the
most relevant stress factor, but due to the small variation in operation,
an average value may be used without major deviations in the resulting
capacity loss.

5. Summary and outlook

This contribution summarizes aging mechanisms, aging stress fac-
tors, and degradation modeling approaches for common lithium-ion
cell types that are used in BESSs. Furthermore, we review and cate-
gorize methods that aim to increase BESS lifetime by accounting for
battery degradation effects in the operation strategy. SEI growth on
the anode alongside multiple cathode aging mechanisms are the pre-
dominant aging mechanisms during the main operation phase. Towards
the EOL, cells often show rapid capacity loss, which can be caused
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Fig. 16. Spider diagrams of the relative capacity loss for varying the different stress
factor scenarios in the applications frequency containment reserve (a), self consumption
increase (b) and peak shaving (c). The relative capacity loss is shown after 5 years of
simulation time. The top three categories represent the LFP stress factors, the bottom
three categories represent the NMC ones. The diagrams show the relative capacity loss
using the reference aging model (blue), using typical values from aging studies (green)
and using the average values for each application (orange). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

by lithium plating or electrolyte depletion. Since the extend of aging
depends on external calendar and cyclic stress factors, the degradation
behavior can be directly influenced through the operation strategy.
16
To quantify the resulting capacity loss, empirical, semi-empirical,
and physicochemical modeling approaches exist. Present publications
in the field of BESS scheduling primarily rely on empirical and semi-
empirical modeling approaches, that usually include only a subset of
the calendar and cyclic stress factors.

To determine an optimal operation strategy, different scheduling
method find use: exact solution approaches, heuristics, and meta-
heuristics. The exact solution approach of mixed integer linear pro-
gramming is particularly frequently used in existing publications. The
approaches that are used to account for battery degradation in the
scheduling method can be categorized into different aging awareness
methods. Most publications rely on a cost based penalty factor for
battery degradation, i.e. ‘‘aging cost’’, that is linked to the economic
profit from the BESS application as part of the objective function. The
case study in Section 4.3 highlights the difference in aging stress factors
for key applications of BESSs and shows the importance of making
sure that the key stress factors of an application are represented in the
degradation model and considered in the scheduling method.

A number of challenges in the field aging aware operation of BESSs
remain open and provide opportunity for future research:

• The degradation models that are used for BESS operation usually
do not consider the rapid capacity decrease and change in dom-
inant aging mechanisms towards the EOL. Adapting the charge
and discharge cut-off voltage or limiting the Crate further towards
the EOL may enable further extension of BESS lifetime.

• Machine learning and filtering methods provide an opportunity to
improve aging aware operation strategies over the BESS lifetime.
This may be done by adapting the degradation models that are
used for scheduling based on field data.

• Capacity loss is usually modeled as part of the scheduling method
as the primary effect of battery degradation. Accounting for the
resistance increase as well may lead to performance improve-
ments.

• While uncertainty in forecasts for price, load, or PV production
are considered in some contributions and addressed through
methods such as stochastic programming, the uncertainty in
degradation modeling is not considered. Accounting for degrada-
tion modeling uncertainty may lead to different optimal strategies
for risk-seeking and risk-averse BESS operators.

• Aging costs are often chosen based on the battery installation or
replacement cost, to link the short-term scheduling problem to
long-term degradation effects. Depending on the system opera-
tor’s objective (e.g. maximum profit until EOL at 80% remaining
capacity, maximum profit in the next five years, or maximum
profit with system replacements for the indefinite future), a dif-
ferent definition of aging cost may lead to the actual optimal
long-term result.

Finally, field data from the increasingly growing and aging fleet of
globally installed BESSs is likely to lead to further insights into aging
aware operation.
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