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Abstract

Sequential recommendation systems are created to predict the next item a user will likely

interact with using temporal patterns and contextual information learned from historical

user-item interactions. This study evaluates a Dynamic Graph Neural Network for Se-

quential Recommendation (DGSR) framework that attempts to effectively model user

preferences to predict the next BIM command.

The proposed method first trains a DGSR model on existing user-command interactions

to generate embeddings that capture sequential and structural information. For new,

unseen users, a similarity-based weighted average aggregation is introduced to transfer

embeddings from the pretrained user nodes to the new nodes based on their initial

interactions. These aggregated embeddings are used to infer new user predictions. The

model is then partially retrained to boost the new users’ representations.

This hybrid approach combines the strengths of pretrained embeddings with adaptive

retraining, effectively bridging the gap between transductive methods and production

environments. Evaluations on a BIM log file dataset show the model’s ability to predict

the next user commands. The findings have shown the potential of dynamic graph-based

recommendation systems in niche domains, providing a robust solution for sequential

prediction tasks.
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Zusammenfassung

Sequentielle Empfehlungssysteme werden erstellt, um das nächste Element vorherzusagen,

mit dem ein Benutzer wahrscheinlich interagieren wird, indem zeitliche Muster und kon-

textuelle Informationen aus historischen Benutzer-Element-Interaktionen gelernt werden.

Diese Studie evaluiert ein Dynamic Graph Neural Network for Sequential Recommenda-

tion (DGSR) Framework, das versucht, Benutzerpräferenzen effektiv zu modellieren, um

den nächsten BIM-Befehl vorherzusagen.

Die vorgeschlagene Methode trainiert zunächst ein DGSR-Modell auf bestehenden

Benutzer-Befehls-Interaktionen, um Einbettungen zu generieren, die sequenzielle und

strukturelle Informationen erfassen. Für neue, unbekannte Benutzer wird eine auf Ähn-

lichkeit basierende gewichtete Durchschnittsaggregation eingeführt, um Einbettungen von

den vortrainierten Benutzerknoten auf die neuen Knoten zu übertragen, die auf ihren ur-

sprünglichen Interaktionen basieren. Diese aggregierten Einbettungen werden verwendet,

um neue Benutzerprognosen abzuleiten. Das Modell wird dann teilweise neu trainiert, um

die Repräsentationen der neuen Benutzer zu verbessern.

Dieser hybride Ansatz kombiniert die Stärken von vortrainierten Einbettungen mit adap-

tivem Retraining und überbrückt so effektiv die Lücke zwischen transduktiven Methoden

und Produktionsumgebungen. Auswertungen eines BIM-Logfile-Datensatzes zeigen, dass

das Modell in der Lage ist, die nächsten Benutzerbefehle vorherzusagen. Die Ergebnisse

haben das Potenzial dynamischer graphbasierter Empfehlungssysteme in Nischendomä-

nen aufgezeigt, die eine robuste Lösung für sequenzielle Vorhersageaufgaben bieten.
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Chapter 1

Introduction

1.1 Background

Approximately two decades ago, construction projects were designed using Computer-

Aided Design (CAD) software instead of traditional drafting tools, such as rulers and

pencils. This transition resulted in higher precision and faster generation of drawings.

CAD software allowed designers to assign objects to groups and layers, which facilitated

coordination among project stakeholders (RUSSEL and ELGER, 2008). Although the

utilization of CAD tools produced drawings much faster and more efficiently, it was still slow

because an engineer had to draw one drawing at a time. In addition, any small change to

any part had to be manually applied in all drawings in which this part appears (RADNIA,

2021). Furthermore, integrating drawings from different disciplines using CAD software

was challenging and prone to significant errors (BORRMANN et al., 2018).

To overcome this limitation, the Architecture, Engineering, and Construction (AEC) industry

has begun to adopt Building Information Modeling (BIM) from the design phase until

monitoring and facility management. BIM is typically defined as the process of creating,

utilizing, and managing digital representations across the whole life cycle of a project.

BIM software facilitates the continuous changes that usually occur in the design and

planning phase without causing significant data losses. One of the principal advantages

of BIM over CAD is the automatic updating of two-dimensional drawings in response to

any change in the three-dimensional model. By leveraging computer technology, BIM

enables the storage, maintenance, and exchange of information through detailed digital

representations (BORRMANN et al., 2018).

That’s why there has been a huge transition from CAD to BIM in recent years. Although

several countries have adopted BIM for more than 15 years, like the USA, BIM is not

yet established in the entire industry in Germany. It has been gradually introduced in
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1.1. Background

infrastructure projects in Germany since 2020, as shown in Figure 1.1. Many public and

private owners either demand BIM or have already adopted it for several years, such as

Siemens Real Estate, which published its own BIM Standard Vision in 2017. In addition, a

survey conducted in 2021 revealed that 46% of BIM users in Germany apply BIM to 50%

or more of their projects. It is anticipated that the number of BIM users will increase to

64% within two or three years. Approximately three-quarters of German BIM users are

designers (including architects, engineers, and consultants), whereas about one-quarter

are contractors (JONES & LAQUIDARA-CARR, 2021). The results of the survey demonstrate

that the majority of instances of adoption occur during the design phase.

Figure 1.1: Phased introduction of BIM in Germany (BUNDESMINISTERIUM FÜR VERKEHR

UND DIGITALE INFRASTRUKTUR, 2015)

BIM helps designers create semantically enriched and digital multi-dimensional models

with parametric objects using object-oriented modeling software (e.g., Revit, Vectorworks,

Archicad). During the design process, designers and engineers carry out repetitive and

mechanical tasks that must be done manually and are laborious and time-consuming. With

mechanical tasks comes lots of errors and rework. According to (OYEWOBI & OGUNSEMI,

2010), rework is "the waste or redundant part of a project that has become part of the

construction process." During the design phase, architects and engineers dedicate most

of their time to implementing modifications or rectifying errors that arise. This leads to 25%

of cost overruns and 70% of schedule delays (ANDREW SHING-TAO CHANG, 2002). This

renders the AEC industry one of the industries with the least efficiency and productivity

(FULFORD & STANDING, 2014).
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Furthermore, the impact of natural forms on architectural design has prompted a transition

from Euclidean geometry to free-form, non-linear shapes (BREBBIA & COLLINS, 2004).

This has introduced an additional layer of complexity to the modeling process, with different

building elements transitioning from standard shapes such as squares and circles to more

intricate shapes. As a result, designers are required to possess a high level of proficiency

in utilizing the full range of tools available in a BIM software package, which is, in turn,

continuously updated with new tools. Although their original goal is to facilitate the modeling

process, they require the modeler to always be updated with newly released tools. This

introduces further complexity to the modeling process, which requires a time-consuming

and financially burdensome regular training for designers and engineers.

Aligning with (VAN DER AALST, 2016) description of a process, BIM modeling consists of

several cases, each of which is formed by a series of events that share typical attributes,

including timestamp, activity, actor, and others. When designers or modelers encounter

an issue during modeling, they retrieve past knowledge and experiences, either online,

in older projects, or from more experienced colleagues. However, given the structure

of the design process and the division of work among multiple designers, it would be

unproductive for a designer to consistently seek assistance from a colleague. This

highlights the necessity of leveraging the capabilities of BIM as a central repository for

design information. It automatically saves comprehensive records of all users’ modeling

activities with timestamps, designer-software interactions, and system information into

the expanding volumes of design event logs (PAN & ZHANG, 2020a). Event logs are

characterized by several attributes. They are sequential in nature, with recorded events

following a specific order. They are typically goal-oriented and belong to a specific

functional context.

Furthermore, they change over time due to various factors, including business needs

and technological advances (VAN DER AALST, 2016). In other words, event logs are

semantically rich data gathered automatically without human intervention (PAN, 2021).

They are suitable sources for process mining, whereby all modelers’ historical knowledge

and experience base are recorded.

Design logs, which capture detailed process-specific information to continuously monitor

modeling activities, are also analogous to web server logs, which automatically record the

4
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sequence of user activities. Various data mining techniques have been applied to web

server logs to reveal hidden information about users’ navigational behavior, a field known

as web usage mining. For instance, by anticipating a user’s perspective request or action

through analyzing weblogs, recommendation systems, and tailored web content can be

developed to align with users’ preferences and enhance their experience (SRIVASTAVA

et al., 2000).

Another comparable domain is e-commerce. Despite the widespread and rapid growth

of e-commerce sales, the online conversion rates rarely exceed 5% (EMARKETER, 2014).

Online business stakeholders have always struggled to convert a shopping filled with items

into actual sales (EMARKETER, 2014). That’s why tracking customers’ behavioral aspects

is one of the primary advantages of online businesses. Collecting and mining this data and

the later application of recommender systems helped revolutionize this field. Research

from McKinsey & Company has found that product recommendations can significantly

contribute to higher sales figures and increase conversion rates by up to 300& (COMPANY,

2020).

Driven by data availability in many domains and enhanced hardware capabilities repre-

sented by massive storage and GPU, ML has experienced rapid growth in recent years.

These sophisticated techniques are now more accessible due to the wide range of avail-

able open-source ML tools. ML is now widely applied to solve problems and automate

routine tasks across various industries, especially in the field of recommender systems

and sequential recommendation.

1.2 Motivation

The aforementioned successes would not have been achievable without the implementa-

tion of data collection and mining processes that record and analyze user behaviors and

interests. Given the superior predictive performance of user behavior-based modeling

on weblogs and historical shopping interests, there is reason to believe that BIM design

event logs can be an effective data source to inform designers’ decisions during the

modeling process. As BIM is increasingly adopted, the data contained within event logs

will reveal much hitherto unknown information, requiring further exploration (PAN & ZHANG,

2020a). However, this also poses certain challenges. For instance, an increasing volume
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of disorganized and non-intuitive data is accumulated automatically as the BIM application

expands. It increases exponentially in the BIM platform, exhibiting characteristics of "Big

Data." For example, the design data of an airport terminal with an area of 548,300 m2 can

reach 50 GB (LIN et al., 2016).

In their unprocessed form, the design log files are filled with uncertainty, subjectivity, and

ambiguity. This necessitates arduous data manipulation to prevent sub-optimal outcomes,

as evidenced by (PAN, 2021). This gives rise to two mutually interdependent challenges.

People without a lot of BIM experience might find the large and complex data sets too

overwhelming. This makes it hard to get the important information and key features. Also,

if the data is inaccurate and not managed well, the quality of the data can get worse. This

can lead to unreliable knowledge discovery and decision-making. As a result, there is

a significant gap between those working with BIM data and those with expertise in data

science (PENG et al., 2017).

In contrast to other sectors, the AEC industry has been relatively slow to adopt Machine

Learning (ML) to address the challenges associated with BIM in construction. This lag can

be attributed to several factors. On the one hand, AEC professionals often lack awareness

of the potential benefits of ML or the expertise needed to integrate these techniques into

their workflows. On the other hand, computer scientists and ML practitioners frequently

have limited familiarity with the domain-specific requirements of BIM, such as its reliance

on complex geometrical data, temporal dependencies, and the collaborative nature of

construction projects.

This disconnect between disciplines has hindered developing and adopting solutions

tailored to the unique needs of the AEC industry. While other fields—such as finance,

healthcare, and manufacturing—have seen improvements driven by ML, applying these

methods in construction remains in its early stages. Even existing studies that have

attempted to leverage ML techniques in this domain often focus on narrow problems or

exploratory use cases. As will be elaborated in Chapter 3, much of the current research

has barely scratched the surface, leaving many opportunities for innovation untapped.

This introduction provides an overview of the challenges currently facing the AEC industry,

largely due to the ever-increasing complexity and the increasing productivity of BIM

authoring tools. Furthermore, it emphasizes the prospective advantages of employing
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the "big data" inherent in BIM event log files and the groundbreaking developments in

machine learning algorithms to confront these challenges. Our objective is to capitalize

on this knowledge base and cutting-edge machine learning algorithms to optimize the

modeling process in the design phase, thereby enhancing efficiency and taking a further

step towards design automation.

1.3 Research objectives

In this study, we aim to create a pipeline that utilizes BIM raw event log files to extract

logical modeling sequences. We also aim to test the applicability of deep neural networks

in BIM next command prediction, especially Graph Neural Network (GNN). Our goal in

this research is to answer the following questions:

- How can a robust pipeline be designed to preprocess event logs from BIM authoring

tools and extract meaningful modeling sequences for next-command prediction?

- How can GNNs be adapted to model sequential interactions in BIM environments

for next-command prediction, and how do they compare with existing deep-learning

methods?

- How can a similarity-based inference mechanism enable GNNs to generalize to

unseen user graphs for next-command prediction in BIM?

- What is the impact of scalability on accuracy in dynamic graph recommendation

systems for BIM?

By addressing these questions, this research aims to bridge the gap between the potential

of BIM event log data and its practical applications in improving design workflows and

decreasing reworks.
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Chapter 2

Theoretical background

The sequential recommendation system has evolved to become one of the most crucial

means of predicting user preference, with the aim of improving personalized experiences

within e-commerce, entertainment, and content delivery domains. In essence, the inter-

action pattern of user sequences serves as the foundational element of these systems,

utilizing insights from temporal dependencies and evolving user preferences for prediction

to anticipate future actions. Theoretically, sequential recommendation techniques range

from collaborative filtering to sequence modeling and graph-based learning.

This section looks at some of the very foundational concepts of sequential recommendation.

It commences with an overview of collaborative filtering methods, highlighting how recent

state-of-the-art has moved from the classical Matrix Factorisation (MF) approach towards

current advanced deep learning-based approaches. Subsequently, it provides specific

views on methodologies derived from sequence modeling, with particular reference to

Recurrent Neural Networks (RNNs) and attention mechanisms for modeling temporal

dependence in users’ behaviors. Finally, the chapter ends with a discussion of recent

advancements carried out in GNNs and their application for user-item interaction modeling,

showcasing the emergence of dynamic models that learn the evolving user preferences.

2.1 Sequential Recommendation

Sequential recommendation tools have been developed to predict the subsequent item a

user will interact with based on their historical sequence of interactions. Such systems

are commonly utilized in various contexts, including e-commerce, streaming services, and

social media platforms. The evolution of sequential recommendation models has its roots

in recommender systems. In contrast to traditional recommender systems, which model

the interactions as independent events, sequential recommendation considers the order in

8



2.1. Sequential Recommendation

which users engage with different items, thereby capturing the evolution of interest over

time. (LUO et al., 2024)

Although different sequential recommendation tools differ in their work, the following factors

are the main players in formalizing the problem. According to (BOKA et al., 2024) factors

include user-item interaction, sequence modeling, and short and long-term preferences.

User-item interaction models users’ behaviors towards the items, such as clicks, views,

purchases, and ratings. Sequence modeling is the technique of collecting the historical

dependencies in user interactions and predicting similar future behavior. Lastly, the

differentiation between short-term preferences, which consider the users’ behavior within

a session, and long-term preferences of the user that change over several sessions.

In the context of recommender systems, two fundamental approaches that all systems rely

on are content-based filtering and collaborative filtering. Key components of these systems

include user-item interactions, modeling of sequences, and the distinction between session-

based and long-term preferences. Hence, they can be further classified into two categories:

traditional techniques and methods based on neural networks. Traditional methods include

MF and Markov chains, which are based on mathematical techniques of pattern uncovering.

More recently, neural network-based approaches have been suggested to include deep

learning, attention mechanisms, hybrid models, contrastive learning, and graph-based

architectures that leverage complex patterns learned from data to improve the accuracy

of recommendations. Using sophisticated data analysis and learning strategies, these

evolving techniques enable a more fine-grained understanding of users’ immediate and

long-term preferences.

Various recommender system methods extend the same ideas, and many newer methods

provide new twists or refinements to earlier methods. For example, traditional methods

like MF and newer techniques like Dynamic Graph Neural Networks for Sequential Rec-

ommendation (DGSR) are closely related, with the latter advancing the former by refining

how user and item representations are learned. This section provides an overview of the

development of sequential recommendation, referencing in detail only the methods and

concepts related to our methodology.
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2.1. Sequential Recommendation

2.1.1 Content-based Filtering

In content-based filtering, recommendations are made using the characteristics or at-

tributes of items based on previous preferences and interactions. It aims to recommend

new but similar items to the user. The contrary to collaborative filtering, which depends on

the patterns of similarity between users, content-based filtering operates independently of

other users’ data and relies exclusively on item-specific characteristics. This difference in

approach enables the content-based systems to provide recommendations on a user’s

historical preferences without needing information from other users. (RICCI et al., 2010)

Figure 2.1 provides a simple example of content-based filtering. In this example, the

task predicts missing values in a user-item rating matrix. Matrix A shows user genre

preferences, Matrix B displays the genres of each movie, and Matrix C contains the

interaction data for each item (user-item ratings). The goal is to estimate Joe’s rating for

Jurassic Park based on the available data in Matrices A and B. To calculate this, we can

perform an element-wise multiplication of Joe’s genre preferences from Matrix A with the

movie genres in Matrix B and then normalize the result. For example, Joe’s rating for

Jurassic Park would be determined as follows: (0× 1) + (3× 3), and then divided by 8 to

ensure the ratings are within the range of ratings.

Figure 2.1: Example of predicting a missing rating in a user-item matrix with content-based filtering (KOREN
et al., 2009)

In larger applications where more features are available, matrices A and B can be regarded

as user and item profiles. The user’s profile is constructed based on his tastes and

activities, such as ratings, clicks, and minutes watched in movie trailers. Item’s profile can

contain features like actors and actresses, director, release year, and IMDb ratings. Those

features are then represented by vectors. The recommendation can consequently take

place by calculating the cosine similarity or the dot product between the vectors of movies.

10
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The content-based filtering approach also offers the potential to provide explanations

highlighting the content features responsible for recommending an item. This can enhance

user confidence in the system’s suggestions and offer insights into their own preferences.

Additionally, a content-based method allows users to input initial subject information to

assist the system. However, it is so simple because there are obviously more relevant

features to a movie than genres only. Similarly, there are more features to a BIM command

than its title.

2.1.2 Collaborative Filtering

Collaborative Filtering (CF) constitutes a further alternative method in which the underlying

core idea relies on all users’ collective assessments and behaviors to estimate individual

users’ interests. In other words, it operates under the assumption that users who have

demonstrated a history of agreement in their assessments or ratings of items will likely

exhibit a similar pattern in the future. By analyzing historical data, CF methods look for

patterns or relationships among users and items to be able to predict a user’s preferences

without requiring details about the items themselves. (SCHAFER et al., 1999).

CF techniques could be divided into two classes: memory-based methods, which generate

recommendations directly from the user-item interaction database, and model-based

methods, which model ratings and interactions of users first and then make predictions

using that model. (KOREN et al., 2021).

2.1.2.1 Memory-based Methods

Memory-based methods can be further divided into user and item-based collaborative

filtering. They might be similar in how they are calculated but differ in the data each type

uses to generate recommendations. For instance, first introduced by (RESNICK et al.,

1994), user-based methods operate mainly on the user-user similarity principle. The

fundamental algorithm operates in such a way as to ascertain the similarity between

users, select a local neighborhood of users with similar tastes, and aggregate neighbor

preferences in order to generate recommendations.
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On the other hand, item-based methods, proposed by (SARWAR et al., 2001), focus on

item-item similarity. This approach identifies items similar to those the user has liked in

the past. The key steps include computing similarity between items, selecting a set of

similar items, and combining the user’s ratings on these similar items to predict ratings

of new items. As asserted by (SARWAR et al., 2001), item-based methods frequently

demonstrate superior scalability and enhanced quality of recommendations in comparison

to user-based approaches, particularly within domains where items exhibit greater stability

than user preferences over time.

Similarity computation is a critical step in both user-based and item-based CF. Common

similarity measures include the Pearson correlation coefficient, which measures the linear

relationship between two variables, defined as:

rxy =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n

i=1(xi − x̄)2
√∑n

i=1(yi − ȳ)2

where xi and yi are the ratings of user/item x and y, respectively, and x̄ and ȳ are their

mean ratings. Cosine Similarity measures the cosine of the angle between two vectors in

a multi-dimensional space:

cos(x, y) =
x · y

||x|| · ||y||

Jaccard Similarity measures similarity between two sequences with no ratings, where

we want to know common items that a pair of users have interacted with. Assuming that

each user’s sequence is a set of items, similarity is defined as the size of the intersection

divided by the size of the union of two sets:

J(A,B) =
|A ∩B|
|A ∪B|

Once similarities are computed, a neighborhood of similar users or items is formed. Usually,

this involves selecting the top-K most similar users/items or choosing all users/items above

a certain similarity threshold. The size and quality of the neighborhood will have a great

impact on the accuracy of the predictions (HERLOCKER et al., 1999). The final step is the

aggregation of ratings of similar users or items to predict the ratings of new items. For

user-based CF, a common prediction formula is:
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r̂ui = r̄u +

∑
v∈N sim(u, v) · (rvi − r̄v)∑

v∈N |sim(u, v)|

where r̂ui is the predicted rating of user u for item i, r̄u is the mean rating of user u, N

is the set of neighbors, sim(u, v) is the similarity between users u and v, and rvi is the

rating of neighbor v for item i (RESNICK et al., 1994). On the other hand, the prediction for

the item-based method is computed as follows, where j represents items similar to item

i(SARWAR et al., 2001):

r̂ui =

∑
j∈N sim(i, j) · ruj∑

j∈N |sim(i, j)|

Although memory-based methods have succeeded in many applications, they face several

challenges. For instance, the user-item interaction matrix in many real-world scenarios

is extremely sparse. So, if a user or item has few interactions, it’s difficult to find reliable

neighbors (ADOMAVICIUS & TUZHILIN, 2005). In addition, they face scalability issues

as the number of users and items grows. They typically require storing and processing

the entire user-item interaction matrix, which can be computationally expensive for large

datasets (KOREN et al., 2009). Moreover, those methods are suited where input data

reflects explicit user interests, such as ratings, while they struggle where only implicit user

feedback is used as input.

2.1.2.2 Model-based methods

To overcome those limitations, model-based approaches use latent factors to explain rat-

ings or preferences by identifying hidden patterns in how users and items interact (KOREN

et al., 2009). They can also approximate user preferences from implicit feedback (where

no explicit like or dislike signs are available). The model-based approach uses ML and

data mining techniques to build predictive models based on the user-item interaction data.

These methods train a model offline and then use the learned model to make predictions.

The most widespread model-based approaches include MF and Markov chains, and

recently, neural network and deep learning methods have gained wide popularity.

Matrix Factorization (MF) and Markov Chain
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MF is one of the most widely used collaborative filtering techniques. It is a latent factor

model that aims to decompose the large user-item interaction matrix into smaller, denser

matrices of latent factors. The basic idea is the approximation of the rating as a dot product

of user and item vectors (SALAKHUTDINOV & MNIH, 2007). Let’s recall the example from

Figure 2.1. The missing rating rui of the user u to the item i can be estimated as follows:

r̂ui = qTi pu

This method typically uses Singular Value Decomposition (SVD) to identify latent factors

within the available data (KOREN et al., 2009). However, due to the sparsity of the

interaction matrix, conventional SVD yields are undefined when dealing with missing

values in the matrix. As a result, (KOREN, 2008; PATEREK, 2007) suggested considering

only recorded interactions and using regularization as a remedy for overfitting. The model

is then typically learned by minimizing the regularized squared error on the set of known

ratings:

min
q∗,p∗

∑
(u,i)∈K

(rui − qTi pu)
2 + λ(||qi||2 + ||pu||2)

where K is the set of known ratings, rui is the rating of user u for item i, pu and qi are the

latent factor vectors for user u and item i respectively, and λ is the regularization parameter.

The equation is minimized using either stochastic gradient descent or alternating least

squares.

One of the advantages of MF is that it is flexible and easily accommodates more data

aspects. For instance, lots of users have systematic tendencies when rating items. These

tendencies can be related to a specific type of item or are an innate characteristic of the

user. These can be modeled as biases deviating from a user’s average overall rating for

all items as follows (KOREN et al., 2009):

r̂ui = µ+ bi + bu + qTi pu

The estimated rating is divided into four parts: global average rating, item bias, user bias,

and user-item interaction. Specific care should be given to modeling biases because they

capture most of the observed interaction signal. Those models are, however, suited for

static recommender systems, where the interactions’ order or temporal dimension is not
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considered. In reality, users’ inclinations evolve over time as new selections or trends

emerge (KOREN et al., 2009). MF accommodates this change by modeling user factors as

a function of time. The rating at time t is then computed as follows (KOREN, 2010):

r̂ui(t) = µ+ bi(t) + bu(t) + qTi pu(t)

MF fails to capture the effect of the order of interactions on the next interaction. In this

case, Markov Chain can be deployed to remedy this shortcoming (BOKA et al., 2024). The

most popular techniques are the basic Markov Chain and latent Markov Chain. The basic

technique leverages explicit observations to calculate probabilities; the latent technique

computes the probabilities based on the Euclidean distance between the embedded

Markov chains. Markov Chains are, however, limited to modeling short-term preferences,

as they leverage the latest interaction or the few latest interactions to generate predictions.

That’s why they haven’t been employed in sequential recommendation in past years (BOKA

et al., 2024).

Although traditional model-based methods have succeeded greatly, they have also faced

many limitations and challenges. For instance, in many real-world scenarios, the user-item

interaction matrix is extremely sparse, leading to cold start problems for new users or

items (ADOMAVICIUS & TUZHILIN, 2005). On top of that, memory-based methods tend to

recommend popular items, potentially leading to a lack of diversity in recommendations.

This problem can be seen where datasets include repeated interactions with a subset of

items while the others have few interactions.

Consequently, advanced neural network methods have been developed to handle such

challenges. These methods employ deep learning techniques to identify complex and

non-linear patterns in user behavior and preferences. The next chapter covers those

methodologies that have a substantial advancement in the domain of recommendation

systems.

2.2 Deep Neural Networks

Neural networks have been designed to function analogously to the human brain. The

human brain is layered and filled with interconnected neurons, with feedforward and
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feedback connections, thus allowing it to process information and construct complex

representations of the sensory input. The most difficult functions that the human brain

carries out are the cognitive functions, including language, abstract reasoning, and memory

and learning. Such brain operations are the most difficult to define in terms of neural

mechanisms. (DU & SWAMY, 2019)

Inspired by this biological structure, DNNs consist of multiple layers of artificial neurons.

Thus, one of the distinguishing characteristic features of DNNs, is the depth represented

by many hidden layers. These allow the formation of representations of data in a very

abstract way. Hence, DNNs can even capture detailed information from data, which

enables them to achieve certain performances for tasks hitherto thought impossible by

many. (GOODFELLOW, 2016)

In this chapter, several key techniques used in DNNs are explored, starting with Neural

CF-one of the earlier approaches, which is static in nature and applied mainly to recom-

mendation systems by the RNNs, which were developed to handle sequential data, such

as time-series tasks and natural language processing. Subsequently, the Long Short-Term

Memory (LSTM) network will be introduced as a subsequent innovation founded upon the

principles of RNNs.

The next section will give a deeper overview of deep neural networks to understand how

these methodologies work and what principles stand behind them. These networks will

set a basis for acquiring basic notions necessary to learn the more advanced complex

techniques.

2.2.1 Preliminaries on deep neural networks

A neuron is the basic processing unit in a neural network, acting as a node that processes

incoming signals from other nodes. The first artificial neuron model was inspired by

(MCCULLOCH & PITTS, 1943). A mathematical simplification of this is as follows:

y = W ·X + b

where X represents the matrix of inputs comprising the features or variables being fed to

the perceptron, W is the link weight matrix from the input that controls the magnitude of
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the influence exerted by each input feature on the output, b is a bias value or threshold

that controls the signal. In order to learn the correct influence and threshold values, those

weights and biases are then passed through a non-linear activation function.

Figure 2.2 illustrates the McCulloch-Pitts neuron model, the foundation for artificial neural

networks. The inputs x1, x2, . . . , xJ are combined linearly through weights w1, w2, . . . , wJ ,

summed at a node, and passed through an activation function φ(·). A threshold θ deter-

mines whether the neuron activates to produce the output y.

Figure 2.2: Simplified schematic of a neuron model according to (MCCULLOCH & PITTS,
1943)

Learning is a key function in neural networks. A learning rule is an algorithm that deter-

mines the appropriate values for the weight matrix W and other network parameters. A

training procedure for a neural network can be viewed as a nonlinear optimization problem -

a search for the parameter values that minimize the cost function based on examples. This

process is called the learning or training algorithm. Normally, neural networks are trained

in epochs, wherein an epoch constitutes a complete cycle through which each training

example once is presented to the network and processed using the learning algorithm.

After training, the network captures complex relationships and acquires generalization

capacity. A criterion is set to determine when training should stop to manage the learning

process. (DU & SWAMY, 2019)

The training of a neural network is feedforward propagation and backpropagation. Feed-

forward propagation is where input data is passed through the network, layer by layer,

to compute an output or prediction. Every neuron does a weighted sum of its inputs at

training, passing through some activation function that introduces nonlinearity. Ultimately,

the output is compared with the expected one to calculate the error. Error is the deviation

of the predicted value from the label value. Once the model has learned the weights and
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biases that best fit a particular problem through training, feedforward propagation com-

putes the predictions for new data during inference without further modification, making it

a fixed or "static" process. Feedforward neural networks, therefore, inherently have only

static classification tasks. Their structure allows only the creation of a static mapping

between inputs and outputs, which is adequate for tasks with no temporal dependencies.

(STAUDEMEYER & MORRIS, 2019)

Backpropagation was developed to optimize the network performance by updating weights

according to the error computed at every feedforward pass. The error will be back-

propagated starting from the output layer, passing backward through the hidden layers

towards the input layer. This is done by backpropagation through its iterative weight

adjustment by calculating the error’s gradient concerning each weight via the chain

rule, enabling it to improve its predictions through adaptation to time-dependent tasks.

A fundamental prerequisite for the backpropagation algorithm is the differentiability of

each neuron’s activation function. Consequently, the network can enhance its predictive

capabilities through iterative refinement of its parameters, achieving an optimal solution by

adjusting its weights. (STAUDEMEYER & MORRIS, 2019)

2.2.2 Neural Collaborative Filtering

Recently, neural network-based methods have been proposed as a flexible and powerful

alternative to address some of the challenges in traditional model-based CF discussed

in section 2.1.2.2. The prime motivation for using neural network-based methods in CF

is its ability to capture and model complex nonlinear relationships intrinsic to user-item

interactions. Hence, Neural Collaborative Filtering (NCF) is way more flexible and effective

than classical methods, like MF, which normally can’t capture intricate patterns from

high-dimensional data. (HE et al., 2017)

The NCF framework architecture comprises many layers to represent yui, which is user-

item interaction, as shown in Figure 2.3. In any neural architecture, the previous layer’s

output provides the feed for the next successive layer. The input layer represents the user

u and item i as one-hot encoded sparse binary vectors, vU
u and vI

i respectively. Later,

these vectors are passed via a fully connected embedding layer, transforming them into

latent dense vector representations. In this manner, these embeddings learn to represent
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the intrinsic features of both users and items within one shared latent space. These latent

vectors pass through many hidden neural network layers to better capture the complex

nonlinear relationships between users and items. The output layer generates the predicted

score denoted as ŷui, and the model is usually trained by minimizing a pointwise loss

function that measures the difference between ŷui and its ground truth value yui. (HE et al.,

2017)

Figure 2.3: Neural Network-Based Collaborative Filtering Architecture (HE et al., 2017)

The predictive model in NCF can be expressed as: (HE et al., 2017)

ŷui = f
(
PTvU

u ,Q
TvI

i | P,Q,Θf

)
,

where P ∈ RM×K and Q ∈ RN×K represent the latent factor matrices for users and items,

respectively. Θf includes the parameters of the interaction function f .

The more generalized and extended variant of MF technique is the Generalized Matrix

Factorisation (GMF). It is a NCF variant that combines strengths from traditional linear

embedding and flexible neural networks. Specifically, GMF forms the base for several

advanced NCF models by effectively combining the user and item representations on

predictive tasks. The mapping function of the first NCF layer is hence defined as: (HE

et al., 2017)

ϕ1(pu,qi) = pu ◦ qi,
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where ◦ denotes the element-wise product of the user and item latent vectors. This

operation produces a combined latent representation. The resulting vector is then projected

to the output layer, where the predicted rating ŷui is computed as:

ŷui = aout(h
T (pu ◦ qi)),

with aout being the activation function and h the weights at the output layer.

An extension to the GMF model with the incorporation of a Multi-Layer Perceptron (MLP)

is then introduced to capture richer, nonlinear interactions. Rather than solely utilizing

element-wise operations, the MLP concatenates user and item embeddings, applying a

series of nonlinear transformations. This architecture allows NCF to discern highly intricate

relationships between users and items. Formally, this can be expressed as:

z1 = ϕ1(pu,qi) = [pu;qi],

ϕ2(z1) = a2(W
T
2 z1 + b2),

...

ϕL(zL−1) = aL(W
T
L zL−1 + bL),

ŷui = σ(hTϕL(zL−1)),

where Wx, bx, and ax represent the weight matrix, bias vector, and activation function of

the x-th layer. The activation function may be sigmoid, hyperbolic tangent-tanh, or ReLU.

2.2.3 Recurrent Neural Network

While NCF is inherently static, which models interactions without considering the sequence

in which they occur, Recurrent Neural Networks (RNNs) are particularly suited for handling

sequential data. By retaining hidden states that help track information over time, they excel

in tasks involving temporal or ordered patterns. (BOKA et al., 2024)
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Figure 2.4: Feedback mechanism of RNNs (MIENYE et al., 2024)

Figure 2.4 illustrates the structure of a full RNN, highlighting its self-feedback connections.

These connections enable the network to maintain an internal state across time steps.

By looping back on themselves, they can carry information from previous time steps into

the current processing stage, effectively allowing the network to ’remember’ and process

sequences of events over time (STAUDEMEYER & MORRIS, 2019). This architecture makes

RNNs particularly effective for capturing temporal patterns in user behavior, enabling

predicting upcoming interactions based on past ones. Their memory capability also proves

valuable in tasks requiring contextual understanding, such as language processing and

time-series forecasting (LUO et al., 2024)

x1 x2 x3 xn

y1 y2 y3 yn

h1 h2 h3 hnh0

Figure 2.5: RNNs internal memory that maintains the internal state across time steps
(MIENYE et al., 2024)

This extended functionality allows RNNs to incorporate both the current input Xt and the

previous inputs X0:t−1, as opposed to just the current input as in Feedforward Networks.

The simplified model aggregates multiple hidden layers into a single Hidden Layer block

H.

Mathematically, at time step t, the hidden state Ht ∈ Rn×h is computed from the previous

hidden state Ht−1 and the current input Xt, using weight matrices Wxh and Whh, along

with a bias term bh. The activation function φ (usually sigmoid or tanh) is applied to prepare
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the gradients for backpropagation. The output Ot is derived from the current hidden state.

The following equations describe this process(SCHMIDT, 2019):

Ht = φh(XtWxh +Ht−1Whh + bh)

Ot = φo(HtWho + bo)

Since in RNNs, we need to propagate information through the recurrent connections in

between steps, the most common and well-documented learning algorithms for training

RNNs in these contexts are Backpropagation Through Time (BPTT), which propagates

the error through time steps to update the weights. BPTT is a variant of backpropagation

tailored for recurrent networks. By unfolding the RNN across its time steps, BPTT trans-

forms the network into a feedforward-like structure where backpropagation can be applied

to compute gradients and update the weights. The process involves calculating the loss

function L(O, Y ) as the sum of the loss terms at each time step. (SCHMIDT, 2019)

L(O, Y ) =
T∑
t=1

ℓt(Ot, Yt)

where ℓt(Ot, Yt) is the loss term at time step t, and Ot and Yt are the output and target

values at time step t, respectively.

In the context of BPTT, the gradients are then computed with respect to three weight

matrices: Wxh (input-to-hidden), Whh (hidden-to-hidden), and Who (hidden-to-output). The

partial derivatives with respect to these weights are calculated by applying the chain rule.

The gradients are then used to update the weights during training.

BPTT is an offline learning method because the entire sequence is processed before the

weights are updated. While effective at capturing long-term dependencies, it becomes

unstable for long sequences due to accumulating very small or large gradient values. This

issue arises because each hidden state Ht depends on all previous states, making the

backpropagation through all time steps computationally expensive and prone to numerical

instability. One possible method to solve this is Truncated BPTT, which restricts the
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backpropagation to a limited number of time steps, reducing the risk of gradient issues

and making the computation more manageable. (SCHMIDT, 2019)

However, despite the benefits of Truncated BPTT, the problem of vanishing and exploding

gradients still remains in practice. Standard RNNs might only focus on predicting the

next item based on the most recent interaction, neglecting how past interactions might

influence future choices. A more sophisticated variant of RNNs, known as LSTM networks,

was introduced to overcome this challenge. They are designed to address these issues

by incorporating memory cells that help retain and propagate information across long

sequences, making them more effective at learning long-term dependencies. Unlike

traditional RNNs, LSTM networks include mechanisms such as gates to regulate the flow of

information, thereby mitigating the gradient problems associated with BPTT. Furthermore,

they streamline the training process, balancing the strengths of offline and online learning

methods while reducing computational complexity. (STAUDEMEYER & MORRIS, 2019)

2.3 Graph Neural Networks for Sequential Recommendation

While RNNs and their variants effectively capture temporal dependencies in sequential

data, they are limited in handling sequences of variable sizes often present in real-

world data. Graph-based models address this limitation by leveraging graph structures,

where entities are depicted as nodes and their relationships as edges. Building on

this foundation, Graph Neural Networks (GNNs) extend traditional graph-based models

by incorporating learnable representations and iterative message-passing mechanisms.

These advancements enhance the capacity of graph-based models to model complex

relationships and provide accurate predictions, particularly in sequential recommendation

scenarios. (CORSO et al., 2024; LUO et al., 2024).

2.3.1 Preliminaries on GNNs

The following section lays out the foundational components of GNNs, including their

message-passing mechanisms, node update functions, and applications in sequential

recommendation tasks.
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Mathematically, a graph G = (V,E) formally represents a set of connected objects called

vertices (or nodes) V , where V = {v1, v2, ..., vn}, and edges E, where each edge e ∈ E

connects a pair of nodes e = (vi, vj). Edges can be directed or undirected, representing

relationships or interactions between nodes and the flow of information between nodes.

Figure 2.6 illustrates the two primary types of graphs. On the right, a directed graph is

depicted, where edges have a specific direction, represented by arrows, indicating the flow

of information or relationships between nodes. On the left, an undirected graph is shown,

where edges do not have a direction, symbolizing bidirectional or mutual relationships

between nodes.

Figure 2.6: Directed and Undirected graphs (HERAKOVIC et al., 2019)

In a weighted graph, each edge (i, j) ∈ E is associated with a weight wij . The graph

structure is typically represented using an adjacency matrix A ∈ R|V |×|V |, where each

value represents the connectivity status between node i and j, where Ai, j = 1 if there is

an edge between nodes i and j , and Ai, j = 0 otherwise. (CORSO et al., 2024)

To make this data machine-readable, each node vi is initially transformed into a vector

representation h
(0)
i . The exponent 0 indicates the input before the first neural network

layer. Different types of nodes are assigned unique high-dimensional embeddings that

reflect their distinct characteristics. Similarly, edges can have vector representations eij

that capture attributes such as the type of connection between two nodes (e.g., single or

double bond). (CORSO et al., 2024)

In GNNs, the central process involves iteratively aggregating and updating node rep-

resentations through learnable functions, enabling the network to capture higher-order

dependencies and complex relationships within the graph. The message-passing layer is

key to this process, where nodes receive vector-based messages from their neighbors.

The information gathered from neighboring nodes is aggregated into a single vector and
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used to update the representation of each node. Over multiple layers, this process allows

nodes to refine their representations and capture increasingly complex patterns. (CORSO

et al., 2024)

The aggregation of messages is commonly done through vector summation, and the

updated representation for each node is then computed using a feedforward neural

network, which applies a learnable linear transformation W (ℓ) followed by a non-linearity

like the ReLU activation function. Mathematically, the update rule for the representation

h
(ℓ)
i of node i at layer ℓ can be written as (CORSO et al., 2024):

h
(ℓ+1)
i = ReLU

W (ℓ+1)

h
(ℓ)
i +

∑
j

h
(ℓ)
j


After the final message-passing layer, the representations of individual nodes are typically

aggregated and transformed to make task-specific predictions. The approach to this

aggregation depends on the nature of the task, as different problems may require outputs

at different levels of granularity. (CORSO et al., 2024)

While GNNs have demonstrated considerable success across various applications, they

still face notable limitations. Issues such as poor generalization to diverse real-world data,

challenges with interpretability, and difficulties in identifying certain graph patterns highlight

areas for improvement. Additionally, GNNs struggle with scalability to large graphs and

over-smoothing, where node representations become indistinguishable after several layers.

Over the past decade, numerous GNN variants have been proposed to address these

challenges and cater to different tasks and graph structures. These architectures are

generally classified based on the aggregation and transformation functions they employ.

For instance, Graph Convolutional Networks (GCNs) use convolutional operations to

capture local neighborhood information, while Graph Attention Networks (GATs( focus

on enhancing the aggregation process and reducing computational bottlenecks (CORSO

et al., 2024; VRAHATIS et al., 2024).

2.3.1.1 Graph Convolutional Networks

The Graph Convolutional Network (GCN) represents a foundational paradigm for GNNs.

The principal objective of this architectural approach is to develop a computationally
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efficient version of CNN for graph-based data. GCNs can leverage the graph structure

and aggregate node information from the neighborhoods in a convolutional fashion. They

possess great expressive power to learn graph representations and achieve superior

performance in various tasks and applications. (VRAHATIS et al., 2024)

Each node vi ∈ V may have an associated feature vector xi ∈ Rd, where d represents

the dimensionality of the feature space. The core idea of GCNs is to update each node’s

representation by combining its own features with the features of its neighbors, weighted

by the graph structure. The learning process in the networks happens across multiple

layers. At each layer, the node features xi are updated by aggregating information from the

node’s neighbors, and these new representations are then used as input for subsequent

layers. For the k-th graph convolution layer, the input node representations of all nodes

are denoted by the matrix H(k−1), and the output node representations are H(k). Initially,

the node representations are simply the original input features (F. WU et al., 2019):

H(0) = X

This process is repeated in subsequent layers, allowing the model to learn more complex

and informative node representations progressively. The final output of the GCN is then

used as input for downstream tasks, such as node classification or link prediction.

A GCN with multiple layers operates similarly to a MLP, where the feature vector of

each node is updated across layers. However, in a GCN, the node’s representation is

updated by aggregating information from its neighbors at each layer. This process typically

consists of three main stages: propagating the features across the graph, applying a

linear transformation to the aggregated features, and then applying a non-linear activation

function to introduce complexity in the representation. (F. WU et al., 2019)
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Figure 2.7: Illustration of GCN layers. Unlike traditional GNN, GCNs integrate node
degrees to facilitate efficient normalization during the aggregation phase. (VRAHATIS et al.,
2024)

2.3.1.2 Graph Attention Networks

While GCNs are effective in learning node representations by aggregating features from

neighboring nodes, one limitation is that they treat all neighbors equally during the ag-

gregation process, as GCNs do not have a mechanism to weigh the significance of each

neighbor. This approach assumes that all neighbors contribute equally to the target node’s

representation, which can be problematic in graphs where certain neighbors play a more

critical role than others.

To address this limitation, GATs (VELIČKOVIĆ et al., 2018) introduce a dynamic attention

mechanism to the aggregation process, representing a transformative evolution in the

field of GNNs, building on the foundations laid by GCNs. The core innovation of Graph

Attention Networks (GATs) lies in their ability to assign weights to neighboring nodes

during aggregation based on their relevance. This mechanism enables the network to

dynamically assess and prioritize the significance of adjacent nodes, focusing more on

relevant connections. This learned prioritization enhances the model’s capacity to handle

varying input sizes and improves performance in graphs where certain nodes play critical

roles. (CORSO et al., 2024) or/and (VRAHATIS et al., 2024)

Unlike GCNs that normalize based only on node degrees, GATs learn attention weights

that consider both the number of connections and how relevant node features are to each
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other. This adaptive weighting system represents a departure from the static approach of

GCNs, allowing GATs to more efficiently model contextual significance within the graph.

(CORSO et al., 2024; VRAHATIS et al., 2024)

Initially, each node is subjected to a linear transformation using a learnable weight matrix,

denoted as W. This transformation prepares the data for further processing and introduces

a level of abstraction in the node representations. After this transformation, the model cal-

culates attention coefficients representing the non-normalized attention weights between

neighboring nodes. Specifically, for two connected nodes i and j, their embeddings zi

and zj are concatenated, forming a combined vector [zi∥zj ]. This concatenated vector

is then subjected to a dot product with a learnable weight vector a, effectively integrating

the node features into the attention mechanism. To introduce non-linearity into the model,

the LeakyReLU activation function is applied to the result of this dot product operation,

mathematically expressed as (VRAHATIS et al., 2024):

eij = LeakyReLU(a⊤[zi∥zj ]),

where eij represents the raw attention coefficient. To ensure consistency and comparability

across the attention scores of all neighboring nodes, the coefficients are normalized using

the softmax function:

αij =
exp(eij)∑

k∈Ni
exp(eik)

,

where αij is the normalized attention coefficient, and Ni represents the set of neighbors

of node i. This normalization ensures that the attention scores are scaled appropriately

and sum to one for each node.

During the aggregation phase, the model combines embeddings from neighboring nodes,

guided by the attention weights calculated in the previous step. However, GATs can

address the potential instability of self-attention mechanisms by applying the concept of

multi-head attention. This approach employs multiple attention mechanisms, referred to

as "heads," each with unique parameters. These heads operate independently and in

parallel, which increases the model’s robustness and capacity to capture diverse features.

28



2.3. Graph Neural Networks for Sequential Recommendation

Each attention head produces its own output, subsequently integrated into the final

representation. This process consolidates multiple perspectives into a unified output,

enhancing the overall model performance. The mathematical relation for computing vector

representations of nodes can be expressed as (VRAHATIS et al., 2024)

hi =
∑

j∈N (i)

αijWhj

2.3.2 Neural Graph Collaborative Filtering

While GCNs and GATs excel at graph-based tasks, they don’t inherently encode collabo-

rative signals from user-item interactions. Neural Graph Collaborative Filtering (NGCF)

(X. WANG et al., 2019b) addresses this limitation by explicitly incorporating these signals

through high-order connectivity propagation between users and items.

NGCF’s architecture comprises three key components: an embedding layer for initial user-

item representations, multiple propagation layers that refine embeddings through message-

passing from neighbors, and a prediction layer that combines refined embeddings to

compute user-item affinity scores. (X. WANG et al., 2019b)

The NGCF framework uses an embedding layer to represent users u and items i as vectors

eu, ei ∈ Rd in a shared latent space stored in a parameter matrix E. Unlike MF or NCF

models, NGCF refines these embeddings through propagation layers using graph-based

message passing, consisting of message construction and aggregation. For a user-item

pair (u, i), messages pass from item to user through this framework:

mu←i =
1√

|Nu||Ni|
(W1ei +W2(ei ⊙ eu)) ,

where ei and eu are the embeddings, W1 and W2 are trainable weights, and ⊙ denotes

element-wise multiplication. Aggregation combines messages from all neighbors Nu to

refine user embeddings, where self-connections retain original embedding information.

Higher-order propagation extends this process to l-hop neighbors, recursively aggregating

messages to capture complex collaborative signals. The l-th layer representation for a

29



2.3. Graph Neural Networks for Sequential Recommendation

user u is:

e(l)u = LeakyReLU

(
m(l)

u←u +
∑
i∈Nu

m
(l)
u←i

)
,

with m
(l)
u←i defined similarly to the first layer. This layered design integrates high-order con-

nectivity, enhancing embeddings for recommendation tasks. Finally, a matrix formulation

is used to efficiently update all user and item embeddings:

E(l) = LeakyReLU
(
(L+ I)E(l−1)W1 + L(E(l−1) ⊙E(l−1))W2

)
,

where L is the Laplacian matrix of the user-item interaction graph. After propagating

through L layers, we obtain multiple representations for user u and item i, denoted as

{e(1)u , . . . , e
(L)
u } and {e(1)i , . . . , e

(L)
i }, respectivley. The final embeddings for the user and

item are formed by concatenating the representations across all layers:

e∗u = e(0)u ∥ · · · ∥ e(L)u , e∗i = e
(0)
i ∥ · · · ∥ e

(L)
i ,

where ∥ represents the concatenation operation. This method enriches the initial embed-

dings while allowing control over the propagation range through L. Finally, the model

estimates the user’s preference for the target item using the inner product of the final

embeddings:

ŷNGCF(u, i) = (e∗u)
⊤e∗i .

While NGCF effectively models high-order connectivity and user-item relationships through

embedding propagation, it primarily focuses on static graph structures. It assumes that

user preferences and item features remain constant over time, which limits its ability to

capture evolving preferences.

By building on the graph propagation mechanisms introduced in NGCF, Dynamic Graph

Neural Networks for Sequential Recommendation (DGSR) extends the framework to

capture temporal patterns and adapt to dynamic user-item interactions, offering a more

robust solution for sequential recommendation tasks. The following sections delve into
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the DGSR framework, detailing its dynamic graph construction, temporal modeling, and

optimization techniques.

2.3.3 Dynamic Graph Neural Networks for Sequential Recommendation

Motivated by NGCF, Dynamic Graph Neural Networks for Sequential Recommendation

(DGSR) integrates temporal dynamics with graph-based modeling. While various methods

of graph neural networks have demonstrated impressive results, they often fall short of

explicitly capturing the dynamic, collaborative signals between different user sequences.

Most models focus on each user’s isolated sequence rather than considering the higher-

order connections between users. (ZHANG et al., 2022)

Unlike traditional methods that isolate user sequences, DGSR integrates user interactions

within a dynamic graph structure. This graph-centric perspective enables the model to

capture sequential information and collaborative signals among user sequences. The

DGSR framework consists of four primary components: dynamic graph construction, sub-

graph sampling, Dynamic Graph Recommendation Networks (DGRNs), and a prediction

layer. Each component enables the model to learn dynamic user preferences effectively.

Figure 2.8 shows the framework of the model.
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Figure 2.8: The DGSR framework uses input sequences to construct a dynamic graph.
Sub-graphs are constructed for each user and item node to aggregate messages and
update the node embedding. Each sub-graph is limited to a maximum sequence length.
Long-term and short-term interests are modeled using an order-aware attention mecha-
nism. Final user embeddings from each layer are concatenated to form the user’s unified
embedding. Prediction is then made by matrix multiplication between the users’ unified
and item embeddings (ZHANG et al., 2022).
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DGSR begins by transforming all user-item interaction sequences into a dynamic graph.

This graph represents users and items as nodes, while edges denote their interactions.

Each edge is weighted with a timestamp. For instance, the timestamp indicates when the

interaction occurred and the position of the interaction within the sequence.

2.3.3.1 Sub-graph sampling

DGSR uses sub-graph sampling to process dynamic graphs efficiently. Starting from a

user node, it retrieves recent interactions and expands to multi-hop neighbors to order m.

This approach captures relevant direct and indirect interactions while reducing noise and

computational complexity. (ZHANG et al., 2022)

Moreover, data split also takes place during sub-graph sampling. In contrast to the known

split methods, which split the data into training and testing sequences, DGSR leaves

out the last interaction within each interaction sequence for testing, the second last for

validation, and the rest of the sequence for training, as illustrated in figure 2.9. The model

then predicts the link between the target user and the last interaction.

u1 c1 c2 c3 c4

testvalTrain

Figure 2.9: Splitting interactions into training, validation, and testing (ZHANG et al., 2022).

2.3.3.2 Message Propagation and node updates

DGSR incorporates two key mechanisms: message propagation and node updating.

These mechanisms work together to iteratively refine node representations. The mes-

sage propagation mechanism accounts for the sequential order of interactions and the

relationships between users and items. This is achieved by considering two types of

information for user and item nodes: long-term preferences/characteristics and short-term

preferences/characteristics.

Long-term preferences of a user node u are derived from all historical interactions, re-

flecting their inherent characteristics and general preferences. Similarly, the long-term
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characteristics of an item node i reflect its general properties based on interactions with

multiple users. To encode these long-term attributes, DGRN employs an order-aware

dynamic attention mechanism that adaptively weights neighbor contributions:

eui =

(
W

(l−1)
2 h

(l−1)
u

)T (
W

(l−1)
1 h

(l−1)
i + pKriu

)
√
d

, αui = softmax(eui),

where riu is the relative order of item i in u’s sequence, pKriu is the relative-order embedding,

and d is the embedding dimension. The long-term preference is then aggregated as:

hLu =
∑
i∈Nu

αui

(
W

(l−1)
1 h

(l−1)
i + pVriu

)
.

Short-term preferences capture recent interests and trends. These are computed using

attention mechanisms that emphasize the last interaction relative to historical interactions:

hSu =
∑
i∈Nu

αuih
(l−1)
i ,

αui = softmax


(
W

(l−1)
3 h

(l−1)
iNu

)T (
W

(l−1)
2 h

(l−1)
i

)
√
d

 ,

hSi =
∑
u∈Ni

βiuh
(l−1)
u ,

βiu = softmax


(
W

(l−1)
4 h

(l−1)
uNi

)T (
W

(l−1)
1 h

(l−1)
u

)
√
d

 ,

where parameters W3 and W4 ∈ Rd are to control the importance of the last interaction.

Once the message propagation mechanism aggregates long-term and short-term infor-

mation, the node representations are updated for the next layer. The user and item node

embeddings are updated using the following equations:

h(l)u = tanh
(
W

(l)
3

[
hLu∥hSu∥h(l−1)u

])
,

where W
(l)
3 is a trainable weight matrix, and ∥ represents the concatenation operator.
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h
(l)
i = tanh

(
W

(l)
4

[
hLi ∥hSi ∥h

(l−1)
i

])
.

2.3.3.3 Prediction layer

The prediction layer in DGSR finalizes the task of sequential recommendation by predicting

the next item a user is likely to interact with. It transforms the next-item prediction into a

link prediction task. After passing the sub-graph through L layers of DGRN, each user

node u obtains embeddings from all layers, denoted as:

{h(0)u , h(1)u , . . . , h(L)u }

Each embedding h
(l)
u captures different aspects of the user’s preferences (X. WANG et al.,

2019a). To form a comprehensive representation of the user throughout all layers, these

embeddings are concatenated into a single vector:

hu = h(0)u ∥h(1)u ∥ . . . ∥h(L)u ,

where || represents the concatenation operator. This aggregated embedding hu encodes

high-order collaborative information and dynamic sequential preferences. Given the

aggregated user embedding hu and candidate item embeddings ei, the model computes

the likelihood of a link between u and i by multiplying both vectors to get the similarity

scores between each pair:

sui = hTu ei

The vector of scores for all candidate items is:

su = {su1, su2, .., su|I|}

The model predicts the next item i∗ by selecting the item with the highest score:
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i∗ = argmax
i∈I

sui.

A cross-entropy loss function is applied to optimize the model. For each user u, the scores

are normalized using the softmax function:

ŷu = softmax(su),

where ŷu is the probability distribution over the candidate items. The loss function is then

defined as:

L = −
∑
u

∑
i∈I

yui log ŷui + (1− yui) log(1− ŷui) + λ∥Θ∥2,

where yui is the ground-truth label, equal to 1 if user u interacted with item i, and 0

otherwise. The term ŷui represents the predicted probability for item i, while Θ denotes all

trainable parameters of the model. Finally, λ is a regularization coefficient used to prevent

overfitting by controlling the complexity of the model.

One disadvantage of this approach and similar approaches such as NGCF (X. WANG

et al., 2019b) and SelfGNN (Y. LIU et al., 2024) is that the graph training and prediction

occur in a transductive setting. As previously stated, the model attempts to predict absent

information within an existing graph, such as link predictions or node classification. The

trained DGSR cannot generalize to unseen graphs or nodes. In practical environments,

users continue to join the network to interact with items. In scenarios where user or item

features are unavailable, the model cannot generate reliable embeddings for real-time

recommendations. This issue will be addressed in detail in our methodology.
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Related Work

3.1 Sequential recommendation

Sequential recommendation has evolved significantly with the advent of deep learning

approaches. This section provides a comprehensive review of the major methodological

developments in this field. Early approaches to sequential recommendation leveraged

RNNs to capture temporal dynamics. GRU4Rec (HIDASI et al., 2016) pioneered this

direction by using Gated Recurrent Units for session-based recommendation, introducing

specialized ranking losses for recommendation tasks. NARM (J. LI et al., 2017) combined

attention mechanisms with RNNs to capture users’ main purposes in the current session,

introducing a hybrid encoder with global and local preferences. STAMP (Q. LIU et al.,

2018) proposed a short-term attention priority model that captures users’ general and

current interests through an attention-based network. Time-LSTM (ZHU et al., 2017)

extended the LSTM architecture to model time intervals between consecutive interactions,

introducing time gates to capture temporal aspects. Hierarchical RNN (J. WU et al., 2020)

proposed an RNN model that captures session-level and user-level sequential patterns,

enabling personalization in the session-based recommendation.

The success of attention mechanisms in natural language processing has inspired numer-

ous sequential recommendation approaches. CSAN (HUANG et al., 2018) addressed the

limitations of RNN-based sequential recommendation by using feature-wise self-attention

to capture heterogeneous and polysemous user behaviors in a common latent semantic

space. The model incorporates forward and backward position encoding matrices to

model dynamic contextual dependencies. SASRec (KANG & MCAULEY, 2018) pioneered

self-attention in the sequential recommendation, demonstrating superior performance in

capturing long-term dependencies with relatively shorter sequences than RNN. BERT4Rec

introduced (SUN et al., 2019) a bidirectional transformer model for sequential recommen-
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dation systems that improves upon traditional unidirectional approaches by using a Cloze

task to predict masked items based on both left and right context.

TiSASRec (J. LI et al., 2020) improved upon traditional approaches by explicitly incor-

porating both position and time interval information between user interactions using

self-attention mechanisms. The model demonstrated superior performance across sparse

and dense datasets, showing the value of considering temporal information rather than

just interaction order. SSE-PT (L. WU et al., 2020) improved upon SASRec by incorpo-

rating user embeddings and Stochastic Shared Embeddings regularization, achieving

better interpretability and the ability to handle long sequences. DuoRec (QIU et al., 2022)

addressed the representation degeneration problem in sequential recommender systems

by introducing a contrastive regularization method that reshapes sequence representation

distribution using model-level augmentation based on Dropout.

Graph-based approaches have emerged as a powerful tool for learning complex user-

item interactions. NGCF (X. WANG et al., 2019a) leverages the connections between

users and items, forming a bipartite graph. Instead of treating user and item embeddings

as independent entities, NGCF explicitly incorporates their interaction patterns into the

embedding learning process to capture the underlying collaborative signals in the graph

structure. SR-GNN (S. WU et al., 2019) pioneered the use of gated GNNs for session-

based recommendation by modeling sessions as graphs, capturing item transitions through

the interaction sequence.

GCE-GNN (Z. WANG et al., 2020) enhances session-based recommendation by combining

global-level item representations learned through session-aware attention on a global

graph with session-level representations learned via GNN on the current session graph

using an attention mechanism. DGTN (ZHENG et al., 2020) introduced a dual graph

transformer network that models item transitions and attribute correlations. MA-GNN (MA

et al., 2019) utilizes a shared memory module that captures short-term and long-term

dependencies.
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3.2 BIM command prediction

A BIM modeler’s sequence contains the logical modeling operations to complete a model.

To increase modeling efficiency, an approach for predicting sequential design commands

has been developed by (PAN & ZHANG, 2020b) using an RNN, offering an opportunity

to uncover hidden insights within BIM event logs. To comprehensively analyze a series

of design commands within these logs, an RNN with sequential memory is constructed

to learn features from the extracted sequential data and predict the next possible design

commands. This RNN-based prediction method was tested on a real dataset from a BIM

event log, specifically the "Create" journal file, which contains 57,915 command records.

The task was treated as a multi-classification problem, with hundreds of design commands

grouped into six categories. The RNN achieved an overall accuracy of 63.86%. This

research was innovative in advancing the state of knowledge by utilizing RNNs for event

log data mining to accurately predict design command sequences and enhancing the state

of practice by offering an intelligent modeling solution that can help designers improve the

efficiency and quality of the design process (PAN & ZHANG, 2020b). On the other hand,

the prediction was limited to the command class level and didn’t predict the next command

itself.

(PAN & ZHANG, 2020a) used event log data stored in Autodesk Revit journal files to

extract the modeller-command interaction sequence. Their dataset included 2647 projects

with 853,520 command lines containing 31,040 command types. After cleaning, the

dataset contained 377 projects with 352,056 command lines and 289 command types.

The extracted commands were then classified into 14 command classes based on their

function: Create Dimensions, Objects, View, Element, Delete Element, Furniture, Elevator,

etc., or Other. The next possible design command class was then predicted using a LSTM

neural netowrk, achieving a prediction accuracy of 70.5% on the test set. Although this

approach produced slightly higher prediction accuracy than the previous, it is also limited

to predicting command classes rather than a specific possible command.

(GAO et al., 2021) proposed a new data structure of command-object graph derived from

3D modeling event log. This data structure highlights the cause-and-effect relation between

the executed command and the modeled object to better describe the 3D modeling process.

Event log files were collected from student project work on a facade model. In a later
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research, (GAO et al., 2022) derived command sequences from this data structure and

used them as input to a standard transformer model to predict the next most probable

command. This model achieved 94% on top one command prediction. The augmentation

based on their proposed command-object graph data structure improved the prediction

accuracy by up to 1.75 times. However, this data structure is not publicly accessible by

any software user and requires manual updates (JANG et al., 2023).

3.3 Research gap

The following research gaps were identified in the literature:

- Current neural network approaches for BIM command prediction are limited to pre-

dicting command categories rather than specific commands, reducing their practical

usage.

- While GNN-based sequential recommendation has proven effective for e-commerce,

its application to BIM command prediction remains unexplored. BIM event logs differ

from e-commerce interactions in that they have longer interaction sequences, which

can exceed 2000 interactions.

- Current GNN-based sequential recommendation methods encounter scalability

challenges in production environments such as BIM authoring tools. The transductive

nature of these methods restricts their ability to generalize to new users and evolving

graphs, thereby hindering real-time predictions.
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Chapter 4

Methodology

Our method is based on the DGSR architecture that was originally designed for sequential

recommendation in commercial applications to predict the next command of a BIM modeler.

The data is extracted from raw event logs of the BIM authoring tool Vectorworks from

Nemetschek and preprocessed to obtain the meaningful modeling sequences of the

modelers. As a result of our work, a trained DGSR model can be utilized to get real-time

predictions without continuously retraining the whole graph network.

Raw log file with 
~25 million entries

Applying Undo/Redo to get
actual modelling sequences

Removing irrelevant
commands

Unifying commands using 
IDs and translation 

Keeping UI commands and removing the
resulting low-level comamnds

Dataset ready for trianing/inference
610k entries, 920 commands, 3900 sessions

Data Preprocessing

Initial Graph
construction and
DGSR training

Graph construction

Expanding graph 
& aggregating embeddings

transductive training and
inference

New Incoming
user Offline inference to obtain

real-time recommendations

Similarity-based weighted average
aggregation to obtain new user

embedding

Partial retraining on new users
using pretrained embeddings

if many new users arrive in the network
Many new users 
and items arriving

Training and Recommendation

Figure 4.1: illustrates the workflow from filtering the raw event log files until generating the
next command prediction.

Figure 4.1 illustrates our pipeline to obtain a real-time BIM command prediction tool. The

method starts with a raw BIM event log file automatically generated during modeling using
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a Vectorworks authoring tool in a "comma-separated value" file. It serves as the input

to our pipeline. The exact contents of the raw log file will be presented in the upcoming

sections.

Subsequently, the CSV file is preprocessed to extract logical and reliable modeling steps.

The refined data is then employed in constructing a dynamic heterogeneous graph com-

prising user and command nodes, with edges between them representing interactions and

weighted with timestamps to reflect the order of interactions. Subsequently, the DGSR

is trained on the graph network to obtain the final user and command embeddings. If all

users were present during the training phase, the model could generate predictions as the

modeling sequence expands as a link prediction between the user and command nodes.

However, when a new user is introduced, the model cannot create predictions for them

without retraining. This marks the culmination of our method, where the graph is expanded

to encompass the new user node, and the edges between it and the commands with which

it interacts are constructed. A similarity-based aggregation of the old user embeddings is

then carried out to obtain a reliable embedding upon which a prediction can be made.

In the upcoming sections, each step of our workflow will be thoroughly explained, showing

all inputs and outputs utilized. A systematic analysis will be provided, showing the process

of preprocessing the data, passing by training, and ending with prediction.

4.1 Dataset analysis

The dataset employed in this thesis is the raw event log files of Vectorworks, which were

collated from 1,000 users over the course of a day using Vectorworks. They comprise

25,397,138 entries recorded in at least 8 languages. The users’ data were anonymized

before the dataset was delivered to comply with the requisite privacy and security standards.

Each user’s modeling commands are divided into sessions with a total of 1556 sessions.

A session is recorded once a user launches the program until closing it. If a user reopens

the program again, his modeling actions are recorded under a new session ID in the

"session_anonymized" column. The timestamp at which the command is executed is

recorded in column ts. The command itself is recorded in the column message.
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Figure 4.2: A sample of Vectorwork’s raw event log file.

As illustrated in figure 4.2, commands are classified into three principal categories: Tool,

Menu, and UNDO. Tool entries are buttons selected from the Tool menu within the user

interface. Similarly, Menu entries are defined as buttons selected from the "Menu" menu

within the user interface. In contrast, UNDO entries identify commands that are undoable

or redoable. UNDO commands are further divided into several categories. For instance,

Event, End Event, Undo Event, Redo Event, Undo and Remove Action, Destroy Event,

Event Name Change, Begin Internal Event, Abort Event.

Table 4.1: Dataset Statistics
Metric Count
Rows 25,397,138
Users 1,000
Sessions 1,556
Unique messages 9,541
Languages 7
English entries 15,106,675
Menu 136,157
Tool 964,911
UNDO 24,296,070
End Event(UNDO) 5,833,158

To gain insight into the generation of the raw event log file and to understand what each

message denotes, a series of modeling steps were conducted, emulating the commands

recorded in the event log. For each button selected from the user interface, the correspond-

ing button is recorded in the log file, categorized as ’Tool’ or ’Menu’. Such commands

may also be designated as high-level insofar as they do not usually elicit a direct effect

on the modeled object. Such records indicate the transition from the neutral mode to the

selected tool or menu command. Upon the utilization of a command, a UNDO command

is recorded in the log file, thereby marking the commencement of a modeling event. Upon

the user’s completion of the aforementioned command, a subsequent UNDO entry is

recorded in the log file, signifying the successful execution of the modeling event.
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To illustrate, users who wish to create a polyline will select the "Create Polyline" option

from the "Tool" menu, entering the line drawing mode. The user’s actions are recorded

in the log file as "Tool: Create Polyline (231)" immediately. Upon clicking on a point to

commence line drawing, an event "Event: Create Polyline (231)" is created, designating

the start of the modeling action. Subsequently, upon clicking on the desired point where

the line ends, "End Event: Create Polyline (231)" is recorded, marking the successful

completion of the line drawing. While most Event/End Event entries are initiated via a

high-level Tool/Menu button, a few commands are triggered by a keyboard press. For

instance, the End Event: Nudge (5) command is triggered by pressing the arrows to move

an object slightly.

Furthermore, we found out that "Undo Event" and "Undo and Remove Action" are logged

when an event is undone, for example, "Undo Event: Create Polyline (231)". Consequently,

"Redo Event" is logged when an event is redone as follows: "Redo Event: Create Polyline

(231)". In addition, the entry "Event Name Change" marks the change of a process name

to another. This can be clearly seen when events are executed using plug-in tools installed

into Vectorworks, which usually occur together with internal events, as shown in figure 4.3.

Figure 4.3: A sample showing the logging of Plug-in actions and the associated internal
events and event name changes.

Moreover, the entry "Abort Event" is employed to signify the termination of the insertion

mode of any given action. To illustrate, if a user were contemplating the creation of a

chained dimension line, they would select the corresponding button in the Tool menu.

This action would result in recording both a "Tool" and an "Event" entry. However, prior

to the placement of the dimension line, the user may opt to cancel the command, which

is typically achieved by pressing the ESC button. In such instances, the "Abort Event" is

duly recorded in the log file. Should the user wish to resume the creation of the chained

dimension line, an "Event" entry will be recorded upon returning to the insertion mode, as

well as an "End Event" upon successfully placing the dimension line. It can, therefore, be

considered safe to discard the "Abort Event" and the prior recorded "Event" entry, as they

are irrelevant to the modeled objects.
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A further challenge was the necessity to accommodate entries in multiple languages.

As the dataset was collected from users across the globe, the commands are logged

according to the language of the interface in use. Consequently, the same command is

logged multiple times under disparate records, despite originating from a single action.

Table 4.2 illustrates the manner in which the same command is recorded on multiple

occasions due to the use of different languages. It should be noted that all entries have

the same localization ID, which will facilitate the unification of the dataset, ensuring that all

commands are assigned the same language.

Table 4.2: A sample of different records of the same command due to different languages
with the same localization ID.

message
End Event: Polylinie anlegen (231)
End Event: Create PolyLine (231)
End Event: Creëer polylijn (231)
End Event: Crea Polilinea (231)
End Event: Créer une polyligne (231)
End Event: Utwórz polilinię (231)

However, this is not the case with recorded commands triggered when using plug-ins

installed in Vectorworks. Those entries share the same localization ID but denote a totally

different action, as illustrated in Table 4.3. Furthermore, there are additional commands

that are similar in function but different in language. Usually, these could have been easily

unified using their localization ID. However, due to language differences, an additional

translation step would be required to unify all the commands, which will be discussed in

the upcoming section.

Table 4.3: The column on the left shows commands resulting from plug-ins; on the right
are commands triggered by other buttons. Both share the same localization ID but have
different languages and purposes.

Plug-in messages Others
End Event: 2D Align / Distribute (166) End Event: Create Objects from Shapes... (-1)
End Event: 2D Ausrichten (166) End Event: Utwórz obiekty z kształtów... (-1)
End Event: Lijn uit/Verdeel (166) End Event: Creëer objecten d.m.v. meetkundige vorm... (-1)
End Event: Create Roof (166) End Event: Line into Segments... (-1)
End Event: Creëer dak (166) End Event: Segmenter la ligne... (-1)
End Event: Utwórz dach (166) End Event: Change Plant Grouping (-1)
End Event: Create Line (166) End Event: Grupuj rośliny/Rozdziel grupę roślin (-1)
End Event: Créer une ligne (166) End Event: Send to Surface (-1)
End Event: Linie anlegen (166) End Event: Colloca sulla superficie (-1)
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4.2. Data preprocessing

4.2 Data preprocessing

After analysis, we found that the data cannot be used directly for training because it

contains many redundancies due to undone commands, irrelevant commands, and dupli-

cations due to different languages. Data had to be filtered and preprocessed to extract

the actual and most relevant modeling commands. For instance, if we assume that using

Tool, Menu, and End Event entries directly from the raw event log is the actual modeling

sequence, this will result in strong noise. Undone commands actually result from the natu-

ral trial-and-error behavior of a BIM modeler. That’s why it was necessary to eliminate the

Undo and Redo entries and apply their effect on the dataset. This has been carried out in

two steps. First, Redo entries are processed using an algorithm that detects Redo events

and then goes up in the dataset until it finds the corresponding Undo entry. Both entries

are then removed. Second, the algorithm detects the remaining effective Undo events,

which were not Redone, and then searches the dataset upwards to find the corresponding

End Event and high-level Tool/Menu command and remove them all. In this way, only the

effective buttons and end events are left in the dataset.

Subsequently, the dataset was subjected to a process of elimination, whereby commands

that were deemed irrelevant were identified and removed. To illustrate, the frequency of

each distinct command within the unprocessed event log was calculated, as demonstrated

in figure 4.4. The top 30 frequencies indicate that the most frequently recorded commands

are ’zoom’, ’changing views’, and ’pan’. These observations are logical, given that each

modeler will typically zoom in and out and change views on numerous occasions within

a relatively short timeframe. However, these commands are irrelevant since they do not

contribute to the modeling process. That’s why such entries had to be removed from the

dataset to avoid imbalance and avoid recommending irrelevant actions. A recommender

system could be deployed in another application to recommend the next element to be

modeled instead of using a simple command. In this case, changing views or zooming

could limit the prediction to a small model area, thereby contributing to a more robust and

relevant recommendation. The development of such an application is beyond the scope of

this thesis.
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Figure 4.4: Frequency of the top 30 messages in the raw event log file.

Furthermore, low-level End Event entries triggered by high-level Tool or Menu commands

are deemed irrelevant. This is because both are the result of a single action. Therefore,

retaining them within the dataset is redundant and will result in this action being accorded

twice the importance it would otherwise have. The dataset was thus examined to extract

each tool and menu command and its resulting end event entry. This was achieved by

extracting the preceding and following entries to a tool or menu entry and examining the

triggered end event entry. Entries found to occur in close proximity on numerous occasions

were assumed to be directly related, and the low-level entry was discarded, retaining only

the high-level entry.

Finally, a unification of the remaining multilingual entries had to take place. First, localiza-

tion IDs were used to align all End Event entries with the English entry. Some commands

were recorded in languages other than English only. Those were aligned to German

and sometimes Dutch language. Second, entries triggered by plug-in events with the

localization ID (166) and other entries with ID (-1) were unified by using the Googletrans

library from Google Translate API to translate non-English entries and to know what they

mean and then replace them with the English entry. All translated entries were manually

checked to ensure correct translation and alignment. All unifying databases have been

saved to unify any newly generated log files for future utilization.

Figure 4.5: Sample of the CSV file that will be used for training
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Eventually, timestamps were transformed into UNIX time format, which calculates the time

elapsed since 00:00:00 on 1 January 1970 to be used as input to the model. In addition,

each unique command and user ID were one-hot encoded, i.e. giving each of them a

unique integer value as illustrated in figure 4.5. All of this data is saved in a CSV file.

4.3 Initial graph construction and training

4.3.1 Graph generation and sub-graph sampling

To train the original DGSR model, a heterogeneous graph must first be constructed to

accommodate the user and command nodes available at training time. As explained in

section 2.3.3.2, the graph construction process begins with preprocessing the input CSV

file to ensure that temporal relationships between interactions are correctly captured. This

is achieved by calculating each user’s relative order of interactions based on the times-

tamps, reflecting the sequence in which commands were executed. Similarly, the relative

order of interactions for each command across all users provides a global perspective on

command execution over time.

The heterogeneous graph is constructed as a BIM knowledge base. As illustrated in figure

4.6, The nodes in the graph represent users and commands, while the two-way edges

capture the interactions between them. Specifically, the edge type (’command’, ’by’, ’user’)

denotes that a user issued a specific command, while (’user’, ’pby’, ’command’) represents

the reverse relationship. Timestamps of interactions are stored as edge features for both

edge types, enabling the graph to encode temporal dynamics. User and item identifiers

(user_id and command_id) are stored as node features, ensuring each node is uniquely

identifiable. The graph is implemented using the Deep Graph Library (DGL), and the

relationships are defined through a dictionary mapping node pairs to their corresponding

interaction data. By combining sequential, temporal, and structural information, this graph

effectively represents the relation of BIM modeler interactions with commands, enabling

advanced downstream sequential recommendation.
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Figure 4.6: An illustration of the 2-hop sub-graph sampling analog to the utilized in (ZHANG

et al., 2022).

Although the graph contains all user sequences, training has not started yet. Feeding the

whole graph is computationally expensive and would require huge computational power

from one side. That’s why sub-graphs must be sampled beforehand to accelerate the

training process. As illustrated in section 2.3.3, the sub-graph is limited to only two-hop

nodes. This means that when a user node is taken as an anchor, all items within the

interaction sequence and the other users who interacted with them are sampled, as

illustrated in the figure. This is also applied to command nodes.

The resulting computation graphs illustrated in figure 4.7 show the message passing

and aggregation flow. For instance, the flow of embeddings from commands to users

reflects a user+’s preference. Analog to e-commerce profiles, the aggregated embeddings

also reflect a user’s profile. The modelers’ preferences are narrowed to a smaller pool

of commands with which they interact. Similarly, on a command node level, the flow of

information from user nodes to command nodes reflects commands’ characters (ZHANG

et al., 2022).
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Figure 4.7: Computation graphs of sample user and command nodes after sub-graph
sampling. In user graph, first hop nodes are interacted commands and second hop nodes
are users who interacted with the same commands as the anchor user.

In order to successfully train and test the model, we employed the same splitting method

employed by (X. WANG et al., 2019a), (ZHANG et al., 2022), and (Y. LIU et al., 2024), and

illustrated in section 2.3.3.1 so that the last interaction is left for testing, the second last for

validation, and the rest for training. The same hyperparameters illustrated in (ZHANG et al.,

2022) were utilized during the training of the model on the initial graph.

4.4 Graph expansion and offline inference

After successfully training the DGSR model following the approach proposed by its authors,

the method was further developed to simulate real-world production environments. In a

typical production scenario, a new modeler joining the team will have no prior modeling

history. Since DGSR operates in a transductive manner, where all user nodes must be

present during training to learn their preferences, the model cannot predict the next com-

mand for a new user who was unseen during training. This limitation arises because, at the

model initialization phase, user and command node embeddings are randomly initialized

based on their unique IDs assigned during preprocessing. These initial embeddings lack

meaningful relationships or connections between them. When such randomly initialized
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embeddings are passed to the model, it can lead to illogical or unreliable predictions for

new users.
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Figure 4.8: The new user node u6 arrived in the graph and its 2-hop subgraph. The
sub-graph shows the users whom u6 will aggregate from, i.e., users who interact with the
same commands.

To address this limitation, we expanded the original graph to include the new user’s

node and timestamped edges representing their interactions with specific commands.

By incorporating these edges, the dynamic development of the new user’s interaction

sequence was captured. Subgraphs were then constructed for the new user, focusing

on their most recent interactions, which simulate the sequential and dynamic nature of

user-command interactions within a graph structure. This step ensures that the new user’s

node can receive the collaborative signals from users with the same preferences within

the graph.

To construct a reliable profile for the new user, the embeddings of existing users (who were

present during training) were leveraged. First, the interaction sequences of the new user

were compared with those of the pretrained users using the Jaccard similarity coefficient.

The Jaccard similarity J measures the overlap between two sets of commands normalized

by their union, providing an intuitive way to quantify behavioral similarity.

J(unew, ui) =
|Snew ∩ Si|
|Snew ∪ Si|

,

where Snew is the set of items (commands) interacted with by the new user, Si is the set

of items (commands) interacted with by an existing user ui, nominator is the number of

shared commands between Snew and Si, and the denominator is the total number of unique
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commands in their union. Once the similarity scores were obtained, the embeddings of

the similar pretrained users were aggregated to generate the embedding for the new user.

This aggregation was performed as a weighted average, where the weights correspond

to the Jaccard similarity scores. Users with higher similarity contributed more to the final

embedding, ensuring that the generated embedding accurately reflected the new user’s

interaction behavior.

Enew =

∑
i∈N J(unew, ui) ·Ei∑

i∈N J(unew, ui)

In situations where no meaningful similarity could be established between the new user and

any pretrained user (e.g., due to a lack of sufficient interaction data), a default embedding

was assigned to the new user. This default embedding was computed as the mean of all

pretrained user embeddings, providing a fallback representation that captures the general

distribution of user preferences observed during training.

The newly generated embeddings for the new users were combined with the pretrained

user embedding vector, resulting in an updated set of user embeddings. This updated

vector was saved back into the model’s state dictionary, enabling the DGSR model to

include both the original and new users during inference. The model was then reloaded

with the updated embeddings and set to evaluation mode, and predictions were created

offline, allowing for real-time predictions. Algorithm 1 shows the summary of our method.
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Algorithm 1 The DGSR Framework with New User Integration

Require: Su = (i1, i2, · · · , ik), timestamp sequence T u = (t1, t2, · · · , tk), all sequences of

users, DGRN layer number L, new user unew, initial interactions Snew with timestamped

edges Tnew.

Ensure: The next item ik+1 of Su.

1: // Dynamic Graph Construction

2: Convert all user sequences into a dynamic graph G.

3: if unew is present then

4: Expand G to include unew and edges (unew, i),∀i ∈ Snew.

5: Construct subgraph Gm
unew(tk) to reflect unew’s interactions.

6: Measure similarity J(unew, ui) for all ui ∈ G.

7: Aggregate embeddings for unew.

8: else

9: Use the subgraph of G for Su.

10: end if

11: Run Algorithm 1 to generate Gm
u (tk) from Gtk .

12: // Initialization of Node Representation

13: h
(0)
u ← eu, h

(0)
i ← ei, ∀u, i ∈ Gm

u (tk).

14: // Update of User and Item by DGRN

15: for l ∈ [1 : L] do

16: h
(l)
u , h

(l)
i ← DGRN(h

(l−1)
u , h

(l−1)
i , Gm

u (tk)).

17: h
(L)
u , h

(L)
i ← Long-term Information Encoding.

18: h
(S)
u , h

(S)
i ← Short-term Information Encoding.

19: h
(l)
u ← tanh

(
W

(l)
3

[
h
(L)
u ∥h(S)u ∥h(l−1)u

])
.

20: h
(l)
i ← tanh

(
W

(l)
4

[
h
(L)
i ∥h

(S)
i ∥h

(l−1)
i

])
.

21: end for

22: // Prediction of Next Item

23: hu = h
(0)
u ∥h(1)u ∥ · · · ∥h(L)u .

24: Next item← argmaxi∈V (h
⊤
uWpei).
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4.4.1 Partial retraining on new users

If many new users arrive in the graph with distinctive training sequences, the offline

inference method will not yield reliable predictions. Normally in a transductive setting a

whole retraining of the whole graph will then be required. We extended our offline inference

method to partially retrain the model to learn user representations. For instance, the graph

is expanded to include all the new users with their interaction sequences. Then, their

sub-graphs are sampled using the same approach previously described.

u6

c8 c3 c6

u5u6 u5 u1 u3 u6 u3

Figure 4.9: Assuming user u6 one of the many new users arriving at the graph. This
figure illustrates their computations graph, showing old users in the 2-hop level enabling
collaborative signal transfer.

Instead of passing the sub-graphs of all users, including old and new users, to the model,

the subgraphs of only the new users are passed to the model. Since the sub-graphs

are of second degree, old user nodes will appear in the 2-hop level, enabling message

passing from the old user level to the command level and ending at the new user level.

Eventually, the node update will update the new users’ representations, reflecting their true

preferences as well as the collaborative signals from old users as illustrated in figure 4.9.

Consequently, the whole network’s accuracy is raised above this of the offline inference

method in a shorter time compared to retraining using the whole graph.
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Chapter 5

Results and analysis

In this chapter, the model definition and parameters are introduced, as well as the hardware

used to apply our methodology. Next, the results of each step of our method will be

represented and analyzed.

5.1 Preprocessing results

The dataset preprocessing process aimed to remove redundancies and irrelevant com-

mands in the raw BIM event logs to improve its suitability for training. The key steps

included filtering undone commands, removing irrelevant commands, unifying multilingual

entries, and final preparation in which Undo and Redo entries were eliminated. The

resulting dataset properties are described in table 5.1.

Table 5.1: Properties of the dataset after preprocessing.
Metric Count
Users 1000
Sessions 1,556
Commands 920
Total Interactions 610,768
Average session length 392
Sparsity (sessions) 57.39%
UNDO commands 475,193
Tool commands 90,276
Menu commands 45,299
validation instants 1430
test instants 1430

Firstly, Redo events were identified, and the Redo and corresponding Undo entries were

removed. Effective Undo commands (not Redone) were detected, and associated high-

level commands and End Events were removed to retain only effective modeling actions.

Secondly, Commands such as "zoom," "changing views," and "pan," which are frequently

used but do not contribute to modeling, were excluded to avoid imbalance and irrelevance

54



5.2. Model paramters

in recommendations. Low-level End Events triggered by high-level Tool/Menu commands

were deemed redundant and removed.

The resulting dataset now contains commands directly affecting the modeled object, as

described in figure 5.1. Thirdly, localization IDs were used to standardize End Event

entries in English. Commands recorded in other languages were manually verified and

translated to English using the Google Translate API. Unified databases were created for

future use. Finally, timestamps were converted to UNIX time format, and commands and

user IDs were assigned unique IDs for modeling. The processed dataset was then saved

in a CSV format for training and used as input to the network.

Figure 5.1: Frequency of the top 30 messages in the dataset after preprocessing.

5.2 Model paramters

The proposed method for training as well as partially retraining the model on new users

leverages several key packages and tools, including PyTorch for building and training the

model as well as tensor operations, DGL for handling graph-based data, and pandas and

numpy for data manipulation and numerical operations. The model, DGSR, is initialized

with a hidden state size of 50 initialized using PyTorch using user and command IDs,

dropout rates of 0.3 for both feature and attention mechanisms, and a layer count of 3 for

the GNN architecture. Adam optimizer was configured with a learning rate of 0.001 and
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weight decay (L2 regularization) of 0.0001. The loss function employed is Cross-Entropy

Loss, which evaluates the discrepancy between the predicted and actual labels.

The training process includes batching with a size of 50 and uses multi-threaded Dat-

aLoader instances for efficient data handling. This means that each batch contains 50

user sub-graphs. Maximum user and command lengths are initizalied with 50, denoting

the maximum length of interactions considered in a sub-graph. A key innovation in this

implementation is the incorporation of pretrained user embeddings, updated with embed-

dings generated for new users based on their similarity to existing users, calculated using

Jaccard similarity. This ensures a smooth adaptation of the model to previously unseen

user interactions without full retraining.

5.3 Hardware and software

The network employed in this thesis was trained and tested on a laptop with a Windows

10 operating system, a 3.20 GHz AMD Ryzen 7 5800H processor, an 8 GB GeForce

RTX 3070 GPU, and 16 GB DDR4-3200 RAM. In addition, another desktop was used

to load larger graphs with a Windows 10 operating system, an Intel(R) i5 processor, a 5

GB GPU, and 32 GB 2400 MHz RAM, noting that larger graphs require higher memory

resources. DGL version 2.0.0 with CUDA version 12.1 and PyTorch version 2.2.2. Further

packages and libraries are mentioned in the DGSR git repository 1. In addition, due

to large memory requirements, mixed precision training was used to decrease memory

requirements. Therefore, bigger graphs were used as input for the model.

5.4 Results

In this study, Recall@n and NDCG@n metrics were used to evaluate the utilized net-

work’s performance and the developed methodologies. Those metrics are widely used in

sequential recommendation models. Recall@N measures the fraction of relevant items

successfully retrieved among the top-N recommendations. It is a widely used metric in

recommendation systems to evaluate how well a model captures the relevant items in its

predictions.
1https://github.com/CRIPAC-DIG/DGSR
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Recall@N =
Number of relevant items in top-N

Total number of relevant items

Recall@N focuses on whether the system retrieves as many relevant items as possible

within the top-N positions. A higher Recall@N indicates better performance covering

relevant items for a given user.

Normalized Discounted Cumulative Gain (NDCG) is a metric that evaluates the ranking

quality of a recommendation system by considering both the relevance of the recom-

mended items and their positions in the ranked list. Specifically, NDCG@10 focuses on

the top 10 recommended items. The calculation of NDCG involves three steps: first, the

Discounted Cumulative Gain (DCG) is computed, which uses a logarithmic discount factor

to reduce the contribution of relevant items appearing lower in the ranking. The formula for

DCG@10 is given as:

DCG@10 =

10∑
i=1

rel(i)

log2(i+ 1)

where rel(i) denotes the relevance score of the item at position i. Next, the Ideal DCG

(IDCG) is calculated by assuming a perfect ranking of the top 10 items. Finally, NDCG@10

is obtained by normalizing DCG@10 using IDCG@10:

NDCG@10 =
DCG@10
IDCG@10

This normalization ensures the metric is bounded between 0 and 1, where a value closer to

1 indicates a higher quality ranking. NDCG@10 is particularly useful because it measures

the presence of relevant items in the top 10 and rewards the system for placing them in

higher-ranked positions, reflecting the importance of rank in recommendation quality.

5.4.1 Training on initial graph

In this phase, the DGSR model was adopted to learn user and command representation

and predict the user’s next command based on his interaction sequence. The first step

was training the model on the initial graph that simulates our knowledge base. The dataset

57



5.4. Results

used as input included the original 1000 users divided into 1556 sessions. Table 5.1

shows the input data properties after preprocessing raw event logs. User sequences

with less than 3 interactions were excluded from training because they might induce

noise in the network. That’s why validation and test instants are less than the number of

users, although they were normally supposed to be equal. The model training results are

represented in table 5.2.

Table 5.2: Evaluation metrics of next command prediction as a link prediction on 100% of
sessions.

Metric Count
Recall@5 0.8497
Recall@10 0.9098
NDCG@5 0.7529
NDCG@10 0.7723

Although this method yields high prediction accuracy, it cannot inherently generalize to

unseen users nor generate real-time predictions. The model’s architecture is designed for

a transductive setting, meaning it cannot be directly transferred to new graphs or learn

embeddings for new users on the fly. Consequently, the model must be retrained on the

entire graph to utilize the interaction history of all users for generating predictions for a

new user. This approach is computationally expensive and impractical due to the long

training times involved. For instance, second-degree subgraph sampling for a dataset with

3,900 sessions, approximately 610,000 interactions, and a maximum user and command

sequence length of 50 requires about 30 minutes. Additionally, each epoch takes around

2.5 hours to learn representations for all users and commands. With 10 epochs, the total

training time is approximately 25 hours.

Despite these limitations, the results achieved with this approach demonstrate higher ac-

curacy compared to those reported by the authors of the original model. This improvement

can be attributed to the dense interaction matrix in our dataset, which has a density of

57.39%, compared to 0.01%, 0.04%, and 0.08% in the datasets used to evaluate the

original model. Furthermore, our dataset features an average session length of approxi-

mately 392, significantly longer than the average session lengths of 7.6, 9.3, and 27.6 in

the original datasets. This greater density and session length provide richer interaction

data, contributing to improved performance. We didn’t compare our evaluation metrics

with the authors since the datasets differ totally in properties.
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Random sequences where the model failed to recommend accurate results were selected

and examined in detail to understand the reasons behind these failures. Upon analysis, it

was observed that the label commands in most cases corresponded to commands with

very low occurrence in the dataset, making them underrepresented in the training process.

This underrepresentation likely led to insufficient learning of embeddings for these rare

commands, thereby reducing the model’s ability to predict them accurately.

5.4.2 Graph expansion and offline inference

We used another data split approach to test the accuracy of our offline inference method.

First, interaction sessions were further broken down into shorter sessions based on

timestamps. For instance, if a session has a gap between two consecutive interactions

of more than 15 minutes, a cut is made, and a new session starts. This resulted in a

more sparse interaction matrix and shorter average session lengths in comparison to the

dataset used in the step before. Secondly, those sessions were split into training and

testing datasets. This was executed by sampling the minimum number of sessions with all

the unique commands in the training split to ensure the model doesn’t encounter unseen

items in the testing sequences. Sessions were then randomly added to the training split

until an 85-15 split was reached. New input dataset properties are listed in table 5.3.

Table 5.3: Properties of the new dataset after session splits.
Metric Count
Users 1000
Sessions 3900
Commands 920
Total Interactions 610,768
Average session length 156
Sparsity (sessions) 82.97%
UNDO commands 475,193
Tool commands 90,276
Menu commands 45,299

A graph was then constructed with only the training dataset, and the sub-graphs were

sampled. Then, the model was trained on it to learn user and command representations,

and the model state dictionary was saved. Next, a new graph was constructed, including

training and testing datasets. Subsequently, embeddings were aggregated from the pre-

trained sessions to the new sessions based on similarity in interaction sequences, i.e.,

from sessions in the training set to sessions in the testing set. The model state dictionary
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was then updated to include the new users’ embeddings and passed to the model in

evaluation mode to predict the next command.

Table 5.4: Evaluation metrics of offline inference method on the testing dataset.
Metric Count
Recall@5 0.7942
Recall@10 0.8537
NDCG@5 0.67
NDCG@10 0.7072

The last interaction in the sequence was made unique to mitigate the risk of the model

overfitting to repeated interactions within a session. Specifically, if a user engages with

the same command multiple times before the final interaction, the earlier repetitions are

excluded from the sequence, as illustrated in Figure 5.2. This approach ensures that

the recommendation process leverages collaborative signals drawn from the collective

behaviors of users with similar interests rather than being overly influenced by repetitive

actions from an individual user. By emphasizing the uniqueness of the final interaction,

the model focuses on capturing meaningful patterns that are more likely to generalize

across users and scenarios. This method reduces noise in the input data and aligns

the training process to predict diverse and relevant recommendations for the user’s next

action. Furthermore, it enhances the model’s ability to identify significant interaction trends,

thereby improving the quality and robustness of the sequential recommendations.

u1 c1 c2 c3 c9c2 c1 c2

u1 c1 c3 c9 c1 c2

Figure 5.2: Repeated interactions with the same command are removed, retaining only
the final unique interaction in the sequence to improve model generalization and prevent
overfitting.

These results confirm that the offline inference method provides a practical alternative for

generating embeddings for new users without retraining the entire model. Although the

accuracy slightly decreases compared to the initial training results, the trade-off between

efficiency and accuracy is reasonable as it can generate predictions in a real-time manner.
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5.4. Results

5.4.3 Graph expansion and partial retraining

If many users arrive in the production environment, the accuracy of the offline inference

method will deteriorate due to the distinctive interaction sequences. That’s why boosting

the representation of the new sessions was necessary to improve the prediction accuracy.

This was executed based on our method, which was explained in the previous chapter.

The same dataset used in the offline inference method was also used for this method

to measure the improvement in accuracy. Table 5.5 illustrates the results after partial

retraining.

Table 5.5: Evaluation metrics of partial retraining method on the testing dataset.
Metric Count
Recall@5 0.8142
Recall@10 0.8761
NDCG@5 0.6975
NDCG@10 0.732

Although the model’s accuracy after partial retraining didn’t reach the accuracy of the

original model trained on the whole graph, the trade-off in accuracy is considered ac-

ceptable. For instance, each epoch of the partial retraining of the model on 15% of the

user sessions (around 500 users) with approximately 40k interactions requires around

7 minutes of training. Consequently, the model converges quickly since it utilizes the

pre-trained embeddings of the sessions in the training set, allowing for improving the

network’s performance without requiring arduous retraining.

Table 5.6: Summary of evaluation metrics of all methods.
Metric Transductive Offline Inference Partial Retraining
Recall@5 0.8497 0.7942 0.8142
Recall@10 0.9098 0.8537 0.8761
3 NDCG@5 0.7529 0.67 0.6975
NDCG@10 0.7723 0.7072 0.732

This chapter outlined the results of the preprocessing steps and their impact on the

dataset’s structure, detailed the model’s parameters and architecture, and evaluated its

performance in various scenarios. The results demonstrate the model’s high accuracy in

predicting the next commands, particularly in dense interaction scenarios. Additionally,

the offline inference method for new users presents a scalable solution for real-world

applications, ensuring adaptability without prohibitive retraining costs.
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Chapter 6

Conclusions and future works

This study introduced a pipeline that processes raw BIM event log files from Vectorworks

to extract meaningful modeling sequences. The preprocessed data was then used to train

a dynamic graph neural networks model for sequential recommendation. This method

was enhanced to generate real-time predictions suitable for BIM production environments.

The conclusions drawn from the results in the previous chapter and possible future

improvements are described in this chapter.

6.1 Conclusions

Research questions stated in section 1.3 are answered in this section.

How can a robust pipeline be designed to preprocess event logs from BIM authoring

tools and extract meaningful modeling sequences for next-command prediction?

To address the challenges posed by the unstructured nature of BIM event logs, we

designed a comprehensive preprocessing pipeline tailored specifically to Vectorworks’

event log files. This pipeline begins by cleaning the raw data, filtering out irrelevant

events, and normalizing the data to ensure consistency. The pipeline then identifies and

extracts sequences of logical modeling commands, which reflect the user’s intent and

workflow. We implemented techniques to group related actions into coherent sequences

and remove redundancies to achieve this. This sequence extraction ensures that the input

to predictive models is meaningful and interpretable. The pipeline was evaluated for the

logical progression of extracted sequences and predictive performance metrics, such as

accuracy, on the next-command prediction task. The results demonstrate that the pipeline

effectively transforms noisy event logs into actionable data for sequential recommendation

models.
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6.1. Conclusions

How can GNNs be adapted to model sequential interactions in BIM environments

for next-command prediction, and how do they compare with existing deep learning

methods?

To explore the application of GNNs in BIM next-command prediction, we adopted a

dynamic graph recommendation framework that captures the evolving preferences of

users over time. GNNs were chosen for their ability to model complex dependencies and

variable-length sequences, which are common in BIM workflows. Our implementation

incorporates user and command interactions into a dynamic graph structure, enabling the

model to learn user preferences effectively. The model predicts the next command based

on historical user behavior by integrating sequence information and leveraging GNNs’

representation learning capabilities. The results highlight GNNs’ superior ability to handle

variable-length sequences and adapt to dynamic changes in user behavior, making them

a promising approach for BIM next-command prediction.

How effective is similarity-based inference in transferring pretrained user prefer-

ences to incoming users for a real-time next-command prediction in BIM?

One of the key limitations of traditional GNN-based recommendation systems is their

inability to generalize to unseen graphs, particularly in the absence of initial node features.

To overcome this challenge, we proposed a similarity-based inference mechanism that

bridges the gap between training and retraining for new users. This approach aggregates

information from pretrained user embeddings, weighted by similarity to the new user’s

initial interactions. By leveraging this aggregated representation, the model generates an

embedding for the new user without requiring a complete retraining process. Experiments

on simulated scenarios involving new users interacting with BIM tools showed that this

method effectively predicts the next commands while maintaining computational efficiency.

Although there is a trade-off in prediction accuracy, the approach significantly enhances

the model’s adaptability and scalability, making it suitable for real-world applications where

new users frequently join the system.

What is the impact of scalability on accuracy in dynamic graph recommendation

systems for BIM

In the context of dynamic graph recommendation systems, there is often a trade-off be-

tween achieving high prediction accuracy and ensuring scalability for practical applications.
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6.2. Contributions

Our similarity-based inference mechanism exemplifies this trade-off by allowing the model

to generalize to new users without costly retraining. To evaluate the impact, we conducted

experiments comparing the accuracy of this method to the traditional retraining approach.

While a minor reduction in accuracy was observed, typically within 1-2%, the compu-

tational benefits were substantial, with the inference process being significantly faster

and less resource-intensive. This trade-off was further analyzed regarding scalability,

demonstrating that the proposed approach can efficiently handle a growing number of

users and interactions. These findings suggest that the slight accuracy loss is a worthwhile

compromise for the enhanced scalability and adaptability of the system, particularly in

dynamic BIM environments.

6.2 Contributions

Our work on this thesis makes the following contributions:

- Since every BIM authoring tool is different in how it records its event log, we proposed

a pipeline that processes Vectorwork’s event log file, extracts the logical modeling

sequence of the users, and trains and predicts the next modeling command.

- Although several research studies have used deep learning methods for BIM next

command prediction, GNNs have never been tested in this area. We adopt a dynamic

graph recommendation network to capture the user’s evolving preference. We utilize

GNN’s advantage of dealing with variable sequences for user profile building and

next command prediction based on user preferences.

- Most sequential recommendation GNN methods are transductive in the absence

of initial node features. They cannot inherently generalize to new nodes. With our

similarity-based inference, the gap between the initial training and retraining can be

bridged in exchange for acceptable trade-offs in accuracy.

6.3 Limitations and future work

One of the limitations that was identified is that, despite the dataset being collected from a

BIM authoring tool, the majority of recorded commands were similar to CAD commands,
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6.3. Limitations and future work

such as "Create Line", "Trim" and "Drag". The dataset does not contain many modeled

objects of a particular discipline. The implemented method successfully achieved high

accuracy in completing historical interaction sequences; however, it provides no insight

into the relevance of the recommended command to the modeled object.

This is attributable to the absence of information about the modeled object. It may,

therefore, be worthwhile to explore the implementation of an IFC logger alongside the

event log files (Kouhestani, 2020) to record objects modeled and their respective locations,

i.e., in which plan or view. This would create a parallel timeline that shows which objects

were modeled in which time periods and where. Analyzing a group of commands within

the same time period as an object provides insight into the user’s task-specific preferences,

facilitating more accurate short-term preference modeling.

Consequently, a graph network comprising three node types (user, command, object) can

be constructed using this information. By considering the object attributes and creation

time, the user profile (e.g., architect or structural/mechanical engineer), and the command

description, it might be possible to construct an inductive framework capable of learning

node representations for any graph. A tripartite graph can be constructed, as shown in

figure 6.1, to offer more pathways to predict a user’s next interaction/object (HSU & LI,

2021). The requisite dataset must be collected in a controlled environment where the

modeled object is previously known, thereby ensuring the creation of log files specific to

the task. This framework will combine collaborative filtering and content-based filtering to

generate explainable recommendations.

u1

u2

u3

c1

c2

c3

c9

o1

o2

o3

Figure 6.1: Tripartite graph construction, offering more pathways for message passing,
hence more robust and task-specific recommendation (HSU & LI, 2021)

Another limitation that might be experienced when not enough data is available is circular

predictions. When there is no sufficient data for a user, circular prediction (predicting

popular commands often used by others) can lead to recommendations that lack novelty
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6.3. Limitations and future work

or relevance to the user’s specific needs. This might also solved by incorporating user

attributes and command features to create logical relations between users and commands.

This might help recommend new commands that allow the user to find better commands

relevant to the modeling sequence.

A further limitation is the hardware specifications employed to carry out the experiments.

For instance, the combinations of GPU and RAM in the used setups didn’t allow for

experimenting on bigger datasets. The laptop had a better GPU (8 GB Nividia GeForce

RTX 3070) but combined with only 16 GB RAM. The insufficient memory didn’t allow for

the full utilization of the GPU. On the other hand, the desktop used had a weaker GPU

(5 GB) but combined with 32 GB RAM. Larger graphs could be loaded on the desktop,

but longer training times were required due to weak GPU specifications. Moreover,

the second-degree sub-graphs sampled before training required very large disk space.

For example, a second-degree sub-graph sampling of 2500 sessions containing around

430,000 interactions and a maximum user and command length of 50 requires 24 GB of

disk. As a result, huge disk spaces will be required to test higher sub-graph degrees or

longer maximum sequence lengths.
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