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Full microcontroller implementation of
an electrochemical model-based state
observer.
Significant real-time capability on an
application-oriented microcontroller.
Robust estimation of global and model
internal local states.
Optimized numerical solution schemes
yield performance gains and memory
savings.
Electrochemical models in battery man-
agement systems are applicable.
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A B S T R A C T

Accurate knowledge of the current state of lithium-ion battery cells is crucial for enhanced operational
management of battery electric vehicles. Electrochemistry-based models provide the unique ability to predict
cell internal states for advanced state monitoring, such as the anode potential, being of great interest for
preventing lithium plating during fast charging. Furthermore, they are extendable by electrochemistry-based
descriptions of cell degradation mechanisms. However, unlike the widely used equivalent circuit models, they
are more computationally expensive and therefore have been scarcely used in embedded systems for online
applications. This work addresses an efficient implementation of the popular pseudo-two-dimensional (p2D)
electrochemical model in combination with a nonlinear filtering algorithm on a state-of-the-art microcontroller
for automotive applications. For the first time, it is shown that with a suitable discretization scheme for
the finite-difference approximation, a state observer convergence duration below 40 ms can be achieved for
constant current, constant voltage charging at a current rate of 2C, with fast recovery of even local states.
The mean relative error of the model internal states is less than 2% compared to an about 15 times slower
implementation. This works therefore contributes valuably to demonstrating fast and robust performance of
online state estimation using electrochemical models.
. Introduction

Lithium-ion batteries represent the state-of-the-art technology for
toring electrical energy in battery electric vehicles (BEVs) and are
quipped with a battery management system (BMS). The latter pro-
ides key functionalities such as state monitoring, charge control, fault
etection, and thermal management [1]. Battery cells are monitored
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by voltage measurement [2]. Current sensing is performed at pack
level [3]. In addition, temperature sensors installed at specific positions
contribute significantly to the accuracy of state estimation and the
associated operating strategy [2].

Currently, various methods can be used to estimate the main state
variables state of charge (SoC) [4] and state of health (SoH) [5] for
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real-time application in BMSs. They can be grouped into three main
categories: direct [6], data-driven [1] and model-based methods [7].
SoC calculation by coulomb counting [8] or by open-circuit voltage
measurement [9] are examples of direct methods. Data-driven ap-
proaches [10,11], commonly presented as supervised machine learning
methods, are receiving increasing attention, especially for SoH esti-
mation [12,13]. Electrochemical models (EMs) and equivalent circuit
models (ECMs) together form the third group known as model-based
methods. ECMs require little processing power from microcontroller
units (MCUs) and are widely used in BMSs due to their low parameter-
ization complexity [14]. However, the lumped elements usually have
limited physical meaning and their validity is limited to the range of
their initial parameterization [15]. Moreover, conventional ECMs often
cannot describe internal physical processes [16,17]. Extended models,
called transmission line models, try to overcome this limitation [18–
20].

In contrast, the Doyle–Fuller–Newman (DFN) model [21,22], a first-
principle and pseudo-two-dimensional (p2D) model type, directly in-
corporates local concentrations and potentials of immediate physical
significance. In theory, this enables a very accurate description of
cell behavior but is associated with the drawback of a comparatively
complex parameter identification process [16]. Nevertheless, previous
research has shown that successful parameterization is possible using
almost exclusively experimental techniques [23–27]. Moreover, the
sensitivity of the model output is not the same for all parameters [28],
which means the identification process can be further streamlined.
Finally, the required parameters are predominantly design parameters
that are important during cell development and therefore likely to be
accessible to original equipment manufacturers in real-world use cases
for BEVs.

The most commonly described limitation that currently prevents the
use of p2D models in BMS is the high computational complexity [14,
29,30], e.g., in comparison to ECMs, hampering real-time capability.
Efforts have been made to mitigate this, either by model simplifications
such as in the single particle model (SPM) [31–33] or by making
some moderate assumptions, e.g., on the diffusion of lithium ions in
the solid domain. This is often approximated by the parabolic profile
(PP) method described by Subramanian et al. [34,35]. The validity
of this method has been confirmed for high energy cells [36]. Other
model reduction techniques, such as linearization of the Butler–Volmer
equation [37,38] or Gelerkin’s approximation [39,40] for the liquid
phase lithium-ion concentration, have been reported.

Few numerical solution methods that improve the suitability of p2D
models for real-time applications are available in the literature [41–
43]. Unfortunately, performance analyzes were only performed using
computers with powerful central processing units (CPUs).

Sturm et al. [44] implemented the p2D model with different dis-
cretization and approximation schemes on a microcontroller, focusing
on a close comparison between MATLAB/COMSOL and the microcon-
troller implementations, and between different approximation schemes.
Optimization of the C-code to improve execution time and reduce
memory requirements is not included. A very simplified reduced-order
model [45] was implemented by Verma et al. [46] on automotive mi-
crocontrollers. Unfortunately, little information on the implementation
is presented, limiting the ability to evaluate and reproduce the results.

For use in BMSs, the p2D model or reduced versions thereof must be
integrated into a state observer structure to adapt the model to an un-
known state of the cell. Such closed-loop approaches are already widely
used in conjunction with ECMs (e.g., [47–50]). Few studies have fo-
cused on the use of EMs integrated into state observers such as Kalman
filters [51–54], e.g., using a state space representation of a full-order
p2D model and an extended Kalman filter (EKF) [53]. EKFs are the
extension of traditional linear Kalman filters for nonlinear systems [55].
Neither publication [53,54] includes an investigation of the real-time
capability and model complexity because the implementations were
2

done in MATLAB.
From this condensed literature review, it can be concluded that
no study has as yet implemented a state observer in combination
with an EM on an application-oriented microcontroller, and in-depth
performance analyzes are not yet fully available. Therefore, this work
aims (i) to implement and analyze a real-time state estimator using an
EM subject to the constraints of a state-of-the-art automotive microcon-
troller and (ii) to apply methods for performance optimization in terms
of computation time, memory requirements and observer stability. To
the best of the authors’ knowledge, such an investigation has not yet
been reported in the literature.

It will be shown that an EKF-based state observer incorporating
a full-order DFN model with PP approximation for solid diffusion
no longer requires significantly more resources than with a reason-
able ECM. Concurrently, superior real-time capabilities are achievable,
while the EM offers the possibility of robust and accurate estimation
of global and internal physical state variables of the lithium-ion cell.
The latter are particularly relevant, e.g., for future anode potential
controlled fast charging strategies. The results may contribute to a
revision of the prevalent general assessment of the applicability of EMs
in state estimators for BMSs within the community and thus motivate
further research.

2. Methods

2.1. p2D model and approximations

In this study, a single full-order DFN model is used to describe an
individual cell, as schematically shown in Fig. 1. Based on concentrated
solution and porous electrode theory, it models the lithium-ion concen-
trations, electric potentials, and one-dimensional lithium-ion transport
in the electrolyte within the two porous electrodes and the separator
domain, shown in the lower part of Fig. 1. The intermediate space
is filled with liquid electrolyte, likewise the separator region in the
center. The electrode materials are typically graphite for the anode and,
e.g., lithium nickel manganese cobalt oxide (NMC) for the cathode.

All calculations assume that the particles in the DFN model are
spherical with uniform radius, which may differ for anode and cathode.
The concentration profile of lithium in the particles can thus be simu-
lated in the radial direction without a complex geometric description
of the particles. This direction is referred to as the pseudo-dimension
of the p2D model. The current collectors, copper at the anode and
aluminum at the cathode, define the boundary conditions. Since the
DFN model has no spatial resolution for the current collectors, the input
is the current density 𝑖cell, which is obtained by dividing the applied cur-
rent by the active electrode area 𝐴act . Inhomogeneous current densities
leading to non-uniform utilization of individual cell areas are therefore
not taken into account.

Discretization along the electrodes and separator is required to
solve the model equations, which are not described in detail here due
to the frequent use of the DFN model in scientific literature. This
is performed based on a control volume formulation for the finite
difference method [53], exemplified in the lower part of Fig. 1.

To solve the microscale diffusion partial differential equation in
the spherical electrode particles, the PP approximation of Subramanian
et al. [34] is applied. This reduces the problem to a set of three
differential–algebraic equations (DAEs), but could cause deviations
in the surface concentrations. This is the only difference between
this work and the original description taken from Doyle et al. [21],
who used superposition for lithium insertion via Duhamel’s integral.
However, this does not allow a recursive implementation [53].

The full state vector of the PP-p2D model for discrete node 𝑗 and
time step 𝑘 can be written as

𝐱𝑗,𝑘(𝑥𝑗 , 𝑡𝑘) =
[

𝑐l 𝛷l 𝑐ss 𝛷s 𝑖l 𝑗n
]𝖳

𝑗,𝑘 . (1)

It consists of the lithium-ion concentration in the liquid phase 𝑐l, the

electrolyte potential 𝛷l, the lithium-ion surface concentration of the
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Fig. 1. Concept using the PP-p2D model as an electrochemical model integrated into a
state observer for estimation of the local internal states of a lithium-ion battery cell. The
upper part schematically shows a real battery cell with an applied current as input and
a voltage response as output. The lower part presents the EKF and the PP-p2D model.

active material 𝑐ss, the solid potential 𝛷s, the liquid current density 𝑖l,
and the molar flux 𝑗n. The transition from the previous time step 𝑘 − 1
to 𝑘 is performed via a Newton–Raphson approach:

𝐱(𝑛)𝑘 = 𝐱(𝑛−1)𝑘 − 𝐉−1𝑔
(

𝐱(𝑛−1)𝑘

)

⋅ 𝐠
(

𝐱(𝑛−1)𝑘

)

. (2)

Eq. (2) is called recursively until the solution 𝐱(𝑛)𝑘 converges, measured
with absolute 𝜖abs,𝑖 ≤ |𝑥(𝑛)𝑖,𝑘 − 𝑥(𝑛−1)𝑖,𝑘 | and relative 𝜖rel,𝑖 ≤ |(𝑥(𝑛)𝑖,𝑘 − 𝑥(𝑛−1)𝑖,𝑘 )|∕
|𝑥(𝑛)𝑖,𝑘 | termination criteria for the entries 𝑥𝑖 in 𝐱. According to previous
work [53], 𝜖abs,𝑖 = 10−10 and 𝜖rel,𝑖 = 10−4 are initially used for all
state variables. Here, 𝜖abs,𝑖 has the unit of the respective state variable,
omitted for readability. If either of the two criteria is satisfied, the loop
terminates after 𝑛 iterations. The optimal choice of convergence criteria
is a key aspects and is discussed in detail in Section 4. An important
property of the Newton–Raphson method for minimizing the number of
computationally expensive recalculations of the inverse Jacobian 𝐉−1𝑔 of
the model equations 𝐠 is the quadratic convergence rate given a suitable
choice of initial values [56].

In addition to the state vector of the PP-p2D model, a heat equa-
tion is introduced to describe the temperature dependence of the
charge transfer kinetics defined in the Butler–Volmer equation and the
electrolyte potential. Further indirect temperature effects result from
the open circuit potentials (OCPs) of the electrode materials and the
electrolyte parameters. Hence, a time-dependent average temperature
is calculated according to [27,57]. This neglects temperature inhomo-
geneities, which occur in particular at higher charging currents. In a
previous work [27], the error caused by this was analyzed in detail with
respect to a 3D electrochemical–thermal model. Since, as described in
Section 2.1, only a single PP-p2D model is implemented in this work,
the use of a 0D thermal model seems reasonable. The heat equation
3

Fig. 2. Dependence of the MRDE of the cell voltage 𝑉cell during CC/CV charging with
0.5C (left), 1C (middle) and 2C (right) on the number of discretization elements relative
to a 10-5-10 discretization using MATLAB. This benchmark has been experimentally
validated in previous work [44]. The abbreviation 𝑛a − 𝑛s − 𝑛c denotes the number
of nodes in the anode 𝑛a, separator 𝑛s, and cathode 𝑛c domain for different model
discretizations.

is shown at the bottom of Fig. 1 with specific heat capacity 𝑐𝑝 and
mass density 𝑚𝐴−1

act . Reaction heat 𝑞r and ohmic heat caused by the
electrolyte 𝑞l and by the solid 𝑞s potential gradient are considered
as generation terms 𝑄gen for the p2D model [27,58]. Additional heat
may be introduced by external resistances summarized in 𝑅ext , e.g., at
the contacts or current collector foils. Passive heat transfer to the
ambient at constant temperature 𝑇amb is approximated by the transfer
coefficient ℎ∞, which simplistically adds together the contributions of
heat convection, heat radiation and heat conduction [27,44].

The PP-p2D model is parameterized for a commercial cylindrical
3.35Ah NMC-811/SiG cell (INR18650-MJ1, LG Chem, South Korea),
which was extensively characterized in [27]. This high-energy cell has
a nickel-rich cathode and a silicon–graphite composite anode (SiG).
Cylindrical cells remain of great interest for future automotive applica-
tions as shown, e.g., by Tesla’s proposed large format 4680 cylindrical
cell [59].

2.2. Number of discretization elements

A preparatory evaluation was performed using the MATLAB code
of the PP-p2D model from [53] to determine a suitable number of
discretization nodes for implementation on an MCU. The abbreviation
𝑛a − 𝑛s − 𝑛c denotes the number of nodes in the anode 𝑛a, separator
𝑛s, and cathode 𝑛c domain. The mean relative discretization error
(MRDE) for different configurations is shown in Fig. 2 in reference to
a 10-5-10 discretization in MATLAB. A qualitatively similar trend with
decreasing relative error for finer discretization is observed for different
charge rates. The error increases with increasing charge currents due
to increasing inhomogeneities in electrode utilization. Incrementally
increasing the discretization reduces the MRDE slightly more if it is
done in either electrode, as shown by comparing the 5-3-5 with the
5-2-6 discretization. Choosing 𝑛a = 𝑛c = 6 and 𝑛s = 2 yields an
MRDE of about 0.015% for 2C. The number of DAEs to be solved in
this configuration is only 60.4% compared to the 10-5-10 benchmark.
Obviously, other combinations are conceivable, but 6-2-6 is found to
be a good trade-off between complexity and fidelity and is chosen for
the analyzes presented in this paper.

2.3. State observer framework

A discrete-time state-space representation of the PP-p2D model has
been reported in previous work [53] and implemented and investigated
in MATLAB with an EKF algorithm. The concept of using the PP-p2D
model as part of a state observer framework is illustrated in Fig. 1.
Schematically depicted at the top is a selected battery cell in operation,
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indicating that the cell may be part of a larger battery module or pack.
The overall goal of the observer is to match the electrochemical model
as closely as possible to the current state of the real cell during initial
start-up and to accurately track state changes during operation. Both
can be achieved by continuously correcting the state of the observer
framework to avoid increasing deviations caused, e.g., by inaccuracies
in current measurement and limited sampling frequency, as can occur
in coulomb counting [8]. The local state variables of the PP-p2D model
in �̂�𝑗,𝑘 are estimates for local internal states of the real cell. For a given
urrent density 𝑖cell at time step 𝑘, a solution of the PP-p2D model is
omputed based on the previous state. The cell voltage is given by the
ifference between the solid potentials at the current collectors

�̂�𝑘|𝑘−1 = �̂�s(𝑥L+1cathode) − �̂�s(𝑥0anode) − 𝑅f 𝑖cell, (3)

where 𝑅f represents additional ohmic resistance due to the current
collector foils. The residual voltage 𝑦𝑘 = 𝑧𝑘 − �̂�𝑘|𝑘−1 is derived from
the current noisy voltage measurement 𝑧𝑘, and serves as the input to
the EKF. In addition, a dynamic state vector

�̂�dyn𝑗,𝑘|𝑘−1 =
[

𝑐l 𝑐s 𝑞s
]𝖳

𝑗,𝑘|𝑘−1 (4)

is passed to the EKF, consisting of 𝑐l, volume-averaged solid concentra-
tion 𝑐s, and flux 𝑞s.

The update of 𝑐s and 𝑞s for time step 𝑘 is derived from the PP
approximation [53]. For the lithium-ion concentration in the liquid 𝑐l,
the mass balance equation discretized in space and time can be written
in matrix form [53]. Overall, the full transition matrix 𝐅𝑘 is computed
for the three dynamic state variables (see (a) in Fig. 1). Linearizing the
expression for the cell voltage [53] yields the observation matrix 𝐇𝑘,
which henceforth is written as vector 𝐡𝑘 because 𝑧𝑘 is the only available
sensor information.

The EKF algorithm can be executed using the state-space represen-
tation for the current time step 𝑘. Referring to Fig. 1, this comprises
the computation of the a priori state estimation error covariance matrix
𝐏𝑘|𝑘−1 (b) as well as the Kalman gain 𝐤𝑘 (c). When calculating 𝐤𝑘,
the innovation covariance matrix in square brackets must be inverted,
which can be avoided in this work because only one measurand 𝑧𝑘
s used and the expression returns a single number. Thereafter, the
alman gain is used to compute the updated a posteriori dynamic state
ector �̂�dyn𝑘|𝑘 (d) as well as the estimation error covariance 𝐏𝑘|𝑘 (e). The

odified dynamic state vector is fed back into the PP-p2D model, and a
ew consistent solution �̂�𝑘|𝑘 is computed along with an updated average
ell temperature 𝑇𝑘|𝑘−1.

The choice of the process 𝐰𝑘 ∼  (0, 𝐐𝑘) and the measurement
oise 𝜈𝑘 ∼  (0, 𝑟𝑘), described as Gaussian white noise processes,
s crucial for the performance of the EKF. The precise specification
f these stochastic processes is often difficult [60]. Some papers lack
omprehensive information on specific numerical values (e.g., [54]).
evertheless, for the readers’ convenience and reproducibility of re-

ults, the parameters used in this study are briefly described. The
easurement noise covariance 𝑟𝑘 is a scalar and set to 10−4 V2 [51,53].
he matrix 𝐐𝑘 contains the process noise information of each dynamic
tate variable and is assumed to be uncorrelated, hence all off-diagonal
lements are zero. The entries for 𝑐l and 𝑞s are chosen analogously to
hose of previous work [53]. For 𝑐𝑠, studies in this work have revealed
hat an adjustment depending on the charge/discharge current interval
mproves the EKF stability. In Eq. (5), the standard deviation 𝜎𝑄,𝑐s [53]
s divided by an empirical factor of 15 for currents 𝐼(𝑡𝑘) greater than
nd equal 0.1C, while otherwise it is multiplied by 3.

𝑄,𝑐s =

⎧

⎪

⎨

⎪

⎩

1
15 ⋅ 3𝛥𝑡𝑘

𝑅p,a𝐹
⋅ 𝐼(𝑡𝑘), for 𝐼(𝑡𝑘) ≥ 0.1C,

3 ⋅ 3𝛥𝑡𝑘
𝑅p,a𝐹

⋅ 𝐼(𝑡𝑘), else.
(5)

𝑡𝑘 denotes the time step size, 𝑅p,a the particle radius of the anode
aterial, and 𝐹 is Faraday’s constant. Small applied currents lead only

o small changes in the model state, which can introduce inaccuracies
4

S

hen solving the equations numerically. By increasing the process
oise variance for 𝑐s for currents smaller than 0.1C, this additional
ncertainty can be handled and the ability to correct potentially in-
ccurate values is improved [47]. Conversely, reducing 𝜎𝑄,𝑐s for larger
urrents prevents too large an estimation error [47].

. Microcontroller implementation

.1. Features of the microcontroller

In contrast to the MCU used in [44], this work uses the state-of-
he-art automotive real-time integrated architecture (AURIX) microcon-
roller of the second generation TC387 [61] by Infineon Technologies
G, Germany. It has four cores with a 32-bit super-scalar TriCore
rchitecture [61], of which only the first (CPU 0) is used for all analyzes
erformed in this work. The clock frequency was set to the maximum
requency 𝑓clk = 300 MHz [61] and remained unchanged. A static

random-access memory (SRAM) of 304 kB [61] is available per CPU.
The flash memory is 10 MB [61]. Furthermore, there is an integrated
floating-point unit that is optimized for operations on 32-bit floating-
point numbers. According to IEEE Std 754-2008, this format is denoted
as binary32 [62].

3.2. C-code for EKF comprising PP-p2D model

Code was manually developed in C for the p2D model based on
the previous work [44] to implement the state observer. The PP-p2D
model was supplemented by the EKF, using the MATLAB code [53] as
a reference. For the implementation, a spline interpolation [44] is used
for the lookup tables with equilibrium half-cell potentials of SiG anode
𝐸eq,a and NMC-811 cathode 𝐸eq,c. The same applies to the temperature
dependency of the OCPs, i.e., the entropic coefficients 𝜕𝐸eq,i∕𝜕𝑇 with
i = {a, c}. The program flow is shown in Fig. 3. After one-time ini-
tialization in InitStateObserver assuming equilibrium conditions,
the state vector �̂�𝑘|𝑘−1 is calculated in RunModel along with the
ell voltage estimate �̂�𝑘|𝑘−1 in TerminalVoltage. In addition, the
olume-averaged solid concentration and flux are calculated using PP
pproximation in SolidDiffApprox_PP. For further details, the
eader is referred to the original work [34].

After defining 𝐐𝑘 according to Eq. (5), the linearized state-space
epresentation in StateSpace_p2D is calculated for the current time
tep. Subsequently, the steps of the EKF algorithm explained in Sec-
ion 2.3 and illustrated in Fig. 1, are executed yielding �̂�dyn𝑘|𝑘 . Mass
onservation of lithium is taken into account during state correction via
he computed Kalman gain 𝐤𝑘 [53]. Then the PP-p2D model is solved
or the remaining unaltered four variables. In EKF_JacobianCalc,
he Jacobian of the model equations for these is computed. The im-
lementation of SolveBandLES is discussed in detail in Section 3.4.
astly, TemperatureCalc updates the average temperature.

.3. Numerical precision and compiler settings

The 32-bit AURIX TC387 can only handle 32-bit floating-point
umbers. A significantly slower software emulation can be used for 64-
it [62], also called double-precision. While binary64 has a precision
f about 16 digits in decimal format, binary32 has only approximately
digits’ precision [62]. Thus, numerical errors occur more easily when

dding or subtracting numbers of very different magnitudes. Some of
he studies mentioned in the introduction developed and tested their
odels and state estimation algorithms in MATLAB [43]. In the absence

f detailed information, it is assumed that the computations were, by
efault, performed in double-precision [63]. To the best of the authors’
nowledge, no work explicitly dealt with a 32-bit implementation of
PP-p2D model and analyzed the influences of reduced numerical

recision. Therefore, this is one of the research questions discussed in

ection 4.
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Fig. 3. Program flowchart illustrating the full state observer implementation consisting
of PP-p2D model (in blue) and EKF (in gray). Also included is the initialization of
the asynchronous synchronous interface (ASCLIN) module for universal asynchronous
receiver transmitter (UART) communication from the MCU to the personal computer
as well as the model parameterization including LUTs and the declaration of selected
variables within the Cpu0_Main.c file. The two-dimensional array x[NT][2] refers
to the state vector and sol[ND][2] contains 𝑐s and 𝑞s evaluated at every node. Both
vectors contain the values for the time step 𝑘−1 and 𝑘. The program is executed until
𝑡end, where no new inputs are received. (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)

The compiler settings heavily influence performance analyzes of
EMs, but have rarely been reported in this context so far. For this work,
the non-commercial TASKING compiler v1.1r4 was used in combina-
tion with the integrated development environment AURIX Development
Studio V1.2.0–1.5.0. The floating-point model chosen is --fp-model
= 1, which stands for precise and uses more accurate library func-
tions [64]. As a starting point and unless otherwise specified, code
optimization by the compiler is disabled --optimize = 0 (-O0).
This deselects features such as constant propagation, constant folding and
expression simplification. For further details, the reader is referred to
the documentation [64]. The default level for optimization is level 2
(-O2) [64]. In this context, the option --tradeoff = 4 is chosen,
which defines optimization for code size rather than speed.
5

g

Table 1
Mapping of symbols to model equation and the included state variables.

Symbol Model equation Included state variables

𝑔1 Li+ mass balance in electrolyte 𝑐l, 𝑖l
𝑔2 Ohm’s law in electrolyte 𝑐l, 𝛷l, 𝑖l
𝑔3 Electrode∕charge transfer kinetics 𝑐l, 𝛷l, 𝑐ss, 𝛷s, 𝑗n
𝑔4 Li+ mass balance in the particles 𝑐ss, 𝑗n
𝑔5 Charge balance 𝑖l, 𝑗n
𝑔6 Ohm’s law in electrode 𝛷s, 𝑖l

3.4. Newton’s method with banded Jacobian

Calculation of the inverse Jacobian 𝐉−1𝑔 is required to be able
o apply the Newton–Raphson method. A block tridiagonal structure
𝑔 ∈ R(𝑛𝑥⋅𝑛𝑗 )×(𝑛𝑥⋅𝑛𝑗 ) results from the numerical discretization with three

blocks, each having a size of 𝑛𝑥 × 𝑛𝑥 [53]. Thus, for 𝑛𝑥 = 6 and
𝑛𝑗 = 6 + 2 + 6 + 1 = 15 (see Fig. 1), the size is 90 × 90, consuming
32.4 kB of RAM in binary32. Instead of arranging the blocks for the
partial derivatives of 𝐠 at nodes 𝑗 − 1, 𝑗 and 𝑗 + 1 along the diagonal,
they can also be arranged in the columns of a banded matrix 𝐉B as
shown in Eq. (A.1) in parts for rows 𝑛𝑥 ⋅ 𝑗 to 𝑛𝑥 ⋅ 𝑗+5 with 𝑗 ∈ [1; 𝑛𝑗 −2].
The columns of the banded Jacobian correspond to the diagonals of 𝐉𝑔
with column (𝑏 − 1)∕2 representing the main diagonal. The dimension
of 𝐉B is 𝑛𝑥 ⋅ 𝑛𝑗 × 𝑏 with a bandwidth 𝑏 = 2 ⋅ (2 ⋅ 𝑛𝑥 − 1) + 1 = 23. Thus,
he memory footprint is reduced to 8.28 kB, which is only 25.6% of the
riginal value. It is worth noting that the memory dependence on the
umber of nodes is now only linear (𝑛𝑗 ) compared to (𝑛2𝑗 ) for 𝐉𝑔 . This
llows the use of significantly more discretization nodes in embedded
ystems with limited RAM, which is beneficial for MRDE as discussed
n Section 2.2.

After transforming the matrix into the band structure, the following
ystem of equations has to be solved to apply the Newton–Raphson
ethod:

B

(

𝐱(𝑛−1)𝑘

)

⋅ 𝚫𝐱(𝑛−1)𝑘 = 𝐠
(

𝐱(𝑛−1)𝑘

)

. (6)

o minimize memory requirements, in SolveBandLES an in-place
lgorithm is implemented in contrast to previous work [44] to solve
q. (6) by LU decomposition based on the Fortran code given by Thor-
on [65]. For the decomposition 𝐉B = 𝐋𝐵𝐔𝐵 only the memory space
arked in Eq. (A.1) is used. The unit diagonal of the lower triangular
atrix 𝐋B is not explicitly stored [65] and the solution ∆𝐱𝑘 is written

o the memory previously allocated for 𝐠. The LU decomposition of a
atrix to solve a system of linear equations is a standard technique.
hus, the reader is referred to available literature [65,66] for a detailed
escription.

Given that, e.g., partial derivatives of the Butler–Volmer equation
𝑔3∕𝜕𝑐ss are zero in the electrolyte region, a partial pivoting method
as used for LU decomposition. It takes the nearest nonzero element

n the rows below the main diagonal as the pivot element. Due to
he banded matrix approach, there may be insufficient memory after
wapping rows resulting from pivoting, usually requiring additional
𝑏− 1)∕2 columns to be allocated [65]. However, by carefully deciding
n the equations 𝑔1, 𝑔2,… , 𝑔6 and the order of the state variables in
𝑘, a configuration can be found that does not require this additional
emory. This is possible because not all of the model equations depend

n all six state variables, and therefore some partial derivatives yield
urther zero entries in the Jacobian. In the event of model extensions
his approach will have to be reviewed. An implemented exception
andling routine serves to detect a possible out-of-bounds access. The
rder of 𝐱𝑘 can be read from Eq. (A.1); for the model equations it is

iven in Table 1.
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Fig. 4. Results of the 6-2-6 PP-p2D model in binary64 precision. Subplot (a) displays
he convergence duration per time step 𝛥𝑡 plotted versus time during CC/CV charging

with 1C and termination of CV phase at C∕100. The number of iterations per time
step is also given. The dotted lines indicate the respective average values. The orange
line denotes the limit of the real-time capability for the chosen temporal step size of
𝛥 𝑡 = 1 s. Subplot (b) shows the absolute cell voltage error compared to the MATLAB
code with identical discretization and the charge current density.

4. Results and discussion

4.1. Reference implementation of the PP-p2D model

Starting from other work that has implemented and evaluated elec-
trochemical models in MATLAB or MCUs, the PP-p2D model is first
implemented with binary64 precision and using the Gauss–Jordan (GJ)
method [44] for matrix inversion on the AURIX TC387 microcontroller.

The results for a 6-2-6 discretization (see Section 2.2) are plotted
in Fig. 4. At almost all times during the charging process, the model
is not real-time capable, because the convergence duration is almost
always greater than the temporal step size of 𝛥 𝑡 = 1 s (orange line).
The mean value is 𝑡iter,64 ≈ 1.34 s. Considering the higher number
of discretization nodes and a possibly different implementation of the
software emulation for 64-bit floating-point handling, this value is in
a reasonable range compared to previous work [44]. On average, the
Newton–Raphson approach requires �̄�iter,64 ≈ 4.42 iterations, and a
maximum of 8 iterations when 𝛷s takes very small values, as analyzed
in detail in Section 4.3.

Comparing the calculated cell voltage of the binary64 C-code and
the MATLAB code 𝑉err reveals a mean absolute error of only |𝑉err | ≈
0.225 mV, using the built-in matrix inversion function in MATLAB
instead of the GJ method. Thus, the total error introduced by the
microcontroller implementation is small. Therefore, in the remainder
of this section, this implementation will be used as a reference instead
of the MATLAB code.

4.2. Single precision code and error analysis

As described in Section 3.3, using binary64 on a 32-bit microcon-
troller architecture has significant disadvantages. At the same time,
6

Table 2
Model accuracy and computational performance of the PP-p2D model implementation
in binary32 precision on AURIX microcontroller. Sensitivity of parameters dependent
on the choice of relative iteration termination criterion.

Configuration PP-p2D model

For 1C CC∕CV charging, 𝐼CV ≤ 0.01C

Relative limit 𝜖rel / – 1 × 10−4 5 × 10−4 1 × 10−3 5 × 10−3 1 × 10−2

�̄�iter / – 4.80 3.98 3.84 3.18 2.64
𝑡iter,32 ∕ ms 123.37 103.57 99.92 82.78 68.50
Time savinga ∕ % 90.79 92.28 92.54 93.82 94.89
𝑉err,abs

a ∕ mV 0.1910 0.1908 0.1901 0.1989 0.2367
�̄�err,absa ∕ K 0.0144 0.0116 0.0144 0.0144 0.0153

Relative error of local state variablesb

𝑐l,err ∕ % 0.0563 0.0564 0.0589 0.0577 0.0680
�̄�l,err ∕ % 0.3056 0.3055 0.3092 0.2351 0.3242
𝑐ss,err ∕ % 0.0798 0.0798 0.0801 0.0702 0.2874
�̄�s,err ∕ % 0.0102 0.0102 0.0103 0.0100 0.0098
𝑖l,err ∕ % 0.4286 0.4286 0.4276 0.3572 0.5996
𝑗n,err ∕ % 1.6003 1.5952 1.6084 1.4820 2.3548

aIn comparison to the binary64 implementation with 𝑡iter,64 ≈ 1.34 s for 𝜖rel = 1 × 10−4.
bThe mean relative errors for the individual state variables 𝑥𝑖 were calculated as
|(𝑥𝑖,64 − 𝑥𝑖,32)∕𝑥𝑖,64|. The maximum error of all discrete nodes 𝑗 = 0, 1,… , 𝑛𝑗−1 is given
for each state variable.

possible inaccuracies associated with 32-bit values must be carefully
assessed. All floating point data types in the C-code of the PP-p2D
model have been changed to binary32.

To verify that the global model outputs are well represented in
binary32 precision, the results of this implementation are presented
in Table 2. For the relative termination criterion 𝜖rel = 1 × 10−4, the
mean number of iterations per time step �̄�iter is about 8.6% greater
than the binary64 version. This can be attributed to slightly higher
numerical errors when solving Eq. (6) in binary32 precision. For the
iteration time 𝑡iter,32, speeding up by a factor greater than 10 is observed
n all the evaluated scenarios, which already represents a considerable
mprovement in the real-time capability. The absolute mean errors for
ell voltage 𝑉err,abs ≈ 0.20 mV and temperature �̄�err,abs ≈ 15 mK are
mall. A distinct inverse dependence on 𝜖rel is observed for the number
f iterations. However, for the calculated model errors, a relevant
hange is observed only for 𝜖rel > 5 × 10−3, which is why this value
s considered a good compromise based on this sensitivity analysis.
ere, the mean iteration count �̄�iter = 3.18 is 28% less than in binary64
recision.

Similarly, to confirm that the local state variables can also be well
escribed with reduced numerical precision, the introduced error is
nvestigated separately for each of the six state variables, as shown
n the lower part of Table 2. Except for the configuration with 𝜖rel =
× 10−2, the errors are again found to be relatively insensitive to the
onvergence limit selection. For all variables, the relative error even de-
reases slightly for increasing 𝜖rel. Hence, this analysis for 1C constant

current (CC) / constant voltage (CV) charging supports setting 𝜖rel =
5 × 10−3. The largest relative error is observed for the pore-wall molar
flux across the interfacial area between electrolyte and solid particles
𝑗n,err = 1.4820%. This is of the order of 10−5 mol m−2 s−1 and decreases,
especially towards the end of the CV phase, to 1 × 10−7 mol m−2 s−1.
Given these small numbers, it seems plausible that the introduced error
for this variable is comparatively large. The error is less than 0.4% for
all other variables.

4.3. Optimization of convergence stability

Along with the number of cycles 𝑛 required for the convergence of
the solution 𝐱(𝑛)𝑘 at one time step using the Newton–Raphson approach,
he fluctuation of 𝑛iter over different points in time during a charge
rofile is investigated. The maximum convergence duration generally
imits the real-time capability. An analysis of 𝑛 over time reveals that
iter
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Table 3
Sensitivity analysis on how the convergence stability depends on the choice of the
absolute iteration termination criterion for the potential in solid.

Configuration PP-p2D model, 𝜖rel = 5 × 10−3

For 1C CC∕CV charging, 𝐼CV ≤ 0.01C

binary64a binary32

Limit 𝜖abs(𝛷s) ∕ – 1 × 10−10 1 × 10−10 1 × 10−8 1 × 10−6 1 × 10−4

Constant current (CC) phase

�̄�iter ∕ – 4.4726 3.1949 3.1949 3.1911 3.1089
𝑛iter,max ∕ – 8 15 15 5 4
𝑛iter,min ∕ – 3 1 1 1 1

Constant voltage (CV) phase

�̄�iter ∕ – 4.3493 3.1690 3.1960 3.1633 3.0000
𝑛iter,max ∕ – 8 13 13 5 3
𝑛iter,min ∕ – 4 3 3 3 3

aThe relative iteration termination criterion of the model implemented using binary64
remained at the original value 𝜖rel = 1 × 10−4.

nstabilities occur where 𝛷𝑠 takes very small absolute values |𝛷𝑠| ⪅
× 10−3 in the anode domain. The solid potential during charging is
elow the anode OCP due to the voltage drop caused by the electric
urrent 𝑖𝑠 within the active material. This is why zero crossings of
he value of this state variable occur. An adjustment of the absolute
onvergence criterion for 𝛷𝑠 alone was investigated to remedy this
nstability. In this way, the termination of the main iteration loop could
e locally decoupled from the convergence of the specific variable.

The sensitivity analysis in Table 3 reveals a reduction of the maxi-
um number of iterations 𝑛iter,max from 15 to 4 for the CC phase and

rom 13 to 3 for the CV phase with the setting 𝜖abs(𝛷𝑠) = 1 × 10−4. These
maximum numbers are very close to the mean values of both phases
and thus indicate that the goal of stability optimization is achieved.
Again, the influence of this adjustment on the relative errors of the local
state variables according to Table 2 is investigated. This is below 0.1%
for all state variables and therefore not examined any further.

4.4. Further improvements in real-time capability

First, the computation time is analyzed when using the method
described in Section 3.4 to solve Eq. (6). The code following an explicit
GJ approach, as described in Section 4.1, is used as a reference. A
computation time of 17.43 ms is achieved for the 90 × 90 matrix re-
sulting from the discretization described in Section 2.2, using binary32
precision according to Table 4. By comparison, using the algorithm
for 𝐉B (see Section 3.4), a total time of 1.84 ms is obtained, which
corresponds to a reduction of 89.4%. Analyzing the number of floating-
point operations (FLOP) confirms that this reduction in computation
time mainly results from the reduction of the number of FLOP as this
decreases by 91.9% and is thus a similar value. The memory footprint
is also significantly lower. A total of 65.52 kB of memory is required
for 𝐉g, 𝐉g−1, 𝐠, and ∆𝐱 for the GJ method. By comparison, only 13.2%
of this amount of memory is used for 𝐉B and 𝐠 when applying the
optimized in-place approach.

The performance of the whole PP-p2D model is now evaluated
using this method to solve the LES as part of the Newton–Raphson
method, and the real-time capability is measured taking into account
the above reported improvements. To analyze the influence of the com-
piler settings explained in Section 3.3, these are varied and the effect on
computation time as well as memory requirements is measured, again
to allow comparisons for 1C CC/CV charging.

Without code optimization by the compiler (-O0), the mean execu-
tion time is 32.4 ms according to Table 5. This is equal to the mean
number of iterations �̄�iter = 3.0609 for 𝜖abs(𝛷s) = 1 × 10−4 derived
from Table 3 multiplied by the execution time of JacobianCalc and
SolveBandLES. The difference from the reported time for RunModel
is due to updates of solid concentration profiles and the averaged
7

b

Table 4
Comparison of computational speed and memory requirements of the GJ method on
full matrix and solution of linear equation system (LES) obtained by LU decomposition
on banded matrix.

Speed ∕ ms Memorya ∕ kB FLOPb ∕ –

Solution via GJ method for 𝐉𝐠
Matrix inversion 𝐉−1𝐠 16.67 64.80 289,034
Matrix–vector mult. 𝚫𝐱 = 𝐉−1𝐠 𝐠 0.76 33.12 16,200
Total 17.43 65.52 305,234

Solution via LU decomposition for 𝐉𝐁
LU decomposition 𝐋𝐁𝐔𝐁 1.69 8.28 20,902
Forward substitution 𝐋𝐁𝐲 = 𝐠 0.08 8.64 1,848
Backward substitution 𝐔𝐁𝚫𝐱 = 𝐲 0.07 8.64 1,938
Total 1.84 8.64 24,688

aMemory required to store matrices and vectors, which is reused after one-time
initialization.
bTotal number of floating-point operations (FLOP) comprising add.f, sub.f, mul.f,
div.f, madd.f and msub.f [67], the last two being compound operations and
therefore counted twice.

temperature calculation, performed once per time step. The required
flash memory space is subdivided into that required for program code,
consisting of executable program instructions, and that for data. Data
comprises global as well as all static variables (e.g., mathematical
constants and model parameters). These are mainly the lookup tables
containing the data for the anode and cathode OCP separately for
lithiation and delithiation (2 ⋅ 15 kB + 2 ⋅ 1.5 kB), their derivatives
(2 ⋅ 12 kB + 2 ⋅ 1.1 kB), and the entropy coefficients (2 ⋅ 0.8 kB). In
ddition, the data segment contains the initial values for arrays with
untime initialization.

The code optimization by the compiler affects speed and code size,
ut not the memory requirement for data. The first level of optimization
-O1) yields a reduction in the convergence duration of 12.7% and

reduction of 25.1% in the code size. For level -O2 an additional
eduction in the execution time of 9.9% is achieved. In addition,
arying the trade-off between speed and code size only results in small
hanges to the execution time of RunModel. It can be concluded
hat compiler optimization allows an improvement in the execution
ime of about 22%. This is particularly remarkable because it does not
nfluence model calculation accuracies.

.5. Closed-loop formulation based on EKF

After optimizing the implementation of the PP-p2D model, it can
ow be used as part of the observer framework for state estimation
s described in Section 3.2. First, different CC/CV charge profiles are
xamined because these are commonly used in the field. Fig. 5 presents
he results obtained for current rates of 0.5C, 1C, and 2C during the
C phase. At a time 𝑡0 = 200 s during charging, the state estimator (in
reen / light blue) is activated. Then, using the voltage values, it adjusts
he state of the embedded PP-p2D so that a convergence to the plotted
eference (dark blue, dashed) occurs. Previously calculated simulations
f the charging sequences performed with the PP-p2D model with
dentical parameterization are used as reference in Fig. 5a, c, and e.
he voltage measurement values, 𝑧𝑘, are emulated from the simulation
nd corrupted with an additive white Gaussian noise with a standard
eviation 𝜎 = 1 mV. This is a rather conservative assumption compared
o the attainable relative accuracy of cell voltage measurements (CVMs)
f modern battery monitoring integrated circuits (e.g., Ref. [68]).

The absolute estimation error (AEE) of the cell voltage falls below
mV after periods of 226 s, 193 s, and 349 s following activation of the

tate observer for 0.5C, 1C, and 2C, respectively. Thereafter, the AEE
ecreases further and remains in the range of the standard deviation of
he introduced noise for the profiles analyzed. In the CV phase, Fig. 5b
eveals a slight increase of the maximum AEE for 𝐼 < 0.1C, which can

e attributed to the range switching introduced in Eq. (5). However,
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Table 5
Performance of the optimized 6-2-6 PP-p2D model implementation in C-code on AURIX
microcontroller.

Compiler settings

Code optimization
--optimize

Trade-off
--tradeoff

Speedb∕ms Code size∕kB

JacobianCalc 8.35 18.8
SolveBandLES -O0 4 1.84 0.97
RunModela 32.4 31.1

RunModela -O1 4 28.3 23.3

RunModela
4 25.5 20.1

-O2 2 25.3 21.5
0 25.2 22.7

aComplete PP-p2D model including initialization, update of concentrations in the active
materials as well as calculation of current averaged cell temperature.
bMean number of required clock cycles divided by maximum frequency of MCU
𝑓clk = 300 MHz for 1C CC∕CV charging, 𝐼CV ≤ 0.01C.

this still positively affects the stability of the state estimate and allows
its use even below the currents presented here at less than C/500.

In addition to the AEE of the cell voltage, the ability of the state
observer to correctly recover the model internal states is of particular
interest. In Fig. 5c, the estimated surface concentration 𝑐ss is shown
for the anode and cathode domains. The nodes closest to the current
collectors were evaluated and plotted normalized by the corresponding
maximum concentrations. The utilized SoC range of the individual
electrodes is less than 100% [27] due to the specific balancing of the
cell in use. For the cathode, the AEE of the state observer is less than
0.5% at 342 s, 431 s, and 808 s for 0.5C, 1C, and 2C, respectively. The
AEE for the anode also falls below this threshold after 139 s, 154 s,
and 329 s, respectively. Even for 2C, the mean absolute error for the
SoC estimation in the anode is only 0.07% starting from the AEE of less
than 0.5%. The full curves are shown in Fig. 5d.

During fast charging of lithium-ion cells, the anode potential dif-
ference at the anode–separator interface between solid and electrolyte
potential 𝛷s(𝑥a,sep) − 𝛷l(𝑥a,sep), plotted in Fig. 5e, is an important
parameter. If it drops below 0 V vs. Li/Li+, lithium ions may be reduced
to lithium metal at the surface of the anode instead of intercalating
into the anode active material particles [69,70]. This effect is called
lithium plating and may not be fully reversible, resulting in loss of
lithium inventory, loss of active material due to partial shielding of the
anode, and other degradation effects negatively affecting the battery
lifetime [71]. Precise knowledge of the temperature, SoC, and current-
dependent anode potential is therefore essential for an optimal fast
charging protocol for the cells. The PP-p2D model embedded in the
state observer now enables real-time estimation of this potential and
shows good agreement with the reference simulation. As soon as 350–
400 s after activating the observer, the AEE for all charge profiles is
below 2 mV in magnitude for a step size of 1 s almost irrespective of
the current rate, as can be seen in Fig. 5f.

These results demonstrate that the closed-loop formulation is able
to quickly recover the cell voltage as well as important model inter-
nal states under unknown SoC and during different CC/CV charging
profiles. However, it remains unclear whether this can be sustained
for larger initial SoC errors than those resulting from activating the
estimation at 𝑡0 = 200 ms. Additionally, the stability when applied to
dynamic charge profiles must be evaluated. Both aspects will be treated
in Section 4.6. Prior to this, the performance in terms of computa-
tion time and memory requirements of the complete state observer is
studied.

The convergence duration and the number of iterations per step are
given in Fig. 6. For a CC/CV charge profile at 2C, the convergence
duration for the PP-p2D model prediction (downward-pointing triangle,
black) has a mean value of 31.4 ms. It is thus marginally lower
than the convergence duration shown in Table 5 for 1C of 32.4 ms,
8

which is due to minor differences in the number of iterations. The m
Fig. 5. Results of the state observer and study of the absolute estimation error (AEE)
for the cell voltage (a–b), surface SoC (c–d), and potential difference at the anode–
separator interface (e–f) on AURIX microcontroller. The analyzes were performed for
CC/CV charging at 0.5C, 1C, and 2C and termination of CV phase at C/100 (C/500
for 2C scenario).

complete state observer takes 62.3 ms for a time step of 1 s and is thus
bout 16 times faster than real-time. Considering the number of itera-
ions needed to meet the convergence criteria of the Newton–Raphson
ethod (downward-pointing triangle, blue), the number of iterations



Journal of Power Sources 525 (2022) 231018F.F. Oehler et al.

i

𝐏

U
c
t
m
s
m
a
m
m
a
a
a
M
s
o
a

a
T
o
A

Fig. 6. Performance of the state observer including PP-p2D model on AURIX microcon-
troller. For the CC/CV charging at 2C already used in Fig. 5, the convergence duration
and the number of iterations per time step are plotted. The a priori result of the PP-p2D
model is referred to as the model prediction, the adjustment of the state variables by
the EKF is called estimation/update step. In addition, the results are given for two
compiler settings O0-4 and O2-0.

for the model prediction is almost constant at 3. Only immediately after
the activation of the observer algorithm (for 36 s) and at the end of the
CV phase from 𝐼 < C∕450, the number of iterations partially increase
to 4 per step. One to two additional iterations are executed (upwards-
pointing triangle, blue) for the final calculation of a consistent solution
after the estimation of the dynamic state variables �̂�𝑗,𝑘.

The influences of different compiler settings, introduced in Sec-
tion 3.3 for the PP-p2D model, have already been examined in Table 5.
In it, a decrease of the convergence duration of about 22% was found
if -O2 rather than -O0 was chosen for the code optimization. The
same time savings can also be observed for the profile shown in
Fig. 6. However, the convergence duration for the full state observer
is only 35.6 ms on average with code optimization enabled (gray) and
is therefore cut by more than 42%. The reason for this significant
improvement is that the EKF algorithm requires the computation of
several matrix–matrix and matrix–vector products, which can be op-
timized using various mechanisms by the compiler. As an example, the
a priori calculation of the state prediction error covariance matrix 𝐏𝑘|𝑘−1
s analyzed:

𝑘|𝑘−1 = 𝐅𝑘𝐏𝑘−1|𝑘−1𝐅𝖳
𝑘 +𝐐𝑘 . (7)

sing the a posteriori result 𝐏𝑘−1|𝑘−1 of the previous time step, the
ovariance matrix of the state estimation error is updated via the state
ransition matrix 𝐅𝑘 and by adding process noise 𝐐𝑘. For the two matrix
ultiplications and the addition about 12.8 ms are needed with the

ettings -O0-4, whereas the execution only takes 1.5 ms when opti-
ization -O2-0 is enabled. The main reason for this speedup is that the

rray elements are only loaded into registers once and are then used for
ultiple calculations. Compared to the non-optimized implementation,
any load operations and the address calculations of the array elements

re omitted, the latter being further simplified by constant propagation
nd constant folding. These results emphasize the importance of the
ctual implementation and optimization on an application-oriented
CU for assessing the achievable real-time capability of the EKF as a

tate observer incorporating the presented PP-p2D model. With a total
f 35.6 ms for a step size of 1 s, it runs 28 times faster than real-time
nd does not involve any further model simplifications.

Next, the memory requirements of the full state observer are briefly
nalyzed and compared to the values for the PP-p2D model given in
able 5. The top-level function RunStateObserver requires 82.7 kB
f flash memory for data and thus 19.9 kB more than the model itself.
9

major part of this is used for the matrices of the EKF, which are
Fig. 7. Influence of the initial SoC error on the convergence of the state observer for
a CC charge profile at 1C.

generated as local arrays with runtime initialization. Without code
optimization (-O0) and a trade-off with a focus on size (4), the code
of the full estimation algorithm requires 45.6 kB flash memory, which
is 13.2 kB more or about 41% when compared to the model without
EKF. With code optimization -O2, the memory footprint decreases to
30.4 kB, thus only 19% more than the bare PP-p2D model. If the
trade-off is additionally shifted towards speed as implemented in the
configuration shown in Fig. 6, the resulting code size is 34.5 kB. There-
fore, the overall flash memory requirement for the latter configuration
is about 117.2 kB, which is less than 1.5% of the available memory
of the microcontroller being used. This is why optimization for speed
rather than code size seems to be a very reasonable approach. An
analysis of the required SRAM, which is independent of the compiler
settings, indicates use of 59.3 kB corresponding to only 19.5% of the
total SRAM available per core. This also includes the memory for the
banded Jacobian 𝐉B (8.28 kB) stored as a global variable.

To summarize, the study of computation time and memory require-
ments of the state observer implementation with integrated optimized
6-2-6 PP-p2D model reported in this paper has revealed that a mean
convergence duration of 35.6 ms (50.1 ms maximum) with a 117.2 kB
flash memory and 59.3 kB SRAM footprint is achievable for a 2C
CC/CV charge profile. The PP-p2D model accounts for 25.2 ms and uses
93.9 kB of flash memory. Given a step size of 1 s, this leads to a utiliza-
tion level of the MCU of only 3.6%, with a flash memory utilization of
less than 1.5%. Compared to the reference implementation presented
in Section 4.1, this translates into a saving of 98.1% for the PP-p2D
model.

4.6. Stability analysis for dynamic charge profile

First, the influence of the initial SoC error on the convergence of the
EKF is studied. This can be controlled by the choice of the start time
𝑡0. In Fig. 7, multiple start-up phases of the state estimator are plotted
for different 𝑡0. Except for 𝑡0 = 300 s, the time until the voltage residual
𝑦𝑘 falls below 5 mV is found to be less than 250 s. For 𝑡0 = 300 s,
the residual also initially falls below 5 mV, but then increases again
to 6.5 mV before falling below 1 mV as highlighted in dark green
in Fig. 7. This might be explained by the shape of the anode OCP,
but it is of subordinate importance and therefore will not be further
discussed. As a result, it is important to note that when using the
initialization method previously described [53], the choice of the start
time does not determine the performance of the state observer and

robust convergence can be ensured in all cases.
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Fig. 8. Performance and robustness study of the state observer for an artificial charge profile at up to 3C with different phases: pulse charging with 15 s constant input current
at 3C, 2C, 1C followed by an idle period of 15 s (a, i) and single pulses with a duration of 10 s followed by a relaxation of 100 s (a, j). Prolonged rest phases lasting 400 s after
pulse charge sequences and 1C CC/CV charging with termination of CV phase at C/100. Analysis of convergence duration (CD) per time step (b), cell voltage (c, k–m), surface
SoC (e, n, o), and potential difference at the anode–separator interface (g, p, o). Supplementary evaluation of the corresponding AEEs (d, f, h).
Next, the performance of the state estimator for the given input
current profile depicted in Fig. 8a is examined to check the suitability
for future dynamic fast charging strategies. As in Section 4.5, previously
calculated noise-corrupted simulations with identical parameterization
are used as a reference. After the start of the EKF at 𝑡0 = 250 s,
Fig. 8k within Fig. 8c depicts the estimated cell voltage compared to the
reference. Despite the dynamic 3C pulses, the AEE of the cell voltage
shown in Fig. 8d drops below 5 mV from 259 s after activation. During
the subsequent 400 s relaxation phase, the AEE for the cell voltage
declines, and throughout the following pulse charge sections at 2C and
1C, it does not exceed 0.6 mV. With a standard deviation in this range
of around 0.2 mV, the AEE is well below the noise level 𝜎 = 1 mV of
he CVM. The surface SoCs in Fig. 8e and the potential difference at the
node–separator interface in Fig. 8g reveal a similar result compared
o the CC/CV charge profiles in Fig. 5. The magnified plots in Fig. 8n
nd o show the solid concentration estimates for cathode and anode. At
he end of the 3C pulse charge phase, the AEE of the anode potential
ccording to Fig. 8h is about 1 mV.

After pulse current charging at 3C, 2C and 1C, the synthetic input
urrent profile contains three 10 s duration single current pulses with
he same absolute values as shown in Fig. 8j. The cell voltage estimate
or this interval, shown in Fig. 8m, is found to be in very good
greement with the reference. The maximum AEE of 0.35 mV is almost
egligible. Similarly, the estimates of the model internal states do not
10
have any relevant deviations during the single pulses, as observed in
Fig. 8f, h and q.

In Fig. 8b the convergence duration per step is given analogously
to Fig. 6 for the compiler setting O2-0. During the single pulses, an
increase from about 35 ms up to 51.4 ms can be observed. This
is explained by an increasing number of iterations for the Newton–
Raphson approach until the convergence criteria are met. During the
pulse charge phases, the increase in the convergence duration is even
more pronounced. A maximum of 66.5 ms, or even 73.5 ms for a
single time step, is required for a step size of 1 s. Still, the mean
convergence duration of 44 ms is only about 9 ms above the value
for CC/CV charging at 2C studied in Fig. 6. This clearly indicates
that the applied optimization of the convergence stability described in
Section 4.3 and tested under CC/CV conditions also yields good results
for highly dynamic charge profiles.

5. Conclusion

Aiming for accurate state monitoring and operation management,
white-box electrochemical models provide in-depth insights into the
local internal states of lithium-ion batteries. In this work, the implemen-
tation of an EKF-based state observer using the full-order p2D model
with PP approximation for solid-state diffusion on an application-
oriented state-of-the-art automotive microcontroller is proposed.
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Box I.
hrough various optimizations, especially in respect of numerical pre-
ision, EKF tuning, and solver criteria, the convergence duration for
he PP-p2D model could be reduced by 98.1% compared to a straight-
orward reference implementation. For CC/CV charge profiles up to
C, the convergence duration of the full state observer is found to be
8 times faster than real-time, and even for highly dynamic charge
rofiles up to 3C, it is still at least 13 times faster than real-time. The
ean memory footprint of the full state observer consumes less than
.5% of the available microcontroller flash memory and only 19.5% of
he SRAM available per core. These results suggest that the frequently
eported increased complexity of electrochemistry-based models in
omparison to ECMs is no longer a problem for their utilization in
tate estimators for battery management systems in electric vehicles.
oing forward, increased clock frequencies and optimized hardware
rchitectures are expected to support this trend.

Based on these achievements, a broad field for further research in
wo main directions emerges: firstly, current and future work of the
uthors will consider the advanced experimental evaluation of the pre-
ented state observer on a real battery cell during operation, focusing
n the anode potential as a key limiting factor for preventing lithium
lating during fast charging. Based on this, novel adaptive fast charging
trategies will be designed. The performance and convergence stability
f the state observer for different cathode active materials, especially
hose with flat regions of the OCV–SoC curve, e.g., lithium iron phos-
hate (LFP), should also be investigated to prove broad applicability
or different cell chemistries. Secondly, future work will investigate the
ncorporation of aging mechanisms such as solid electrolyte interphase
rowth together with online parameter identification and adaptation
f model parameters during operation. This will enable more accurate
odeling of battery function throughout the battery’s life as well as
ore accurate state-of-power prediction and SoH estimation.
11
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Appendix A. Memory allocation for banded Jacobian

See Eq. (A.1) given in Box I.

Appendix B. Parameterization

See Table B.6.
Table B.6
PP-p2D model parameterization for NMC-811∕SiG cell.

Silicon–graphite (SiG) Separator Nickel-rich (NMC-811)

Geometry

Thickness 𝐿 86.67 μma 12.00 μma 66.17 μma

Particle radius 𝑅p 6.08 μma 3.78 μma

Porosity 𝜖l 21.61%a 45.00%a 17.09%a

Active material fraction 𝜖s 69.39% 74.51%a

Inactive fraction 𝜖s,na 9.0%a 8.4%a

Bruggeman coefficient liquid 𝛽 1.5a 1.85a

(continued on next page)



Journal of Power Sources 525 (2022) 231018F.F. Oehler et al.

R

Table B.6 (continued).
Silicon–graphite (SiG) Separator Nickel-rich (NMC-811)

Transport

Solid diffusivity 𝐷s 5 × 10−14 m2 s−1a 5 × 10−13 m2 s−1a

Solid conductivity 𝜎sa 100 S m−1 0.17 S m−1b

Film resistance 𝑅f 3.5 × 10−3 Ω m2c 0 Ω m2e

Thermodynamics

Equilibrium potential 𝐸eq Ref. [27] Ref. [27]
Entropic coefficient 𝜕𝐸eq

𝜕𝑇
Ref. [27] Ref. [27]

Max. solid concentration 𝑐s,max 35 613 mol m−3e 50 060 mol m−3a

Stoichiometry (0–100% SoC) 0.215–85.24%a 94.23–22.24%a

Kinetics

Reaction rate constant 𝑘 8 × 10−9 ms−1e 8 × 10−9 ms−1e

Transfer coefficient 𝛼a∕c 0.5e 0.5e

Electrolyte 1 M LiPF6 in PC∕EC∕DMC

Salt diffusivity 𝐷l / cm2 s−1 10−4.43−
54

𝑇−229−5𝑐l
−0.22𝑐l d

Ionic conductivity 𝜅l / Sm−1 0.1𝑐l(−10.5 + 0.0740𝑇 − 6.96 × 10−5𝑇 2 + 0.6680𝑐l − 0.0178𝑐l𝑇 + 2.80 × 10−5𝑐l𝑇 2 +
0.4940𝑐2l − 8.86 × 10−4𝑐2l 𝑇 )

2d

Activity 𝑑 ln 𝑓±
𝑑 ln 𝑐l

∕ – (0.601 − 0.240𝑐0.5l + 0.982(1 − 0.0052(𝑇 − 294))𝑐1.5l )(1 − 𝑡0+)
−1 − 1d

Li+ transference number 𝑡0+ ∕ – 0.38d

Ref. concentration 𝑐l,ref ∕ mol L−1 1.0d

Thermal

Active area 𝐴act / m2 0.07134f

Specific heat capacity 𝑐𝑝 / J kg−1 K−1 791.86f

Transfer coefficient ℎ∞ / W m−2 K−1 0.58f

Ambient temperature 𝑇amb ∕ K 299.15

Global

External resistances 𝑅ext 13 × 10−4 Ω m2e

aRef. [27].
bRef. [72].
cRef. [57].
dRef. [73].
eEstimated.
fRef. [44].
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