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Abstract

This thesis presents a comprehensive investigation of the structural and magnetic properties

of biocompatible iron oxide nanoparticles coated with three different ligand materials:

sodium citrate, (3-aminopropyl)triethoxysilane (APTES), and dextran. The influence of

the coating agents on the agglomeration of iron oxide nanoparticles and their oxidation

stability over time was studied. Various experimental techniques were used to characterize

the structural and magnetic properties of the coated nanoparticles, including cryogenic

transmission electron microscopy (cryo-TEM), magnetometry, and small-angle X-ray and

neutron scattering. The results show that the coatings successfully stabilize the particles

leading to various aggregate structures and sizes. These samples exhibit large saturation

magnetization levels close to those of bulk iron oxide and a small coercivity as evidenced

by the magnetization hysteresis loop at room temperature. We find that the zero-field-

cooled (ZFC) and field-cooled (FC) magnetization behaviour is influenced by magnetic

interactions among the nanoparticles inside clusters. The interaction leads to a shift of

the blocking temperature to higher values and a flattening of the FC curves at lower

temperatures. Notably, the blocking temperature of the citrate-coated samples were lower

than would have been expected for the large clustered structure. Furthermore, for this

sample magnetic small-angle neutron scattering (SANS) reveals a multidomain structure,

with the magnetic size corresponding to half of the cluster size as observed by SAXS.

In the aging study, Mössbauer spectroscopy was used to follow the changes in Fe2+ and

Fe3+ composition over time, while magnetometry allowed the determination of the net

magnetization. In all systems, rapid oxidation was observed after less than 0.1 days (the

time between the end of synthesis and the sealing of the samples under N2 atmosphere).

This led to a complete oxidation of the magnetite nanoparticles to maghemite with the

dextran coating, while the nanoparticles with citrate and APTES coating showed slower

oxidation with 10% - 20% of the magnetite fraction after one month. The variation in

oxidation behaviour is linked to the variations in particle size, which in turn are influenced

by the coating agent and the synthesis method.

Micromagnetic simulations were performed with the Object Oriented Micromagnetic

Framework (OOMMF) software for ensembles of randomly arranged and randomly con-

nected nanoparticles. The ”Theta Evolver” within OOMMF was used to include thermal

fluctuations of the magnetic superspin moments of the nanoparticles to model the ZFC and

FC curves, in addition to the magnetization hysteresis loops. The simulation results help

us to understand the effect of exchange and dipolar inter-particle interactions on the energy

barriers for magnetization reversal and, thus, on the magnetization hysteresis curves. This
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Abstract iv

knowledge of the altered magnetic behaviour is required in tuning the synthesis route to

obtain the desired magnetic properties for future medical applications.

Part of the results presented in this thesis was published in Ref. [1], and a second

manuscript on micromagnetic simulations is in preparation.



Kurzfassung

In dieser Arbeit werden die strukturellen und magnetischen Eigenschaften von biokompat-

iblen Eisenoxid-Nanopartikeln untersucht, die mit drei verschiedenen Liganden beschichtet

sind: Natriumcitrat, (3-Aminopropyl)triethoxysilan (APTES) und Dextran. Der Ein-

fluss der Beschichtungen auf die Agglomeration von Eisenoxid-Nanopartikeln und ihre

Oxidationsstabilität im Laufe der Zeit wurde untersucht. Zur Charakterisierung der

strukturellen und magnetischen Eigenschaften der beschichteten Nanopartikel wurden

verschiedene experimentelle Techniken eingesetzt, darunter kryogene Transmissionselektro-

nenmikroskopie (cryo-TEM), Magnetometrie sowie Röntgen- und Neutronenstreuung unter

kleinen Winkeln. Die Ergebnisse zeigen, dass die Beschichtungen die Partikel erfolgreich

stabilisieren und zu verschiedenen Aggregatstrukturen und -größen führen. Diese Proben

weisen große Sättigungsmagnetisierungen auf, die denen des ’bulk’ Eisenoxids nahe kommen.

Ferner weisen sie eine geringe Koerzitivfeldstärke auf, wie die Magnetisierungshysteresekur-

ven bei Raumtemperatur zeigen. Wir beobachten, dass die Magnetisierungskurven im

nullfeldgekühlten Zustand (ZFC) und im feldgekühlten Zustand (FC) durch magnetische

Wechselwirkungen zwischen den Nanopartikeln in den aus Nanopartikeln bestehenden

Clustern beeinflusst werden. Die Wechselwirkungen führen zu einer Verschiebung der

Blocking-Temperaturen zu höheren Werten und zu einer Abflachung der FC-Kurven bei

niedrigeren Temperaturen. Bemerkenswert ist, dass die Blocking-Temperaturen der mit

Citrat beschichteten Proben niedriger waren, als man es bei der großen Clusterstruktur

erwarten würde. Darüber hinaus ergab die magnetische Kleinwinkel-Neutronenstreuung

(SANS) für diese Probe eine Multidomänenstruktur, wobei die magnetische Größe der

Hälfte der durch SAXS beobachteten Clustergröße entspricht.

In der Oxidationsstudie mittels Mössbauer-Spektroskopie konnten wir die Veränderungen

der Fe2+- und Fe3+-Zusammensetzung im Laufe der Zeit verfolgen, während wir ferner

mit Magnetometrie die Nettomagnetisierung bestimmen konnten. Bei allen Systemen

wurde eine schnelle Oxidation nach weniger als 0,1 Tagen beobachtet (die Zeit zwischen

dem Ende der Synthese und dem Versiegeln der Proben unter N2-Atmosphäre). Dies

führte zu einer vollständigen Oxidation der Magnetit-Nanopartikel zu Maghemit in der

Dextran-beschichteten Probe, während die Citrat- und APTES-beschichteten Proben eine

langsamere Oxidation mit 10 - 20 % der Magnetitfraktion nach einem Monat zeigten. Die

Unterschiede im Oxidationsverhalten hängen mit den Unterschieden in der Partikelgröße

zusammen, die wiederum durch die Beschichtung und die Synthesemethode beeinflusst

werden.

Mikromagnetische Simulationen wurden mit der Software Object Oriented Micromagnetic
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Framework (OOMMF) für Ensembles aus zufällig angeordneten und zufällig verbunde-

nen Nanopartikeln durchgeführt. Der ”Theta Evolver” in OOMMF wurde verwendet,

um thermische Fluktuationen der magnetischen Superspin-Momente der Nanopartikel

einzubeziehen, um die ZFC- und FC-Kurven zu modellieren, zusätzlich zu den Mag-

netisierungshysteresekurven. Die Simulationsergebnisse helfen uns, die Auswirkungen von

Austausch- und dipolaren Wechselwirkungen zwischen den Teilchen auf die Energiebarri-

eren für die Magnetisierungsumkehr und damit auf die Magnetisierungshysteresekurven zu

verstehen. Dieses Wissen über das veränderte magnetische Verhalten ist erforderlich, um

die Syntheserouten zu optimieren und die gewünschten magnetischen Eigenschaften für

zukünftige medizinische Anwendungen zu erhalten.

Ein Teil der in dieser Arbeit vorgestellten Ergebnisse wurde in Ref. [1], veröffentlicht,

und ein zweites Manuskript über mikromagnetische Simulationen ist in Vorbereitung.
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Chapter 1

Introduction

1.1 Motivation

Iron oxide nanoparticles with diameters ranging from 1 to 100 nm are considered optimal

tools for in vivo medical applications for both diagnosis and therapy [2, 3, 4]. Larger

nanoparticles (D > 100 nm) tend to aggregate under physiological conditions and are

rapidly absorbed by macrophages in the bloodstream, which can limit their usability in

medical applications. Employing smaller nanoparticles not only enhances the stability

in the bloodstream but also improves the uptake by cells [5]. Such nanoparticles exhibit

a large magnetic susceptibility, enabling a large and rapid response. Furthermore, they

reduce side effects, i.e., in direct drug delivery with the help of the magnetic nanoparticles

with their ability to preferentially accumulate at tumor sites and limit off-target side

effects [6]. They find applications in various medical fields for diagnostics such as in

magnetic resonance imaging (MRI) as contrast agents [7, 8], or in therapy such as targeted

drug delivery [9, 10] and hyperthermia [11, 12]. Furthermore, a novel imaging technique,

i.e. Magnetic Particle Imaging (MPI) has gained increasing attention recently due to its

enhanced sensitivity and much less expensive logistics [13]. However, significant limitations

and challenges remain to be addressed before these nanoparticles can be implemented

in clinical use [14]. For example, no magnetic drug delivery system is currently used in

clinical practice due to the challenges of producing magnetic carriers with strong and fast

enough responses to external magnetic fields under arterial flow conditions, in particular

for optimal accumulation of drugs in the bloodstream [15].

Superparamagnetic iron oxide nanoparticles (SPIONs) are a type of magnetic nanoparti-

cles that have gained special attention due to their proven biocompatibility and strong

magnetic properties, making them super candidates for different medical applications.

SPIONs exhibit superparamagnetic behaviour at a particle size of 5-20 nm. In most

cases, they are composed of an iron oxide core and a ligand shell. The specific iron oxide

phase composition varies significantly between different synthesis routes and also between

core sizes. In the majority of cases, it is a composition of maghemite, magnetite, and

wüstite. SPIONs are characterized by having a single magnetic domain. If in addition

the magnetization reversal of the single-domian particle occurs via coherent rotation one

1
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can associate it with a so-called ”superspin” [16, 17, 18]. In this case, the magnetic

moments of the nanoparticles behave similarly to paramagnetic moments in the presence

of an external magnetic field; however, they are characterized by large magnetic moments

(m ≈ 103 − 105µB) [19].

SPIONs are promising tools in theranostics, a field that combines therapy and diagnos-

tics [20]. They have the potential to significantly enhance cancer treatment through a

combination of imaging and magnetic hyperthermia [21, 22]. SPIONs can be used to

identify disease states and deliver therapy simultaneously, allowing the following of the

therapy by imaging. Magnetic hyperthermia takes advantage of the heat produced by

exposing magnetic nanoparticles to an alternating current (AC) magnetic field [23]. The

heating efficiency is characterized by a specific absorption rate (SAR). The mechanism

responsible for the heat dissipated is the switching and relaxation behaviour of the parti-

cle’s magnetic moments. Thus, it is essential to develop high-quality particles with large

saturation magnetization that can respond with large SARs to external magnetic fields in

the bloodstream.

In most medical applications, magnetic nanoparticles must have a highly crystalline struc-

ture and well-controlled physicochemical properties, including particle size [24], shape [25],

and surface characteristics [26]. These factors, along with the composition of the iron

oxide phases [27], significantly determine the final magnetic properties of the nanoparticles.

Therefore, controlling synthesis conditions and the stabilization process is crucial for

improving magnetic properties.

Recently, increased interest has focused on multi-core nanoparticles. Such systems are

often termed ’clustered nanoparticles’ or ’nanoflowers’ and consist of several smaller SPION

constituents being in close contact thus forming a cluster. Due to the single magnetic

cores being closer together or even in contact, magnetic dipolar interactions between the

cores are increased. Furthermore, exchange interactions may be found increasing the

inter-core interactions even further. The aggregation state has an influence, e.g., on the

transverse relaxation time T2 in MRI [28, 29]. This effect has led to a new strategy of

controlling aggregates or clusters to obtain a large degree of magnetic susceptibility and

even long-term stability [30, 31].

The collective magnetic behaviour of clustered particles gives rise to macroscopic magnetic

properties that differ from those expected for single-core particles. For example, despite

the large size of the aggregates, they still show superparamagnetic behaviour. This then

implies zero or a small remanent magnetization. Fig.1.1 compares the magnetization curves

for single and clustered nanoparticles. While both systems exhibit similar superparam-

agnetic behaviour, the magnetization of the aggregated particles is significantly larger

due to the cooperative interaction of their magnetic moments. The desired aggregates

are characterized by coherent rotation of the superspins of the primary particles that

constitute the cluster, i.e., the superspins of the primary particles inside the clusters rotate

in unison. Some studies propose that this behaviour is related to the existence of exchange

coupling among the cores, leading to a superferromagnetic state of the whole aggregate

[32]. Consequently, expanding the detailed understanding of inter-core interactions within

clusters is essential to optimize the magnetic performance in applications.
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Figure 1.1: Comparison of magnetization curves for single nanoparticles and nanocluster

aggregates. The data shown are from the same SPION citrate sample used in

this study, while the single nanoparticles are commercial iron oxide nanoparti-

cles (SPA10-10) from Ocean NanoTech (San Diego, USA). The SEM image of

the SPION citrate sample is from Ref. [33].

The most commonly used iron oxide phases as magnetic cores of nanoparticles for

biomedical applications are magnetite Fe3O4 and maghemite γ−Fe2O3 [34]. Due to the

sensitivity of magnetite to oxidation, it is not easy to obtain pure magnetite as nanoparti-

cles, often resulting in a mixture with maghemite [27]. Controlling the oxidation state

of the iron oxide cores is crucial for medical applications, as it significantly impacts

their functionality. For example, the oxidation of magnetite to maghemite reduces the

SPION’s saturation magnetization. Also, the magnetocrystalline anisotropy is affected.

Consequently, the particles’ efficiency and the results’ reproducibility are altered [35].

Deliberate control of the oxidation state can hence lead to an increase of e.g. the heating

delivery in magnetic hyperthermia applications [36]. Therefore, a systematic study of the

impact of surfaces on core oxidation is essential not only for optimizing the synthesis of

these materials, but also for the control of their magnetic properties for specific applications.

1.2 The Aim of the Work

Numerous research studies have investigated the synthesis of magnetic clustered nanopar-

ticles, the effects of various coatings, and the resulting physicochemical properties [37, 38,

39, 40]. However, their magnetic properties remain debated [41, 42]. In our study, we
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have selected several coating agents, such as negatively charged citrate, positively charged

APTES, and neutral hydrophilic polymer dextran, to stabilize the magnetically clustered

nanoparticles and to control the oxidation properties of the iron oxide nanoparticles. The

aim of our study is therefore to

• Investigate the effects of different coating agents on particle size, structural orga-

nization, and magnetic properties. We employed magnetometry combined with

small-angle X-ray scattering (SAXS) and cryogenic transmission electron microscopy

(cryo-TEM). Additionally, we utilized small-angle neutron scattering (SANS) to

examine the magnetic structure of the clustered particles for the citrate-coated

system.

• Study the oxidation stability of the particle-coating species from storage to the final

product. We used both Mössbauer spectroscopy and magnetometry to be able to

track the changes in Fe2+ and Fe3+ composition as a function of time for various

coating types, determining the net magnetic properties and examining how fast this

oxidation takes place and the ratio of the oxidized form.

• Employ micromagnetic simulations to understand the internal magnetic structure of

iron oxide nanoparticle clusters.



Chapter 2

Theoretical Background

This chapter provides the essential theoretical framework necessary to understand the

structural and magnetic properties of self-assembled superparamagnetic iron oxide nanopar-

ticles. In section 2.1.3, we explore the various magnetic interactions present between

the atomic magnetic moments in bulk materials, which lead to a variety of magnetic

orders (section 2.1.4). We also investigate nanoparticle magnetism and the possibility

of the existence of collective inter-particle superspin states depending on the strength of

their interactions in section 2.1.6. Next, in section 2.2, we will discuss scattering theory.

This section covers theoretical aspects of scattering phenomena, particularly focusing

on small-angle X-ray and neutron scattering methods. These techniques are vital for

characterizing the structural and magnetic properties of nanoparticles. In section 2.3, we

introduce Mössbauer spectroscopy, a powerful technique for probing hyperfine interactions

and providing insights into the local environments of atoms in materials. Finally, in section

2.4, we discuss micromagnetic simulations that are used to model magnetic systems. It is

essential for the understanding of the dynamic spin behaviour within nanoparticles and

their assemblies.

2.1 Magnetism

2.1.1 Magnetic moments

In a classical model of an atom, magnetic moments arise from the circular motion of an

electron around atomic nuclei. This motion is equivalent to a current flow I around a

loop area d⃗A. This results in a magnetic moment given by dµ⃗ = IdA⃗, with the direction

normal to the area of the loop (Fig.2.1(a)). However, for the correct discussion of atomic

magnetic moments, a quantum mechanical description has to be employed. For a single

electron atom, the magnetic moments originate firstly from the orbital angular momentum

of the electron, given by l⃗ = r⃗ × p⃗, where p⃗ is the electron momentum and r⃗ is the spatial

position. Secondly, electrons exhibit an intrinsic magnetic moment µ⃗s which is associated

5
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with its intrinsic spin angular momentum s⃗ (Fig.2.1(b)). Hence, the orbital magnetic

moment µ⃗l, the spin magnetic moment µ⃗s and the total angular momentum µ⃗j are

µ⃗l = −gL
µB

ℏ
l⃗

µ⃗s = −gS
µB

ℏ
s⃗

µ⃗j = −gJ
µB

ℏ
j⃗

, (2.1)

where µB = 9.27× 10−24Am2 is the Bohr magneton, gL = 1 and gS ≈ 2 represent the g-

factors for the orbital and spin components, respectively. According to quantum mechanics,

the component of orbital angular momentum along a fixed axes such as z-axes is mlℏ, and
the magnitude of orbital angular momentum is

√
l(l + 1)ℏ where l and ml are the orbital

quantum number and the corresponding magnetic quantum number, respectively. Hence,

the component of µ⃗l, along the z-axis is given by

µz
l = −µBml; with ml = −l,−l + 1, . . . , 0, . . . , l − 1, l. (2.2)

Similarly the components of spin magnetic moment µ⃗s and of the total magnetic moment

µ⃗j along the z-axis can be written as [43]

µz
s ≈ −2µBms; with ms = ±1/2. (2.3)

µz
j = −gLµBmj; with mj = −j,−j + 1, . . . , 0, . . . , j − 1, j. (2.4)

where ms is called the spin magnetic quantum number, while j represents total angular

momentum quantum numbers, with mj corresponding to the total angular momentum

magnetic quantum number. The potential energy of an electron with a magnetic moment

µ⃗ in a magnetic field B⃗ is known as Zeeman energy

EZeem = − µ⃗ · B⃗ = −µB cos(θ), (2.5)

where θ is the angle of the magnetic moments relative to the magnetic field. The torque is

G = −µB sin θ, which lets the magnetic moment precess around the field direction.

For an atom with several electrons, the orbital and spin angular momenta are given by

L⃗ =
∑N

i L⃗i, S⃗ =
∑N

i s⃗i, where the summation extends over all electrons. The resulting L⃗

and S⃗ can be (in case of so-called LS coupling) coupled through the spin-orbital interaction

to form the resulting total angular momentum J⃗

J⃗ = L⃗+ S⃗. (2.6)

However, for atoms with relatively large atomic number Z the j − j coupling scheme is

dominating [44]. In this scheme, the orbital and spin angular momenta of each individual
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electrons are first combined to form the total angular momentum as j⃗i = l⃗i + s⃗i. The

resulting angular momenta, j⃗i, then interact to yield the total angular momentum of the

atom as J =
∑N

i j⃗i. The Hamiltonian of spin-orbital coupling is given by

H = λL⃗ · S⃗, (2.7)

where λ is the spin-orbital coupling constant. Both the L⃗ and S⃗ precess around J⃗ . Then

the total magnetic moment of a atom is

µ⃗tot = µ⃗L + µ⃗S = −µB

ℏ
(L⃗+ 2S⃗). (2.8)

The µ⃗tot is directed along the vector (L⃗+ 2S⃗) but not along (J⃗). One should note that

it is composed of a constant component which is the projection of µ⃗tot on the direction

of J⃗ and a precessing component around the direction of J⃗ . The total magnetic moment

with a certain angular momentum J is then written as

µ⃗J = −gJ
µB

ℏ
J⃗ , (2.9)

where gJ represents the projection of µ⃗tot on J⃗ so that

gJ =
(L⃗+ 2⃗S) · J⃗

J2
=

(J⃗ + S⃗) · J⃗
J2

. (2.10)

Since L⃗ = J⃗ − S⃗, so L2 = J2 + S2 − 2J⃗ · S⃗, and hence

(J⃗ + S⃗) · J⃗ = J2 + S⃗ · J⃗ = J2 + (
J2 + S2 − L2

2
) (2.11)

Substituting in E.q 2.10 yields:

gJ =

[
1 +

J2 + S2 − L2

2J2

]
. (2.12)

Replacing J2, L2, and S2 by their quantum mechanical values J(J + 1)ℏ2, L(L+ 1)ℏ2,
and S(S + 1)ℏ2 respectively, we obtain:

gJ =

[
1 +

J(J + 1) + S(S + 1)− L(L+ 1)

2J(J + 1)

]
. (2.13)

In the context of an atom with total magnetic moment µ⃗J placed in a weak magnetic

field B⃗ , the Zeeman energy can also be formulated as: [43]

EZeem = −µ⃗ · B⃗ = gJ
µB

ℏ
J⃗ · B⃗, (2.14)

when B⃗ is applied along the z-axis i.e. defines the z-axis. The Zeeman energy becomes
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gJµBmJB, where Jz = mJℏ. In the absence of a magnetic field, the energy levels associated

with differentmJ are degenerate. However, once a magnetic field is applied, this degeneracy

is removed, leading to the splitting into (2J + 1) discrete sublevels, and each sublevel

corresponds to a specific value of the mJ .

Figure 2.1: (a) Magnetic moments are generated by a current running round of the loop, (b)

the magnetic moment µ⃗l and µ⃗s originate from the orbital angular momentum

and the spin of an electron, respectively, with directions opposite to their

angular momenta l⃗ and s⃗.

2.1.2 Magnetization

A solid typically consists of a large number (∼ 1023) of atoms each carrying a magnetic

moment. One important quantity characterizing the macroscopic magnetic properties is

defined as the sum of all magnetic moments divided by the volume V of the sample, i.e.

the magnetization,

M⃗ =
1

V

N∑
i

µ⃗i. (2.15)

In free space, we define the magnetic field H⃗ through the B⃗ = µ0H⃗, where µ0 =

4π · 10−7 H/m is the magnetic permeability of vacuum and B⃗ is called magnetic flux

density. In a magnetic solid, the relation between B⃗ and H⃗ can be given by

B⃗ = µ0(H⃗ + M⃗). (2.16)

Magnetic materials can be classified in terms of their magnetic susceptibility χ which

expresses the relationship between M⃗ and the magnitude of H⃗ as

χ =
∂M

∂H
, (2.17)
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whereM has the unit A/m, being the same as the unit of H, which makes χ a dimensionless

quantity. Most materials are weakly magnetic and exhibit magnetism only in the presence

of an applied field. They are classified as paramagnets when their susceptibility lies in

the range of 10−6 − 10−1 or diamagnets when their susceptibility lies in the range of

−10−6 −−10−5, respectively. However, several materials exhibit ordered magnetic states.

The interaction between atomic magnetic moments can give rise to collective magnetism,

i.e. spontaneous magnetization without the application of an external magnetic field. They

typically have a large value of χ and can be either ferromagnetic, antiferromagnetic, or

ferrimagnetic. These magnetic types will be described in more detail in the next section

2.1.4.

2.1.3 Collective magnetism

In magnetic solids, different types of magnetic interactions can exist between the atomic

magnetic moments, allowing them to interact with each other. These can lead to various

types of macroscopic magnetic properties of materials.

2.1.3.1 Magnetic dipole interaction

Magnetic dipoles always interact with each other via long-range dipole-dipole interactions.

The magnetic field generated by one magnetic dipole moment µ⃗1 is given by [45]

B⃗(µ1, r) =
µ0

4πr3

[
3

r2
(µ⃗1 · r⃗) · r⃗ − µ⃗1

]
. (2.18)

The potential energy of the second magnetic dipole moment µ⃗2 in the field created by

the first moment at a distance r (Fig.2.2) is then

Edip = −µ⃗2 · B⃗(µ1, r) (2.19)

Edip =
µ0

4πr3

[
µ⃗1 · µ⃗2 −

3

r2
(µ⃗1 · r⃗) · (µ⃗2 · r⃗)

]
(2.20)

The classical dipole-dipole energy depends on the distance and relative orientation of

the two moments, which leads to a strongly anisotropic type of interaction. The dipole

energy may be written as follows

Edip = −µ0µ1µ2

4πr3
[2 cos θ1 cos θ2 − sin θ1 sin θ2] . (2.21)

where θ1 and θ2 are the angle between the µ⃗1 and µ⃗2 relative to r⃗. For simplicity, we

consider two dipoles that are aligned parallel and antiparallel to each other. In the case

of magnetic moments oriented parallel to each other, where the angle θ1 = θ2 = 90◦, the

energy is expressed as (E = µ0µ1µ2

4πr3
), indicating a repulsive interaction. If, on the other

hand, the dipoles are aligned anti-parallel, where the angle θ1 = 90◦ and e θ2 = −90◦, the
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energy is given by (E = −µ0µ1µ2

4πr3
), which indicates an attractive interaction. Usually, dipole

interactions are too weak to explain magnetic order at room temperature in regular solids.

E.g. for atomic spins with µ = 1µB separated by | r⃗ |= 1 Å, the magnetic dipole energy

is 54 µeV, which corresponds to 0.6 K. Therefore, thermal fluctuations can destroy the

alignment of the dipolar coupled moments at ambient temperature. In contrast, magnetic

dipole interactions are pronounced in fine particles with large magnetic moments about

103 − 105µB and separations in the order of nm. Then, the magnetic dipolar energy

corresponds to several tens or even hundreds of Kelvin and can hence have a significant

influence during the self-assembly or aggregation of particles.

Figure 2.2: Schematic of a magnetic dipole moment µ⃗1 with the corresponding dipolar

field, and a second moment µ⃗2 located at distance r.

2.1.3.2 Exchange interactions

The exchange interaction is a short-range magnetic interaction that allows the nearest

magnetic moments to interact strongly (in the order of 1 eV ≈ 10000 K). This interaction

can be explained involving the exchange of two electrons due to both the Pauli principle

and Coulomb interactions. According to the Pauli exclusion principle, when two electrons

occupy the same orbital, they must have different spin quantum numbers (S = ±1
2
),

whereas, if they have the same spin quantum numbers, they cannot occupy the same

orbital. In a solid, the atomic orbitals overlap, and so if two electrons on neighboring

atoms occupy the same state, they must take opposite spins. On the other hand, the

Coulomb interaction tends to maximize a distance between two electrons regardless of

their spins, so that eventually ferromagnetic coupling is favored. However, this effect is

small when the electrons are well separated, leading to an increase in kinetic energy. If

the benefit of Coulomb energy can not overcome the increase in the kinetic energy, two

electrons stay in the same state with an antiparallel alignment.

When considering two electrons located at spatial positions r⃗1 and r⃗2 with the wave

functions ψa(r⃗1) and ψb(r⃗2), it is important to recognize that the electrons are identical

fermions. Since they are indistinguishable particles, their combined wave function must be

totally antisymmetric. The total wave function is given by the combination of a spatial

part and a spin part. The spatial wave function ψ(r⃗1, r⃗2) can be written as
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ψ±(r⃗1, r⃗2) =
1√
2
[ψa(r⃗1)ψb(r⃗2)± ψb(r⃗2)ψa(r⃗1)]. (2.22)

The spatial wave function is symmetric (+) or antisymmetric (−). For spin functions,

there are two possible configurations for coupled spins: an antisymmetric singlet state

with S = 0 and a symmetric triple state with S = 1. The quantum number ms of the

composite system is just ms1 +ms2, where both ms1 and ms2 take only value of ±1/2.

Then the states of the coupling two spins are written in the notation |Sms⟩

XT ;


|11⟩ =↑↑
|10⟩ = 1√

2
(↑↓ + ↓↑)

|1− 1⟩ =↓↓

 S = 1 (triplet). (2.23)

XS;
{

|00⟩ = 1√
2
(↑↓ − ↓↑)

}
S = 0 (singlet). (2.24)

In conclusion, the antisymmetric total wave function can be written as

ψT = ψ−(r⃗)XT (2.25)

ψS = ψ+(r⃗)XS (2.26)

The energies of the singlet and triplet states amount to:

ES =

∫
ψ∗
SHψS dV1 dV2 (2.27)

ET =

∫
ψ∗
THψT dV1 dV2 (2.28)

The energy difference between the singlet and triplet state is defined as the exchange

constant 2J , which depends on the orientation of the neighboring spins as follows:

J =
ES − ET

2
=

∫
ψ∗
a (r⃗1)ψ

∗
b (r⃗2)Hψa (r⃗2)ψb (r⃗1) dV1 dV2. (2.29)

If J > 0, the triplet state S = 1 is favored, and two spins prefer to align parallel. If

J < 0 , the singlet state is favored, and two spins align antiparallel. Since the energy

difference between the single and triple states depends on the orientations of the spins,

the spin-dependent term of Hamiltonian coupling of two electrons is written as

H = −2JS⃗1 · S⃗2 (2.30)

Considering a spin-spin coupling, the total spin is S⃗ = S⃗1 + S⃗2, after taking the square

one obtains the product S⃗1 · S⃗2 = 1
2
[(S)2 − S2

1 − S2
2 ]. Both electrons have a spin 1

2
ℏ with

eigenvalue of S2
1 = S2

2 = 3
4
ℏ, and according to whether the spin quantum number S is 0 or
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1, the eigenvalues of the coupled spins S⃗1 · S⃗2 are −3
4
ℏ or +1

4
ℏ, respectively.

In a solid, the Hamiltonian generalized to a sum over all pairs of atoms on lattice sites

can then be written

H = −2
∑
i>j

Ji,jS⃗i · S⃗j (2.31)

with Ji,j being the exchange constant between atom i and atom j. The summation
∑

i>j

ensures that the sum is limited to pairs of spins S⃗i and S⃗j only once. If the electrons

belong to different atoms, direct exchange can occur when magnetic orbitals of neighboring

atoms have significant overlap, but this is rare in oxides due to the separation of atomic

orbitals. In most cases, indirect exchange interactions take place in oxides.

In the case of indirect exchange mediated by a non-magnetic atom, in oxides usually

oxygen, it is known as super-exchange interaction. The exchange interaction J is on

the order of 2t2/U , with t as the hopping integral and U as the energy cost of making

an excited state (Coulomb energy). A larger exchange interaction results from electrons

hopping from a magnetic cation to a non-magnetic anion and then to the next cation.

However, the strength of this exchange interaction depends on the degree of overlap of

orbitals, and thus, super-exchange interaction depends on the angle of cation-ion-cation

bonds, leading to various magnetic orders. An example is shown for two iron (Fe3+) cations

within an octahedral structure, with oxygen ions (O2−) centered at the bonds. In an

octahedral structure, the five d-orbitals split into t2g-orbitals (dxy, dyz, and dzx) with lower

energy and eg-orbitals (dx2−y2 , and dz2) with higher energy. Fe3+ has a configuration of 3d5

with five unpaired electrons. The oxygen would have two p electrons in the neutral state.

The hopping of electrons from Fe3+ via O2− to the next Fe3+ leads to antiferromagnetic

coupling, thus lowering the kinetic energy and lowering the energy of the system. In

contrast, ferromagnetic coupling is limited to interactions between the oxygen and only

one magnetic cation because two electrons cannot occupy the same orbital in the same

quantum state. Consequently, this ferromagnetic coupling requires more energy than the

antiferromagnetic coupling. The configuration cation-anion-cation can align with two bond

angles, i.e. 90◦ and 180◦ (Fig.2.3). If the angle is 180◦, the cation-anion-cation shares

the same main axes, in which, i.e., the dx2−y2 orbitals in both cations couple with 2Px

orbitals, resulting in antiferromagnetic coupling. In the case of 90◦, the main axes of the

two cations are perpendicular, leading to partial overlap of the dx2−y2 orbital with 2Px

from one cation and both dx2−y2 and 2Py from the other cation, resulting in ferromagnetic

coupling. These qualitative descriptions of magnetic ordering can be further understood

through the Goodenough-Kanamori-Anderson (GKA) rule [46].

In magnetite (Fe3O4), cations include Fe3+ and Fe2+ located on the octahedral A site

and only Fe3+ on the tetrahedral B site. The Fe3+ cations at both A and B sites can

interact antiferromagnetically through an intermediate angle of 125◦. The Fe3+ cations

on the A site can exhibit ferromagnetic coupling at the angle of 90◦ between the two

cations (see Fig.2.4(a)). If the magnetic ions are in a mixed valence state, ferromagnetic

interaction among the ions is possible, known as double exchange. In this interaction,
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Figure 2.3: Schematic representation of the configuration Fe3+-O2−-Fe3+ at (a) 180◦, (b)

90◦.

the additional electron of Fe2+ at the A site can transition to the Fe3+ at the same site

only if the spins of these ions are parallel to each other (see Fig.2.4(b)).

Figure 2.4: Schematic representation of the super-exchange and double-exchange interac-

tions in Fe3O4. (a) Super-exchange interactions showing the antiferromagnetic

coupling between the Fe3+ cations on the A and B sites at 125◦, along with

weak ferromagnetic coupling between the Fe3+ cations on the A sites at 90◦. (b)

Double-exchange interactions illustrating the ferromagnetic coupling between

Fe3+ and Fe2+ cations on the A sites.
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2.1.4 Magnetic properties of matter

In the previous section, different types of magnetic interactions between the magnetic

moments in a solid were introduced. In this section, we will examine the different types of

magnetism, the origin of this different behaviour, and the resulting magnetic properties.

We will start with diamagnetism and paramagnetism in materials in which the magnetic

moments do not interact with each other. We then discuss materials that have strong

interactions among their magnetic moments, which have influenced these interactions

in a range of magnetic order states, including ferromagnetism, antiferromagnetism, and

ferrimagnetism.

2.1.4.1 Diamagnetism and paramagnetism

To study the different types of magnetism, it is necessary to first look at the response of

an atom with one electron in a magnetic field. The Hamiltonian is then the sum of kinetic

and potential energies:

H0 = − ℏ2

2me

∇2 − Ze2

4πϵ0r
(2.32)

with the momentum p⃗ = iℏ∇, where me is the electron mass, e is the electron negative

charge, Z is the atomic number, r is the distance from the nucleus to the electron, and

ϵ0 is the permittivity of vacuum. In the presence of a magnetic field, the momentum is

replaced with p⃗→ p⃗+ eA⃗(r), where A⃗(r) is the vector potential [44, 47]. The Hamiltonian

is also modified by adding an additional term due to the interaction of spin S⃗ with the

magnetic field B⃗. The resulting Hamiltonian can be written as

H =

(
[p2 + 2ep⃗ · ⃗A(r) + e2A2(r)]

2me

− Ze2

4πϵ0r

)
+ gs

µB

ℏ
S⃗ · B⃗ . (2.33)

Assuming B⃗ = Bez, the vector potential A⃗ can have the value A⃗(r) = 1
2
B(−y, x, 0).

The Z component of the angular momentum is then Lz = xpy − ypx, and hence we obtain:

H =
p2

2me

− Ze2

4πϵ0r
+
µB

ℏ
B⃗(L⃗z + 2S⃗z) +

e2B2

8me

(x2 + y2)

= H0 +Hpara +Hdia.

(2.34)

The first term is the original Hamiltonian, the second term is the paramagnetic contri-

bution and the last term the diamagnetic contribution.

Diamagnetism

Diamagnetism is a type of magnetism present in all materials. The magnetization in the

presence of a magnetic field is calculated as M⃗ = − 1
µ0V

(
∂E

∂H⃗

)
and susceptibility χ = ∂M

∂H

[48]. Hence:
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M⃗ = −ne
2B⃗⟨r2⟩
6me

, (2.35)

χ = −ne
2µ0⟨r2⟩
6me

, (2.36)

where n is the number of atoms per unit volume. The diamagnetic susceptibility has a

negative value, and thus these materials produce a magnetization in a direction opposite

to the applied field. It is also temperature independent.

Paramagnetism

Although we mentioned above, all materials exhibit diamagnetism, this can be negligible

compared to a positive magnetic susceptibility arising from the magnetic moments of

unpaired electrons aligning in the direction of the magnetic field. This is known as

paramagnetism. One should note that in solid state magnetism, the term paramagnetism

denotes, on the one hand, systems with zero or negligible interactions between the magnetic

moments and, on the other hand, the unordered magnetic phase. I.e. a ferromagnet shows

a phase transition at a critical temperature to the paramagnetic phase. However, both

definitions share the same macroscopic properties, i.e. in the absence of an applied field

the orientations of magnetic moments are stochastically random leading to canceling out

and a zero net magnetization. When an external magnetic field is applied, the magnetic

moments align in the direction of the field to show a net macroscopic magnetization.

Thermal fluctuations counteract the alignment. The energy of magnetic moments µ⃗J

in an external field B⃗ = Bez is given by E = gJµBmJB. With the partition function

Z =
∑J

mJ=−J e
−E 1

kBT =
∑

mJ
e
−µBgJmJB

1
kBT , the general behaviour of the magnetization

can be shown as follows

M(B, T ) =MsBJ(y), (2.37)

BJ(y) =
2J + 1

2J
coth

(
2J + 1

2J
y

)
− 1

2J
coth

( y

2J

)
, (2.38)

y =
µBgJB

kBT
, (2.39)

where the saturation magnetization is Ms = ngJµBJ with n - the number of magnetic

moments per unit volume, and BJ(y) - the Brillouin function for a certain value of J . In

the limit of J → ∞, the Brillouin function is equal to the Langevin function [49].

At low temperatures (and hence y ≪ 1), the Brillouin function takes the form

lim
y≪1

BJ(y) =
J + 1

3J
y (2.40)
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so that the susceptibility χ becomes

χ =
nµ0g

2
Jµ

2
BJ(J + 1)

3kBT
=
nµ0µ

2
eff

3kBT
=
C

T
, (2.41)

where µeff = gJµB[J(J + 1)]1/2 is the effective moment and C = nµ0g
2
Jµ

2
BJ(J + 1)/3kB is

the Curie constant. Thus, the dependence of the susceptibility on the inverse temperature

is known as the Curie law. The magnetic susceptibility is positive in contrast to the

diamagnetic effect.

2.1.4.2 Ferromagnetism

Ferromagnets are characterized macroscopically by a spontaneous magnetization in the

absence of an external magnetic field and microscopically by a long-range order in which

the magnetic moments are aligned in parallel. This arises from a positive exchange

interaction. The ferromagnetic order vanishes above a critical temperature called the

Curie temperature Tc. Above Tc, these materials behave paramagnetically. The origin

of spontaneous magnetization was investigated by P. Weiss [50]. He assumed that in

ferromagnets, each magnetic moment is subject to an internal field or so-called molecular

field H⃗mf = λM⃗ , which is generated by neighboring moments, and λ ≈ 104 is a material

constant and represents the strength of the molecular field as a function of magnetization.

The magnetization of ferromagnets can then be formally treated as a simple paramagnet

by replacing the magnetic field H⃗ with H⃗ + H⃗mf [51]. At low temperatures, the molecular

field is responsible for the spontaneous magnetic order, and the susceptibility can then be

expressed as

χ =
M

H +Hmf

=
C

T
. (2.42)

Thus we obtain:

M⃗ =
CH⃗

T − Cλ
. (2.43)

The susceptibility is then given by:

χ =
C

T − θ
, (2.44)

where θ = Cλ is the Curie–Weiss temperature, which is directly related to the molecular

field coefficient λ. If θ = 0, the material is paramagnetic, while if θ > 0 the material is

ferromagnetic with a value of θ approximately equal to TC . Above TC , thermal fluctuations

overcome the magnetic order leading to a susceptibility macroscopically similar to the one

of a paramagnet.
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2.1.4.3 Antiferromagnetism

In antiferromagnets, the molecular field is negative, making it favorable for the nearest

neighbor magnetic moments to be oriented antiparallel to one another. The system can be

considered as consisting of two interpenetrating sublattices, such that the nearest neighbors

are always in the other sublattice. Within each sublattice, the magnetic moments are

aligned parallel to one another, while an antiparallel orientation is found between the two

sublattices. Since the total magnetic moment and the magnetization direction of both

sublattices are equal and opposite (M = |M−| = |M+|), the resulting magnetization is

zero in the absence of a magnetic field. The magnetic order disappears at temperatures

above a transition temperature known as the Néel temperature TN . In this regime, the

susceptibility exhibits a temperature dependence similar to that of a paramagnet, where

the material obeys the Curie–Weiss law but with a negative value of θ < 0, and it is

expected θ = −TN :

χ ∝ 1

T − θ
. (2.45)

Experimentally, however, |θ| ≠ TN . This difference arises mainly from the assumption

that the molecular field on one sublattice depends only on the magnetization of the other

sublattice.

2.1.4.4 Ferrimagnetism

Ferrimagnetism can be treated as an antiferromagnetic system in which the two sublat-

tices are not equivalent, resulting in different molecular fields acting on each sublattice.

Magnitudes of the magnetic moments in this case are unequal, such that |M−| ≠ |M+|
and the total magnetic moment of the sublattices will not cancel out, leading to a non-zero

net magnetization of the system. Such materials obey the Curie-Weiss law but with a

negative value of θ at high temperatures. Fig. 2.5 represents magnetic spin ordering and

the variation of the inverse susceptibility as a function of temperature for paramagnetic,

ferromagnetic, antiferromagnetic, and ferrimagnetic systems.

2.1.5 Magnetic anisotropy

The term ”magnetic anisotropy” describes the fact that the magnetic properties depend

on the direction of the measurement. The magnetic anisotropy affects the magnetization

and hence the hysteresis curve behaviour. This directional dependence creates easy and

hard directions. In the easy directions, it is easier to magnetize the material compared

to the hard directions, where the total magnetization of the system will prefer to lie

along the easy axis. This section will discuss the contributions to magnetic anisotropy:

magnetocrystalline anisotropy, shape anisotropy, and surface anisotropy.
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Figure 2.5: Magnetic spin ordering and inverse susceptibility as a function of temperature

for paramagnetic, ferromagnetic, antiferromagnetic, and ferrimagnetic systems.

This figure is adapted from Ref. [52].

Magnetocrystalline anisotropy

The magnetization M-H curves of single crystals of the 3d ferromagnetic elements such as

iron (Fe) and cobalt (Co), show that for certain crystallographic directions, it is easy to

saturate the crystal magnetically, while along others, it is harder. These directions are

called easy axes and hard axes of magnetization, respectively. There is an energy cost for

magnetization aligned away from an easy axis, toward a hard axis [48].

Co with hexagonal crystal, i.e., exhibits a so-called uniaxial anisotropy with one easy axis.

Then the energy depends on the angle to the easy axis as:

Eu = V K1 sin
2 θ, (2.46)

where V is the crystal volume, θ is the angle between the M⃗ and the easy axis, K1 is the

anisotropy constant. Because these constants have a positive value K1 > 0, the energy

is minimized when M⃗ is aligned along its easy axis. This alignment typically occurs at

angles of θ = 0 or θ = π, which represent the easy axis directions. For the hard direction,

typically the value of the angle is θ = π/2. In a cubic system, e.g. Fe, the anisotropy

energy is described by [53]

Ecub = V Kc1(α
2
1α

2
2 + α2

2α
2
3 + α2

3α
2
1) + V Kc2(α

2
1α

2
2α

2
3 + ..), (2.47)

where αi = cos θi, and θi is the angle between the magnetization and a cubic crystal axes,

and Kc1 and Kc2 is the first and second order anisotropy constant, respectively. Kc2 and

other higher-order terms can usually be neglected [54]. The sign of Kc1 determines the
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easy axes for magnetization. For Kc1 > 0, the easy axis for the magnetization is oriented

along ⟨100⟩, while for Kc1 < 0 the easy axis for the magnetization is aligned along ⟨111⟩.
The magnetocrystalline anisotropy constant is temperature dependent, and the typical

values at a room temperature are Kc1 = −13 kJ/m3 and Kc2 = −3 kJ/m3 in the case of

Fe resulting in cubic diagonal ⟨111⟩ being the easy magnetization axes [55].

The magnetocrystalline anisotropy arises from the interplay of spin-orbit interaction and

crystal symmetry. This is because the shape of the electron orbitals and hence their

overlap are linked to the crystallographic structure.

Shape anisotropy

Shape anisotropy is, as the name implies, related to the shape of the objects and originates

from the demagnetizing field. The magnetization prefers to align at these directions which

reduce the demagnetizing field (or stray fields outside the sample). Fig. 2.6 provides an

example of the an ellipsoidal particle. When the ellipsoidal object is magnetized in the

direction of the short axes, a larger stray field outside the particle occurs and vice versa.

As a consequence, elongated particles typically exhibit a preferred magnetic orientation

along the long symmetry axis. The energy of the demagnetization field is given by

Edemag = −µ0

2

∫
V

M⃗ · H⃗d dV, (2.48)

where H⃗d is the demagnetization field inside the solid and its magnitude is proportional to

the magnetization via

H⃗d = − N · M⃗ = −

 Nx 0 0

0 Ny 0

0 0 Nz

 · M⃗, (2.49)

where N is a demagnetization tensor, which is represented by a 3× 3 matrix. Here the

simplified case of a diagonalized tensor is presented. In general the demagnetization

tensor can have also non-diagonal elements. The sum of the diagonal elements, the

demagnetization factors, Nx, Ny, Nz, satisfy Nx +Ny +Nz = 1. In a spherically shaped

structure, all components of the demagnetization factor are equal, with Nx = Nx =

Nx = 1/3, resulting that the demagnetization energy is isotropic. This in turn means

that the contribution of shape anisotropy is zero. However, for a prolate ellipsoid, the

demagnetization energy is anisotropic and thus the shape anisotropy favors the alignment

of the magnetization along the long symmetry axis [56].

Surface anisotropy

Surface anisotropy is caused by the breaking of crystallographic symmetry and reduced

coordination, as well as broken exchange bonds of atoms on the surface of nanoparti-

cles. These factors contribute to the phenomenon known as the surface canting effect,

in which surface spins align in directions that deviate from those determined by the
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Figure 2.6: Sketch of the stray field of a bar magnet resulting from the distribution of

magnetic poles on its surface. In (a), the magnetic moments are pointed

normally to the surface, resulting in a larger stray field compared to (b), where

the magnetic moments are aligned along the longitudinal axis (the preferred

axes), leading to a reduced stray field.

internal magnetocrystalline anisotropy. In addition, defects could contribute to both

surface and internal spin canting. The disorder on the surface also has an impact on the

saturation magnetization. The magnetic nanoparticles are treated as a core-shell model,

consistent with a core of magnetically coupled spins, usually with a ferromagnetic spin

order, surrounded by a shell with a disordered spin order.

Due to the spin canting observed in magnetic nanoparticles, the effective Keff magnetic

anisotropy differs from that of the corresponding bulk material. The Keff can be expressed

as

Keff = KV +
6

D
KS, (2.50)

where D is the diameter of the nanoparticle, KV is the volume anisotropy, and KS is

surface anisotropy. The effective anisotropy of a small particle increases as its diameter

decreases, as it is proportional to the 1/D.

2.1.6 Nanoparticle magnetism

2.1.6.1 Single domain particles

The magnetization in ferromagnetic or ferrimagnetic materials tends to break into magnetic

domains in order to minimize the magnetic stray field energy (EMS). In each domain, the

absolute value of the magnetization is approximately equal to the saturation value, but the

directions of the magnetization vector between domains varies. Common are orientations

of 45◦, 90◦ or 180◦ of domain magnetizations relative to each other. In competition to

the reduction of stray field energy by forming domains is the energy cost of domain

walls. Within the domain wall, the magnetization vector rotates from one anisotropy to

another, leading to an increase in the exchange energy (Eex) and of the magnetic anisotropy
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energy (EMCA), as both tend to align the spins along one of the anisotropy directions. In

equilibrium a stable magnetic domain structure is obtained due to the balance between

the cost of domain wall energy (Eex and EMCA) and the gain in reduction of the stray field

energy (EMS).

When the size of the system is reduced to below a critical threshold the energy cost for

the presence of domain walls outweighs the energy gain from reducing the stray field

(demagnetization) energy. Below this threshold only a single magnetic domain is then

energetically stable. This result can be easily seen from the fact that the energy to form a

domain wall with areal energy density σDW, is proportional to R2, where R is the radius

of the particle. However, the demagnetization energy scales as R3. In detail, one finds for

the critical radius Rc below which the single-domain state is favorable and assuming a

ferromagnetic sphere [57]:

Rc ≈ 9
σDW

µ0M2
s

≈ 9π

√
AK

µ0M2
s

, (2.51)

where A = nJ S2

a
is the exchange constant, a is the lattice constant, n is the number of

atoms in the unit cell, J is the exchange coupling constant, K is anisotropy constant, and

Ms is the saturation magnetization. The concrete value of Rc depends on the material,

but it is usually in the order of tens of nanometers. For example, the critical diameter for

Fe3O4 is about 49 nm [19].

Stoner–Wohlfarth (SW) Model is a model used to estimate the equilibrium state of

the orientation of the magnetic moment of a nanoparticle in an external magnetic field

(Hext) and includes an effective uniaxial anisotropy of the particle (Keff) [58, 59]. In the

framework of this model one further assumes that there is only one single magnetic domain

and that the magnetic reversal occurs by a coherent rotation, i.e. in which spins rotate in

unison. For the case of a prolate ellipsoidal-shaped particle with Zeeman energy (EZeem)

and one effective uniaxial anisotropy term (Eanis ), the total energy is [57, 58]

Etot = Eanis + EZeem

= Keff V sin2(α)− µ0Ms V Hext cos(θ − α),
(2.52)

where V is the volume of the particle, θ and α are the angles between the external field

and the magnetization vector and magnetization vector to the anisotropy easy axis (see

Fig. 2.7(a)), respectively. Effective anisotropy means here that both magnetocrystalline

and shape anisotropy are combined to one single effective contribution. For the case of

two independent directions of magnetocrystalline and shape anisotropy two independent

anisotropy terms and an additional angle need to be introduced. Such an extended model

is usually not considered in the literature.

By minimizing the total energy Etot, the equilibrium direction of the magnetization vector

is determined depending on the strength of the applied field and its direction relative to

the anisotropy easy axis. The Eanis is ∝ sin2(θ) with two degenerate minima at α = 0◦ and

180◦, which are called easy axes in which the magnetization is directed along one of the two
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energetically favored magnetization orientations. The necessary applied field to rotate the

magnetization from the positive easy direction to the negative one is equal to 2Keff/µ0Ms,

which is called the anisotropy field HK . Fig. 2.7(b) shows the dependence of the energy

on the direction of magnetization for a series of constant values of h = normalized field

= Hext/HK , where the direction of the external applied field Hext is at θ = 180◦ relative

to one easy axis. Starting with h = 0, the two degenerate energy minima exist and the

magnetization aligns preferentially along one of these easy axes. As h increases, the two

energy values at the minima are not equal, and the degeneracy is removed. For h = 1,

only the energy minimum at α = 180◦ remains, and the magnetization jumps to the lowest

minimum in the applied field direction regardless of its initial orientation.

Figure 2.7: (a) Ellipsoidal particle with an effective uniaxial anisotropy constant Keff

along the easy axis (y-axis), in the presence of an external magnetic field Hext

with α the angle between the magnetization and the anisotropy axis, θ the

angle between the anisotropy axis and the external magnetic field. (b) Energy

change of the system as a function of parameter h (h = Hext

HK
with HK being

the anisotropy field) [51].

2.1.6.2 Superparamagnetism

Superparamagnetism (SPM) often appears in ferromagnetic or ferrimagnetic nanoparticles,

typically in the size range from few nanometers to few tens of nanometers, depending on

the material. Such nanoparticles are often in a magnetic single-domain state, as outlined

above. If, in addition, the magnetization reversal occurs solely by a coherent rotation of

particle magnetic moments, then it is possible to consider the entire nanoparticle as one

giant macrospin which is then referred to as a superspin[60].

As shown in the SW model above, a single-domain particle displays in zero magnetic field
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two energy minima separated by an energy barrier ∆E = KeffV . In the limit kBT ≪ KeffV ,

the superspins cannot switch spontaneously. The system then behaves like a permanent

ferromagnet (or ferrimagnet). Upon reducing the anisotropy barrier, e.g. by reducing the

size of the particle, thermal energy can be sufficient to allow stochastic reversals of the

superspin direction. Once it reaches kBT ≈ KV or above, the dynamics of superspins

show a crossover to so-called unblocked SPM [61].

In the unblocked SPM state the field-dependent magnetization can be described by the

Langevin model of atomic paramagnetism, with the difference that large magnetic moments

are extracted from a fit [62, 63]. Typical superspin moments are in the order of 1000µB.

The magnetization is given by the Langevin function as

M(H,T ) = nmL(x), (2.53)

L(x) = coth(x)− 1

x
, x =

µ0mH

kBT
, (2.54)

where kB is Boltzmann constant, n is the number of particles, and m is the particle

magnetic moment. In this model, the anisotropy energy is neglected. A real single-domain

particle typically exhibits anisotropic energy contributions such as shape anisotropy,

magnetocrystalline anisotropy, and surface anisotropy. However, when the particle size

is relatively small, the anisotropy energy becomes smaller than the thermal energy. The

particle magnetic moments start to fluctuate, leading to a crossover to an unblocked

superparamagnetic state. The relaxation of magnetization of these particles can be

described by an Arrhenius-type law [64, 63]:

τNeel = τ0 exp

(
∆E

kBT

)
= τ0 exp

(
KeffV

kBT

)
, (2.55)

where τ0 is the elementary spin flip attempt time of about 10−9 − 10−13s. This mechanism

is dominant in small particles and when particles are not free to rotate, i.e. in frozen

suspensions.

Because of the specific measurement time window, τM , characteristic for each measurement

technique, one observes a blocked superparamagnetic state if τM is small compared to

τNeel, and conversely, an unblocked state if τM ≫ τNeel. This crossover from a blocked

to an unblocked state occurs at the so-called blocking temperature, TB, which is hence

defined as the temperature at which τM = τNeel:

TB =
KeffV

kBΦ
, Φ = ln

(
τM
τ0

)
. (2.56)

Since the blocking temperature, TB, is inversely proportional to the parameter Φ, ”slow”

techniques with large measurement time windows, i.e., SQUID magnetometers with τM
of 10-100 s (Φ ≈ 30), lead to relatively small blocking temperatures. In contrast, ”fast”

techniques with small time windows, e.g. Mössbauer spectroscopy with τM of 10−9s

(Φ ≈ 5), lead to relatively larger blocking temperatures.

Experimentally, the TB can be determined from the peak in the zero-field-cooled (ZFC)
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magnetization curve. The ZFC curve is obtained by first cooling the sample from above its

blocking temperature without applying an external magnetic field to low temperatures and

then recording the magnetization upon heating in a small external field. This peak also

serves as an indicator of the particle size distribution. Since different particle sizes imply

a range of different anisotropy energy barriers (E = KeffV ) and thus different TB values,

this leads to a broadening of the peak. Another qualitative assessment of the particle size

distribution can be made using the temperature difference between the peak position of

the ZFC curve and the splitting temperature between the zero-field-cooled (ZFC) and

Field cooled (FC) curves. The FC magnetization curve is obtained during cooling the

sample in the presence of a magnetic field. A system in which the splitting temperature is

much higher than TB indicates a large particle size distribution.

2.1.6.3 Collective superspin states

The superparamagnetic state of magnetic nanoparticles is characterized by the lack of

inter-particle interactions. However, with increasing concentration of particles, the mag-

netic inter-particle interactions become non-negligible. For large enough interactions, a

collective state becomes possible [65]. One case is the so-called superspin glass (SSG) state,

which is found in systems with large dipolar inter-particle interactions and randomness in

the particle positions or anisotropy axes orientations [66, 67]. The SSG state is then found

below a critical glass freezing temperature, Tg, which is the order of the dipolar coupling

energy. The Tg increases with the increase of coupling strength [68]. At larger concentra-

tions of magnetic particles, also ferromagnetically or antiferromagnetically oriented order

of superspins can be observed. Particle arrangements with ferromagnetic superspin order

were termed superferromagnetic (SFM) systems [61].

SSG behaviour can be identified by various experimental procedures such as ZFC/FC

magnetization curves and AC susceptibility. In the latter, the shift of peak temperature

Tg as a function of AC frequency is analyzed [42]. Both SPM and SSG samples typically

exhibit a peak in the ZFC curve, but SSG systems often display a decrease in the FC

curve upon cooling. Magnetic inter-particle interaction leads to a broadening of the ZFC

peak and a shift to larger temperatures due to the extension of the relaxation towards

longer times. Thus, the magnetic relaxation significantly differs from that of the nonin-

teracting particles. The corresponding transition temperature (Tg) is smaller than the

blocking temperature of the individual nanoparticles. Consequently, the collective order is

overshadowed by SPM blocking behaviour [19].

A clearer way to distinguish an SSG system from an SPM or weakly interacting SPM

system is using the memory effect detected in ZFC curve [68, 69]. At high temperatures

above the TB, thermal fluctuations dominate the magnetic behaviour, causing spins to act

independently. However, as the temperature decreases below TB, these independent spins

slow down and group into correlated units known as domains or droplets, e.g. in which

the randomness of spin sites is frozen and only the spin orientation can vary. Further

cooling towards the glass transition temperature (Tg) results in a reduction of fluctuations

within these clusters, which causes them to grow and form long-range correlations among
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spins. At Tg, the system is quenched into random but highly correlated orientations. At

temperatures below Tg, the SSG system has the chaotic nature of the magnetic state,

meaning a small change in temperature results in a completely different spin arrangement.

This new configuration can be approached only gradually over time. This slow evolution

forms the basis for observing the so-called memory effect during the aging process [61].

To investigate the memory effect, a standard ZFC curve is measured first. Then, a similar

measurement is performed, but this time, the cooling process stops at a temperature below

the SSG system. After this stop, the sample is further cooled to very low temperatures,

and the magnetization is then recorded while heating in the same magnetic field that was

used for the first ZFC measurement. When the standard ZFC curve is compared to the

curve with the stop, a peak is expected at the stop temperature. This peak shows the

memory effect, i.e. the system remembers the temperature at which it stopped during

cooling without a magnetic field.

Relaxation times of strongly coupled superspins tend to be longer compared to noninter-

acting SPM particles. The relaxation time is given by a power law as following

τ = τ0

(
T

Tg
− 1

)−zν

, (2.57)

where τ0 is the relaxation time of individual particle moment, and zν is dynamic critical

exponent. Above Tg, it is possible to relate the relaxation time to the correlation length

as τ ∝ ξz, where ν is the critical exponent of the correlation length, ξ =
(

T
Tg

− 1
)−ν

.

2.2 Scattering theory

2.2.1 Basics of scattering

The scattering of an X-ray photon or a neutron by a sample involves a change in momentum

P⃗ and energy E. In the scattering process, incident and scattered plane waves are described

by wave vectors k⃗i and k⃗f , respectively. The momentum transfer can be expressed as:

P⃗ = ℏ(k⃗f − k⃗i) = ℏQ⃗, (2.58)

where ℏ = h
2π

is the Planck constant and Q⃗ is the scattering vector. The incident wave

vector k⃗i is related to the energy of incident particles as Ei =
ℏ2ki2
2m

, with ki =
2π
λ
, where

m and λ are the mass and wavelength of incident particles, respectively. If we assume

that the energy of scattered particles Ef does not change, then the wave vector of the

incident and scattered particle are equal, |⃗ki| = |⃗kf |. The latter case is known as an

elastic scattering. Otherwise, one has the case of inelastic scattering. The magnitude of

the elastic scattering wave vector Q⃗ can be calculated from the wavelength λ and the

scattering angle 2θ between k⃗i and k⃗f as follows:
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Qelastic = |Q⃗| =
√

2k2(1− cos(2θ)) = k

√
2(1− cos2(

θ

2
) + sin2(

θ

2
) =

4π sin(θ)

λ
. (2.59)

Figure 2.8: An incoming plane wave is scattered by a single fixed scatterer located at posi-

tion R⃗. This interaction generates an outgoing isotropic scattered wave, which

is detected at the position r⃗ on the detector. In the far-field approximation, it

is assumed |r⃗| ≫ |R⃗|.

We consider an incident wave traveling along the Z direction characterized by a wave

function Ψi = ψ0e
ikiz, where ψ0 represents the amplitude of the incident wave. This wave

is then scattered by a point-like fixed scatterer located at position R⃗, which is defined by

a non-zero interaction potential V (r) ̸= 0, producing an outgoing isotropic spherical wave

(see Fig. 2.8). For the scattering of an incident wave, i.e. a neutron with a wavelength

typically in the Årange that is larger as the ensemble of nuclei (≈ 10−4 Å), it is natural

to replace the nuclei by a point-like scatterer. The scattered wave can then be described

by the first Born approximation, which is valid under the condition that the potential is

weak when calculating the amplitude of the scattered wave. In this approximation, the

scattered wave can be expressed as follows:

Ψf = Ψif(λ, θ)
eik⃗f ·(r⃗−R⃗)

|r⃗ − R⃗|
, (2.60)

where f(λ, θ) known as a scattering amplitude. For |r⃗| ≫ |R⃗|, a far-field approximation

can be applied, and thus |r⃗ − R⃗| ≈ |r⃗| = r. If we next consider a three-dimensional

assembly of scatterers at position R⃗j , the scattered wave of a certain atom labeled as [Ψf ]j ,

is given by

[Ψf ]j = ψ0e
ikiRjfj(λ, θ)

eikf ·(r⃗−R⃗j)

r
. (2.61)

The superposition of scattered waves from all N atoms is written as
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Ψf =
ψ0

r

N∑
j=1

fj(λ, θ)e
i(k⃗i−k⃗f)·R⃗jeik⃗f ·r⃗

=
ψ0

r
ei

⃗kf ·r⃗
N∑
j=1

fj(λ, θ)e
−iQ⃗·R⃗j .

(2.62)

However, in scattering experiments, the scattered waves Ψf is not measurable. Instead,

only the scattered intensity is determined as

I(Q⃗) ∝ |ψf (Q⃗)|2 =
Φ

r2

∣∣∣∣∣
N∑
j

fje
−iQ⃗·R⃗j

∣∣∣∣∣
2

, (2.63)

where Φ = |ψ0|2 is the incident flux. Since |eik⃗f ·r⃗|2 = 1, it means the phase information is

lost, and a reconstruction of the structure of the sample via a simple Fourier transform is

impossible [70].

Differential scattering cross-section

In scattering experiments, the scattered waves are deflected into a detector with a small

area ∂A, in the direction of 2θ and ϕ. The detector can only cover a small solid angle of

δΩ = δA
r2
. Here, the δA represents the area of the detector, and r⃗ is the distance from the

scattering source to the detector. The probability of the scattering event per unit of time

can be expressed as

R(2θ, ϕ) =
∣∣∣ψ(Q⃗)∣∣∣2 δA = ΦδΩ

∣∣∣∣∣
N∑
j

fje
−iQ⃗·R⃗j

∣∣∣∣∣
2

. (2.64)

In this equation, the incident flux Φ is usually specified by the number of incident particles

per unit area per second (with SI units of m−2 s−1). The probability of the scattering event

detected within a defined solid angle leads to the concept of the differential scattering

cross-section dσ
dΩ
(Q⃗), which is given by

dσ

dΩ
(Q⃗) =

R(2θ, ϕ)

ΦdΩ
=

∣∣∣∣∣
N∑
j

fje
−iQ⃗·R⃗j

∣∣∣∣∣
2

. (2.65)

The total scattering cross-section is obtained by the integration of the probability of all

the scattering angles

σtotal =

∫ 4π

0

(
dσ

dΩ

)
dΩ (2.66)

The microscopic scattering cross section σ characterizes interactions with single isotopes,

has SI units of m2, and the common area unit used in scattering physics is the barn, which

is equivalent to 10−28 m2.
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Coherent and incoherent scattering cross-section

The scattering amplitude f(λ, θ) is used to describe interaction potential depending on

the size and shape of the scatterers. For point-like scatterers f(λ, θ) = −b, where b is the
scattering length that describes the scattering probability. The magnitude of b determines

the strength of the interaction between neutron and nucleus, whereas its sign indicates

whether the interaction with nucleus is attractive (positive b) or repulsive (negative b). For

the assembly of atoms with scattering lengths bj, averaging becomes essential for samples

containing a natural mixture of isotopes or various nuclear spin states for a given atom.

The differential scattering cross-section can then be expressed as:

dσ

dΩ
(Q⃗) =

〈
N∑
i=1

N∑
j=1

bibje
iQ⃗·(r⃗i−r⃗j)

〉

= ⟨b⟩2
N∑
i,j

〈
eiQ⃗·(r⃗i−r⃗j)

〉
+

N∑
i

∆b2i =

[
dσ

dΩ

]
coh

+

[
dσ

dΩ

]
inc

.

(2.67)

With ⟨b⟩2 as the square average scattering length, and ∆b2i = (bi − ⟨b⟩)2 [71]. Conse-

quently, the scattering cross-section consists of a coherent and an incoherent scattering

contribution. Coherent scattering corresponds to an interference of the scattering resulting

from an average scattering length, where bi = bj, while incoherent scattering is due to

deviation from the average scattering length bi ̸= bj. Coherent scattering contains phase

information. Hence, the structural arrangement of scatters can be determined. In contrast,

incoherent scattering contains no phase information and is directly proportional to the

number of atoms N , providing a constant background. The total coherent scattering

cross-section for an element composed of various isotopes can be expressed as σcoh = 4π⟨b⟩2,
while the incoherent scattering cross-section, which accounts for the variations in scat-

tering lengths among the different isotopes, is given by σinc = 4π(
∑N

i=1(bi − ⟨b⟩)2. Most

elements have a significant coherent scattering cross-section, but there are a few prominent

examples of isotope incoherence, such as nickel, as well as nuclear spin incoherence, which

is significant for light elements, such as hydrogen. As a result, a large background is

observed. The coherent scattering is negligible for single isotopes or zero nuclear spins

such as 4He and 36Ar, which is used in the experiment to eliminate or minimize incoherent

scattering.

2.2.2 Electron, X-ray, and Neutron interaction with matter

The basic scattering of various probes such as X-rays, neutrons, and electrons is the same

since all these particles have a wave description [72]. However, they have differences in

scattering behaviour arising from the different physical properties such as charge, spin,

and energy.

The neutrons are particles with zero electrical charge and interact directly with the atomic

nuclei via the short-range nuclear force or via dipole-dipole interaction with atoms due to

non-zero spin S = 1/2. The lack of charge results in a large penetration depth, allowing
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massive bulk samples to be investigated. Additionally, neutrons have magnetic moments,

along with their ability to penetrate deeply into a variety of materials, making them ideal

for investigating the internal magnetic structures of bulk condensed matter. The energy of

free neutrons is calculated by

E =
ℏ2k2

2mn

, (2.68)

where mn is the mass of neutrons, and k = 2π
λ
. A neutron with a momentum P linked

with the de Broglie wavelength λ through the equation:

λ =
h

p
. (2.69)

X-ray photons, on the other hand, have zero charge and zero mass and interact with

the electron shells of atoms via electromagnetic forces. The energy of the X-rays can be

linked with accelerating voltage V and wavelength through

E = eV =
hc

λ
, (2.70)

where e is the charge of the electron, and c is the speed of light.

Electrons are negatively charged particles interacting strongly with matter via Coulomb

interactions with the electron shell or the positively charged nuclei. Hence, the penetration

of electrons in matter is less due to the repulsion of orbital electrons. Thus, either

absorption or multiple scattering effects can not be neglected. This makes electrons useful

for studying the surface layers of materials.

It is useful to compare the strength of scattering for X-rays, electrons, and neutrons. The

scattering strength of these particles by an atom is quantified as the scattering length. For

X-rays, the scattering length for each element is proportional to the number of electrons

(the atomic size). Therefore, there is a weak contrast between light and heavy elements,

such as hydrogen and metal ions. For electrons, scattering cross-sections are several

orders of magnitude larger—typically by a factor of several million [73]. In contrast, for

neutrons, the scattering length is dependent on the nuclear structure. This results in a

significant contrast among different hydrogen isotopes as well as between hydrogen and

heavy elements. Another advantage is that non-destructive techniques allow us to look

inside large or complex objects.

Finally, both neutrons and X-rays are used to study the magnetic structure at the atomic

level. Since X-rays are electromagnetic radiation and some electrons in magnetic materials

carry a magnetic moment due to spin and angular momentum, it is only natural to expect

a magnetic interaction in addition to the purely charge-based interactions. However,

magnetic X-ray scattering is several orders of magnitude weaker than charge scattering. In

contrast, neutrons can interact with the magnetic induction within the sample, resulting

in magnetic scattering that is comparable in strength to nuclear scattering (E.q 4.5). By

controlling the neutron spin, researchers can also perform polarized scattering experiments

that allow the separation of the scattering terms.



2.2. Scattering theory 30

2.2.3 Diffraction

Diffraction is typically a coherent elastic scattering method that yields information about

the atomic structure. In the case of the crystalline samples, diffraction geometry is

described by the concept of the reciprocal lattice. Each point in the reciprocal space is

related to a set of planes in real space. G⃗ is the reciprocal lattice vector and is perpendicular

to the planes with Miller indices (hkl). Its magnitude |G⃗| = 2π
dhkl

, where d is the spacing

between adjacent parallel planes. In the diffraction experiment, the scattering vector Q⃗

satisfies Laue condition Q⃗ = G⃗, which is equivalent to Bragg’s law of diffraction [74]:

k⃗f = G⃗+ k⃗i. (2.71)

By taking the square of the above equation

k2f = G2 + 2G⃗ · k⃗i + k2i . (2.72)

Then, the diffraction condition is written as 2(−G⃗) · k⃗i = G2 because |⃗ki| = |⃗kf |. To

show its equivalent to the Bragg condition, the 2(−G⃗) · k⃗i = G2 can be written as

G = 2kisin(θ) →
2π

d
n = 2

2π

λ
sin(θ) → nλ = 2d sin(θ), (2.73)

where θ is the angle between the incident beam and the crystal plane and n is an integer.

In real space, the position of an atom i in the unit cell is given by ri = xia⃗1 + yia⃗2 + zia⃗3,

where coefficients xi, yi, and zi are the atomic coordination, and a⃗1, a⃗2, and a⃗3 are three

basic vectors of the unit cell. The reciprocal lattice vector is given by

G⃗ = h⃗b1 + k⃗b2 + l⃗b3. (2.74)

The corresponding basis vector of the reciprocal lattice is given by

b⃗1 = 2π
a⃗2 × a⃗3

a⃗1 · (⃗a2 × a⃗3)
, (2.75)

b⃗2 = 2π
a⃗3 × a⃗1

a⃗1 · (⃗a2 × a⃗3)
, (2.76)

b⃗3 = 2π
a⃗1 × a⃗2

a⃗1 · (⃗a2 × a⃗3)
. (2.77)

Here, the basic vector in reciprocal space satisfies the condition of a⃗i · b⃗j = 2πδij , where δij
= 1 in case i = j and 0 in the case i ̸= j. The structure factor is introduced in the case of

periodically ordered structures, such as crystallites. It describes atomic coordination, and

it is written as
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F (Q⃗) =
∑
j

fj(Q⃗) exp
(iG⃗.r⃗j) (2.78)

=
∑
j

fj(Q⃗) exp
2πi(hxj+kyj+lzj) . (2.79)

The structure factor contains the complete structural information, including the atomic

coordination by (xj, yj, and zj), and site occupations by observing the absence of the

structure factor. For example, the body-centered cubic arrangement has two lattice points,

one at the origin with a coordination (0,0,0) and the other point at the canter with a

coordination (1/2, 1/2, 1/2). Substituting these values for rj into Eq. 2.79 gives

F (Q⃗) = f(1 + expπi(h+k+l)). (2.80)

Since h, k, and l are integer, we can define the sum h + k + l = N . The exponential

function can then take values: +1 for N even, and −1 for N odd in E.q 2.80. Therefore:

F = 2f if (h+ k + l) is even,

F = 0 if (h+ k + l) is odd.

2.2.4 Small-angle scattering

The objects studied in the thesis are in the range of 1 to 100 nm. To resolve such large

structures, small scattering angles or small scattering vector Q is required (i.e. 2π
Q
> 1 nm).

This requirement for small angles can also be expressed in the Bragg equation. With a

wavelength λ = 0.7 nm, which is larger than the atomic distance of ca. 0.15 nm, it becomes

essential to use small angles to observe a Bragg peak and hence study the structure on

the nanoscale. This method is known as small-angle scattering (SAS), i.e., for neutron

or X-ray beams, it is termed small-angle neutron scattering (SANS) or small-angle X-ray

scattering (SAXS), respectively. To achieve experimentally small scattering angles, the

detector must be positioned at large distances away from the sample.

For large structures such as nanoparticles, the atomic scattering lengths are not relevant

anymore to describe the scattering phenomena. Instead, it is more appropriate to use a

continuous coherent scattering length per unit volume, known as scattering length density

ρ(r), defined as:

ρ(r⃗) =

∑N
i=1 bi
dV

. (2.81)

where bi is the atomic scattering length of the (i)-th atom, and N is the total number of

scattering length in the volume dV . This allows to exchange of the sum in the differential

cross-section equation in E.q 2.65 by integrals as follows
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N∑
j=1

fj....→
∫
V

ρ(r⃗)dV (2.82)

The differential cross section is normalized to the particle volume, that gives the single

scattering intensity with the unit [cm−1]:

dΣ

dΩ
=

1

V

dσ

dΩ
(Q⃗) =

1

V

∣∣∣∣∫
V

ρ(R⃗)e(iQ⃗·r⃗)dV

∣∣∣∣2 . (2.83)

Diluted system

For dilute nanoparticles dispersed in a solvent, the differential cross-section has no structure

factor and is proportional to the contrast. The contrast represents the difference in

scattering length density (SLD) between particles and solvent, given by ∆ρ = ρp(r⃗)−ρs(r⃗).
However, most solvents do not have strong coherent scattering intensity for the Q range

covered by the SAS, it is often more convenient to write ∆ρ = ρp(r⃗)− ρs. The scattering

amplitude of a single sphere particle in a solvent is written as:

F (Q⃗) =

∫
ρ(r⃗)eiQ⃗·r⃗d3r

=

∫
Vparticle

ρ(r⃗)eiQ⃗·r⃗d3r +

∫
V ∗=V−Vparticle

ρ(r⃗)eiQ⃗·r⃗d3r

=

∫
Vparticle

ρp(r⃗)e
iQ⃗·r⃗d3r +

∫
V ∗
ρH2Oe

iQ⃗·r⃗d3r

=

∫
Vparticle

ρp(r⃗)e
iQ⃗·r⃗d3r +

(∫
V

ρH2Oe
iQ⃗·r⃗d3r −

∫
Vparticle

ρH2Oe
iQ⃗·r⃗d3r

)
=

∫
Vparticle

ρp(r⃗)e
iQ⃗·r⃗d3r −

∫
Vparticle

ρH2Oe
iQ⃗·r⃗d3r +

∫
V

ρH2Oe
iQ⃗·r⃗d3r

≈ ∆ρV
3[sin(QR)−QR cos(QR)]

(QR)3

≈ ∆ρV
3j1(QR)

QR

where j1(x) is the first-order spherical Bessel function.

When N particles dispersed in a solvent are oriented randomly, the scattering pattern

is isotropic, and the scattering function depends only on the absolute value of the wave

vector |Q⃗|. The differential scattering cross-section is then given by:
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dΣ

dΩ
(Q) =

N

V
|F (Q)|2 = n

∣∣∣∣∆ρV 3j1(QR)

QR

∣∣∣∣2
= n∆ρ2V 2

[
3j1(QR)

QR

]2
= n∆ρ2V 2P̃ (Q),

(2.84)

where n = N
V

is the particle number density, and P̃ (Q) is the normalized form factor. The

condition dΣ
dΩ
(Q)|Q=0 is equal n∆ρ2V 2. The form factor is then P (Q) = n∆ρ2V 2P̃ (Q).

The scattering intensity at small Q of dilute colloids can describe by the Guinier scattering

law as follows [75]
dΣ

dΩ
(Q→ 0) =

dΣ

dΩ
(0) · exp [−1

3
Q2R2

g], (2.85)

where Rg is the radius of gyration of the particle. It is defined as the average squared

distance between any point of the particle and its center of mass [76]. The Guinier law

model provides a method to determine particle sizes using SAS data and is valid in the

limit QRg ≤ 1.3. By plotting SAS data as ln [I(Q)] against Q2 and fitting the slope of the

line at low Q the radius of gyration Rg can be determined. Using the Rg, one can further

calculate relevant particle sizes. For example, the radius of a sphere is R =
√
5/3Rg, and

the length of a thin rod is L =
√
12Rg.

When the particles have not the same sizes, E.q 2.84 takes the following form:

dΣ

dΩ
(Q) = n

∫
V

D(R)F (Q,R)e(iQ⃗·R⃗)dR, (2.86)

where D(R) is a particle size distribution function (for instance, lognormal distribution).

It is notable that when there is a larger particle size variation, the scattering profile smears

out and shows less oscillation at high Q.

Concentrated system

For a concentrated nanoparticle dispersion in a solvent, there will be correlations between

the particle centers of mass and thus modulations of the scattering intensity. To account

for this modulation, the structure factor S(Q) is introduced in the general formula of the

scattering intensity (E.q 2.84) [77]

dΣ

dΩ
(Q) = n∆ρ2V 2P̃ (Q)S(Q). (2.87)

The structure factor S(Q) is defined as

S(Q) = 1 +
2

N

N∑
i=1

N∑
j>i

sin (Qrij)

Qrij
, (2.88)

where rij is the distance between the i-th and j-th particles. S(Q) describes the correlation
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between the particle centers of mass. Specifically, when S(Q) ̸= 1, the particles can be

considered correlated, while S(Q) = 1 for uncorrelated particles. S(Q) is most prominent

at small Q, while at large Q, the scattering from inner structure dominates representing

the form factor. S(Q) is related to the pair correlation function g(r), which describes the

local order of particles, i.e., the probability of finding a particle at a given distance from

another one:

S(Q) = 1 + 4πN

∫ ∞

0

(g(r)− 1)
sin (Qr)

Qr
r2dr. (2.89)

S(Q) behaves like an oscillatory function, approaching a value of 1 for large Q [78].

Aggregated system

Aggregated nanoparticles are typically formed when the interactions between particles are

strong enough that the cores come into contact. Visually, their structure may appear to

be randomly ordered. In a fractal, the primary particles aggregate in such a way that the

total mass of the particles is proportional to the power law of aggregate size ζ [79]

M ∝ ζDf , (2.90)

where Df is the fractal dimension, which describes the packing of the particles forming

the aggregate. It takes values of 3, 2, and 1. The higher the value of Df , the more densely

packed the aggregates corresponding to globular aggregates (Df = 3). Another type of

aggregate is characterized by the varying arrangement of particles with various scales

called hierarchical structures [80]. For example, primary particles are arranged together to

form clusters, which in turn are agglomerated into a mass fractal (see Fig. 2.9).

Figure 2.9: Electron microscopy images representing the arrangement of particles as a

function of the scale (a) agglomeration of cluster particles, (b) aggregation of

primary particles, and (c) the smallest building blocks [81].

The scattering intensity patterns are characteristic of three Q-regions
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• The first region, known as the Guinier region, exists at small-Q values (Q < ζ) and

follows the Guinier law, allowing to determine the size of the clusters.

• The second region, located in the intermediate Q-range (1/ζ < Q < 1/rcluster),

displays a decreasing intensity that can be modeled as a power law of I(Q) ∝ Q−Df ,

providing insights into the fractal dimension of the cluster particles and the cluster

sizes. However, if the size of the clusters is very small compared to the sizes of the

fractal, they may not produce distinct Guinier knees in the scattering pattern.

• Finally, the last region describes the scattering intensity behaviour from the primary

particles, the smallest building blocks, appearing at the highest Q region (Q >

2/rcore). The oscillatory behaviours are linked to the size distribution of the primary

particles, which in turn helps to identify the degree of polydispersity within the

sample. This region is associated with Porod zone of primary particles, which means

that the scattering intensity decreases following a power law of I(Q) ∝ Q−4 [82].

Pair Distance Distribution Function

The following method consists of inverse Fourier transformation of the experimental

scattering intensity curves. This yields a Pair Distance Distribution Function (PDDF),

P (r). The PDDF gives information about the structure in real space and needs to be

compared to the calculated models, i.e. sphere and cylinder. The differential scattering

cross-section in equation 2.83 can be rearranged to

dσ

dΩ
(Q⃗) =

∣∣∣F (Q⃗)∣∣∣2 = ∣∣∣∣∫
V

ρ(R⃗)eiQ⃗·R⃗d3R

∣∣∣∣2
= F (Q⃗) · F ∗(Q⃗) =

∫
V

∫
V

ρ(R⃗1)ρ
∗(R⃗2)e

iQ⃗·R⃗1−R⃗2d3R1 d
3R2.

(2.91)

We put r⃗ = R⃗1 − R⃗2 and use R⃗2 = R⃗1 − r⃗:

dσ

dΩ
(Q⃗) =

∣∣∣F (Q⃗)∣∣∣2 = ∫
V

[∫
V

ρ(R⃗1)ρ
∗(R⃗1 − r⃗)d3R1

]
eiQ⃗·r⃗d3r

=

∫
V

γ0(r⃗)e
iQ⃗·r⃗d3r.

(2.92)

The term γ0(r⃗) is called the autocorrelation function of the scattering length density

distribution and it is largest at the origin at r = 0:

γ0(⃗0) =

∫
V

ρ(R⃗1)ρ
∗(R⃗1)d

3R1. (2.93)

The scattering intensity is simply the Fourier transformation of the correlation function,

hence providing information about the correlations within the scattering length density

(SLD) at different separations r [83]. An example of the autocorrelation function for an

individual spherical particle can be described geometrically as the overlap between the

particle and its offset copy by the vector r⃗ . In this case, the autocorrelation function
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starts with γ(r⃗) = 1 at r = 0, and gradually decreases and reaches zero at r = 2R, where

R is the radius of spheres.

Figure 2.10: Physical meaning of the autocorrelation function for two identical spherical

particles with radius R.

As we investigate structures in a solvent that has a different scattering length density,

the contrast terms need to be included in the equation, which yields

dσ

dΩ
(Q⃗) =

∫
V

[∫
V 2

∆ρ(R⃗)∆ρ(r⃗ + R⃗)d3R

]
eiQ⃗·r⃗d3r

=

∫
V

∆ρ2γ0(r⃗)e
iQ⃗·r⃗d3r

=

∫
V

γ(r⃗)eiQ⃗.r⃗d3r,

(2.94)

where γ(r⃗) = ∆ρ2γ0(r⃗). It is defined as the auto-correlation function of the scattering length

density contrast. Finally, the scattering cross-section is written in spherical coordinates as:

dσ

dΩ
(Q⃗) = 4π

∫ Dmax

0

r2γ(r⃗)
sin(Qr)

Qr
dr, (2.95)

P (r⃗) ∝ 4πr2γ(r⃗). (2.96)

Mathematically, P (r⃗) can be obtained from the differential cross-section through an

inverse Fourier transform:

P (r⃗) =
2

π

∫ ∞

0

Qr
dσ

dΩ
(Q⃗) sin(Qr)dQ. (2.97)
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The P (r) function provides information about the maximum dimension of particles,

where it reaches zero value at r = Dmax. The behaviour of the P (r) function can also be

directly used to obtain information about the overall shape of the studied objects, such as

to distinguish spherical from prolate objects [84]. However, particle aggregation can affect

the quality of P (r) giving a ‘tail’ in the function with larger values than expected for the

largest inter-particle distance, Dmax.

Contrast variation

The contrast, defined as ∆ρ = ρ− ρs, represents the difference between the average scat-

tering length density (SLD) of particle and the scattering length density of solvent. The

contrast dependence of small-angle scattering follows the three basic scattering functions

[85]

I(Q) = (∆ρ)2Ic(Q) + (∆ρ)Ics(Q) + Is(Q), (2.98)

where I(Q) is the total scattering, Ic(Q) is the shape scattering which can be used to

determine the average particle shape at infinite contrast (∆ρ→ ∞). Is(Q) is the scattering

by the inner inhomogeneities within the particle which can be measured directly at zero

contrast (∆ρ = 0), when the particle is said to be contrast match i.e. ρ = ρs. Ics is the term

correlating both the shape and inner structure. Fig. 2.11 shows that the expansion enables

the separation of contributions from the particle shape and its inner inhomogeneities to

the scattering intensity. At least scattering intensities for three different contrasts has

to be collected in order to obtain the basic scattering functions. Contrast variation is

achieved by isotope subsitution in the solvent (i.e. a mixture of H2O/D2O).

An important aspect of small-angle scattering is that zero-angle scattering and radius

Figure 2.11: Contribution of the shape and inner structure. Figure is adapted from Ref.

[72].
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gyration of Rg depend on contrast. I(0) is a quadratic function of the contrast, as described

by

I(0) = n(∆ρ)2Ic(0) = n(∆ρ)2V 2
c , (2.99)

where Vc is the particle volume corresponding to the particle shape and n is the particle

number density. A plot of the extrapolated zero-angle scattering intensity against the

solvent SLD shows a minimum at the so-called match point, where I(0) assumes the value

zero and thus the average SLD of the particles is equal to the SLD of the solvent at this

point. The radius of gyration of a particle is given by

R2
g = R2

c + α/∆ρ− β/∆ρ2, (2.100)

where Rc is the radius of gyration of the overall shape of the particle, obtained at infinite

contrast (when 1/∆ρ = 0), α and β describe the distribution of inhomogeneities within

the particles; α describes the relative arrangement of higher and lower density regions with

respect to the center of mass of a shape α > 0, if denser regions are close to the periphery,

and vice versa. The value of β represents an estimate of the distance between the center of

mass of a particle and that of the distribution of inhomogeneities (β = 0, if they coincide,

and β ̸= 0, if the particle center of mass is displaced with varying solvent SLD)[72].

2.2.5 Anomalous scattering

Contrast variation is a crucial technique in neutron scattering, commonly achieved through

isotope substitution, such as modifying the volume ratios of 1H to 2H. However, contrast

variation can be implemented in SAXS by using X-ray energies near an absorption edge

of elements present in the studied sample. This variation of the atomic scattering factor

of elements also makes contrast variation possible. Then, the form factor close to the

absorption edge can be expressed as [86]:

f(Q,E) = f0(Q) + f
′
(Q,E) + if

′′
(Q,E), (2.101)

where f0 is the constant contribution to the form factor, f
′
and f

′′
are the real and

imaginary part of resonance contributions, respectively. At small Q, this expression can

be approximated as

f(E) = f0 + f
′
(E) + if

′′
(E), (2.102)

where f0 = Z, with Z the atomic number of the element. The atomic scattering factor

can be approximated as Z far from the absorption edges and is the only term considered
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in standard X-ray experiments. Near the absorption edges both the resonant parts are

included, which are energy dependent. Close to the edge f
′
decreases, therefore the

intensity close to the edge decreases.

In anomalous small-angle x-ray scattering (ASAXS), the scattering intensity consists of a

non-resonant, a mixed-resonant, and a pure-resonant terms [87]:

I(Q,E) = |fnon-res(Q,E)|2 + |fmix(Q,E)|2 + |fres(Q,E)|2. (2.103)

For a two-component system consisting of two elements, the scattering intensity cal-

culated can be separated into the non-resonant scattering P11 for the first element, the

pure-resonant P22 for the second element, and the mixed-resonant P12 for the pattern of

the mixed elements. To separate the pure-resonant pattern, which is P22, five different

energies below the absorption edges are needed and, consequently, five different values

of anomalous scattering factors [88]. In our project, we have used ASAXS to detect the

increase of the valence state of Fe3+ at the surface of the nanoparticles during the oxidation

of magnetite nanoparticles, which have both valence states Fe2+ and Fe3+, resulting in a

magnetite maghemite core-shell structure.

2.2.6 Macroscopic differential cross-section

The absolute scattering intensity I(Q⃗) detected on 2D detector is a function of the following

parameters [78]:

Isample(Q⃗) = I0 · A · d ·∆Ω · ϵ · Tsample ·
dΣsample

dΩ
(Q⃗), (2.104)

where dΣ
dΩ
(Q⃗) is the macroscopic differential cross-section, I0 is the incoming neutron flux,

T is the sample transmittance, A is the area of the sample, d is the thickness of the sample,

ϵ is detector efficiency, and ∆Ω is pixel size in units of solid angle. The
dΣsample

dΩ
(Q⃗) contains

useful information about the structure of the sample; hence, it needs to be determined.

However, the collected scattering intensity during the experiments contains not only helpful

scattering from the sample but undesired scattering contribution from the sample holder

(empty cell) and scattering from sources of background (blocked beam or electronic noise).

The total scattering intensity is then written as

Itotal = I0 · A · d ·∆Ω · ϵ · Tsample+cell ·
dΣsample+cell

dΩ
+ Ibgd, (2.105)

The measured empty cell scattering intensity is expressed as the following:

Icell = I0 · A · d ·∆Ω · ϵ · Tcell ·
dΣcell

dΩ
+ Ibgd, (2.106)

The sample or empty cell transmissions are the ratio of the intensities through the sample

or empty cell and the incident intensity, obtained with no sample in the beam path.
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Tsample, cell =
I

I0
= exp (−Σ · dsample, cell), (2.107)

Where Σ is the total cross-section, including coherent, incoherent, and absorption cross-

section. The thickness of the sample has to be thin enough to avoid multiple scattering,

in which the scattered neutron is scattered again in the sample. Multiple scattering is

favored by large-size scatterers, strong contrast, and its probability increases with the

neutron wavelength [89].

The incoming flux, I0, can be determined with a direct beam measurement with nothing

in the beam except an attenuator:

Idirect = I0 · A · d ·∆Ω · ϵ · Tatten, (2.108)

where Tatten is the attenuator transmission.

From the Eqs. (2.105)-(2.106), the corrected data, but not calibrated data, can be

calculated by the following:

Icorr = (Itotal − Ibgd)−
Tsample + cell

Tcell
(Icell − Ibgd) (2.109)

Where Icorr is the scattering of the sample corrected for the background scattering of

the empty cell Icell and other backgrounds such as the blocked beam, the electronic noise

and the transmission of sample and empty cell.

Additionally, the detector efficiency should be taken into account. To correct the variation

in detector efficiency, the measurement of a standard sample with a known cross-section

is used [90]. The detector efficiency is usually measured before the experiment, i.e. at

the beginning of the facility cycle. For SANS, samples with predominant incoherent

scattering, such as water or Plexiglass plate, are indeed common for detector efficiency,

which gives strong isotropic scattering. Such samples show a flat scattering profile that

is independent of the scattering angle. The corrected SANS data is then calibrated with

detector sensitivity Icalib = Icorr/detector efficiency. This measurement makes it possible

to calculate the sensitivity of each pixel and thus obtain the calibration Icalib.

Icalib = I0 · A · d · Tsample+cell ·
dΣsample

dΩ
(Q) ·∆Ω · ϵ, (2.110)

To put the sample scattering cross-section on an absolute scale (i.e. with the exact

knowledge of the incoming flux) the standard sample is measured with the exact same

instrument configuration as the sample under study:

Istd = I0 · A · dstd ·∆Ω · ϵ · Tstd +cell ·
dΣstd

dΩ
, (2.111)

where dstd is the thickness of the standard sample, which does not necessarily have to be

equal to sample thickness d. The sample cross-section in absolute units is obtained as
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dΣsample

dΩ
=
Icalib
Istd

· dstd
d

· Tstd +cell

Tsample +cell

· dΣstd

dΩ
(2.112)

Here, expression relates the differential cross-section of the sample to the differential cross-

section of the standard sample to quantities measured during the scattering experiment,

namely the intensity and the transmission. In addition, all the terms relating to the

geometry of the instrument in E.q 2.104 are canceled out.

Further correction for nanoparticles in solutions, particle scattering intensity is obtained

by the following:

dΣNP

dΩ
=
dΣNP+solvent

dΩ
− (1− Cvol)

dΣsolvent

dΩ
, (2.113)

where Cvol is the volume concentration of the nanoparticles.

2.3 Mössbauer spectroscopy

Mössbauer Spectroscopy is a method used to study the magnetic structure in materials

by analyzing the absorption spectrum of γ-rays by the 57Fe nuclei. The basic principle

of 57Fe-Mössbauer spectroscopy is the utilization of the recoil-free-emission and resonant

absorption of γ-rays by the 57Fe nuclei, which was discovered by R. L. Mössbauer in

1957 and later become commonly known as Mössbauer effect. Fig. 2.12 shows that the

radioactive source material (57Co) decays into the excited state 57Fe (I = 5/2) with a

half-life of about 270 days. From the excited state, the nuclei can either decay to the

ground state I = 1/2 via emission of a gamma ray with energy of 136 keV or decay to

the state I = 3/2, followed by the transition to the ground state by emitting a γ-ray with

energy 14.4 keV. The half-life of the I = 3/2 state is 97.8 ns.

In the Mössbauer technique, the 14.4 keV γ-rays are partially absorbed by the material,

and those transmitted through the sample are detected. In general, the Fe nuclei in the

sample have a different environment than the Fe nuclei in the source. This difference can

lead to the absence of resonant absorption, meaning that the energy of the γ-rays may not

match the energy gap in the sample. For this purpose, the source is moved relative to the

absorber at different velocities v, which leads to tuning the energy of the γ-rays emitted

by the source via the Doppler effect, as described by equation 2.114. For a velocity of

v = 12 mm/s, one can detect the energy variation with a resolution in the range of neV.

E(v) = Eγ

(
1 +

v

c

)
→ E(12 mm/s) = Eγ + 720 neV, (2.114)

Another important requirement for the Mössbauer effect is the embedding of the 57Fe

nuclei in a solid medium, such as a crystalline structure. In a free atom, the nucleus

recoils due to the conservation of momentum, causing the emitted γ rays to have lower

energy than the nuclear transition energy. This results in a shift of the emission and

absorption lines due to the recoil energy. However, when the Fe nuclei are fixed within
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Figure 2.12: Decay scheme of 57Co nucleus into excited state of the 57Fe nucleus. The

transition energy from the state with I = 3/2 to the ground state I = 1/2 is

used in Mössbauer spectroscopy. Figure is adapted from [91].

the crystal lattice, the recoil energy is absorbed by the surrounding lattice rather than

being transferred to the Fe nuclei. This phenomenon allows for recoil-free emission and

absorption of γ-rays, which is the essence of the Mössbauer effect.

Mössbauer spectroscopy allows one to analyze variations in nuclear energy levels with high

energy resolution (on the scale of neV), visible by shifts in the absorption lines caused by

electronic and magnetic interactions (hyperfine interactions) of the iron nucleus with its

local environment. The three main types of hyperfine interactions are the isomer shift,

quadrupole splitting, and magnetic hyperfine splitting (see Fig. 2.13). The isomer shift

arises from the interaction between the nucleus and its electronic surroundings, being

significantly influenced by the s-electrons due to their high probability density near the

nucleus. However, these s-electrons can be screened by intervening electrons i.e. the

3d-electrons in iron, resulting in different isomer shifts seen in Fe2+ and Fe3+. Thus,

the isomer shift provides valuable information about valence states due to the electronic

screening directly impacting the density of s-electrons surrounding the nucleus. The

quadrupole splitting arises from the interaction between a nucleus carrying an electric

quadrupole moment and an electric field gradient, which can be found in certain crystal

environments due to anisotropic charge distribution. In the ground state, the iron nucleus

with (I = 1/2) does not have an electric quadrupole moment. However, in the excited state

(I = 3/2), the nucleus can have a non zero quadrupole moment, resulting in the splitting of

the energy level into two sublevels. In the case of magnetic hyperfine splitting, the nuclear

energy level splits into 2I + 1 sublevels, which is observed in the presence of an external

magnetic field due to its interaction with the nuclear magnetic dipole moment. For the Fe

nucleus, it is split into four sublevels for the state with I = 3/2 and two sublevels for the

ground state with I = 1/2. Due to the selection rules of dipole radiation, only transitions

of ∆m = 0,±1 are allowed. Therefore, for the transition from 3/2 → 1/2, there are only

six possible transition lines in the Mössbauer spectra. Magnetic hyperfine splitting is also
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influenced by the local magnetic fields from magnetically ordered materials.

Figure 2.13: Hyperfine interactions within the absorber material and the resulting Möss-

bauer spectrum. Figure is taken from Ref. [92].

Mössbauer spectroscopy in large magnetic fields is a very useful method to investigate

spin canting in magnetic materials [93]. The line intensities in the magnetic hyperfine

splitting depend on the angle θ between the spin direction and the direction of the incident

γ-rays. Here, the line intensities ration follows the pattern 3:A25:1:1:A25:3, where the line

intensity ratio of lines 2 and 5 is defined by

A25 =
I2
I5

=
4sin2(θ)

1 + cos2(θ)
. (2.115)

When the spins are aligned coaxially with the γ-ray direction (i.e. θ = 0◦), the coefficient

A25 approaches zero, indicating that the intensities of lines 2 and 5 are negligible. As spin

canting occurs, with θ varying between 0◦ and 90◦, the A25 value ranges from 0 to 4 due

to the effects of spin orientation. At an angle of θ= 54.7◦, the general line intensity ratio

transitions to 3:2:1:1:2:3. This change indicates that spin canting has a significant impact

on the observed intensities.

Mössbauer spectroscopy can also be used to study fluctuations of the magnetic moments

in the sample by observing the fluctuations of the magnetic hyperfine interaction [94].

2.4 Micromagnetic simulations

Micromagnetic theory (or the so-called continuum description) is an approach to describe

the macroscopic magnetization of usually metallic ferromagnetic or ferrimagnetic materials

using a continuous magnetization vector M⃗(r, t) instead of localized atomic magnetic
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moments. However, often this approach is nevertheless also employed to model systems with

localized magnetic moments. Typically, the size of the investigated systems ranges from

0.01 µm to 10 µm [95]. The magnetization M⃗(r, t) can be written as M⃗(r, t) =Msm⃗(r, t),

where Ms is the saturation magnetization, which is assumed to be constant in magnitude,

and m⃗(r, t) is the normalized magnetization vector.

Within the micromagnetic simulation framework, one investigates both the static and

dynamic behaviour of samples in the continuum description by solving the Landau-Lifshitz-

Gilbert (LLG) equation of motion of the magnetization vector for each discretization cell

of the sample. The magnetization dynamics is governed by the Landau-Lifshitz equation

[96]:

dM⃗

dt
= − γ

1 + α2
M⃗ × H⃗eff −

α

MS(1 + α2)

(
M⃗ × M⃗ × H⃗eff

)
(2.116)

or in the equivalent form given by Gilbert

dM⃗

dt
= −γM⃗ × H⃗eff + α

(
M⃗ × ∂M⃗

∂t

)
with H⃗eff = − ∂E

∂M⃗
, (2.117)

where γ is the gyromagnetic ratio and α is the damping constant. The effective field

(Heff) provides a torque that acts on the magnetization, and it is defined as the negative

functional derivative of the total magnetic energy. The equation is a nonlinear partial

differential equation of space and time, which can be numerically solved by initial conditions

and boundary conditions [97]. The first term in Eq. 2.117 represents the precession of

the magnetization vector around the effective field while the second term describes the

dissipation of energy and consequently the damping of the magnetization vector rotation.

It causes the magnetization to become eventually aligned parallel to the effective field as

the system proceeds towards equilibrium. The main method used in this work is to use

the integration of the LLG equation to minimize the energy. For this purpose, it is better

to use a large value for the damping constant and remove the precession term.

2.4.1 The effective magnetic field

In the concept of micromagnetics the total magnetic energy of a bulk ferromagnet can be

expressed as

Etot = Eexc + Eani + Edemag + EZeem, (2.118)

which consists of the following energy contributions: Eexc, due to the exchange interaction,

Eani, due to the magnetocrystalline anisotropy, Edemag,due to the demagnetization, and

EZeem, due to the potential energy in an external magnetic field. The total energy can be

considered as a function of ferromagnet’s magnetization, in which energies appearing in

the atomistic level are substituted by a functional of M⃗ and is expressed as
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Figure 2.14: Sketch of the precession of the magnetization vector, M⃗ , precessing around

the effective field, H⃗eff, with damping effects, which are described by the

Landau-Lifshitz-Gilbert equation.

Etot =

∫
V

[
Aex(∇M)2 +Ku(M⃗ · u⃗)2 − 1

2
µ0M⃗ · H⃗d − µ0M⃗ · H⃗ext

]
dV, (2.119)

where Aex is the exchange stiffness, K1 is the first order term of the anisotropy energy, u⃗ is

the anisotropy easy-axis unit vector, H⃗ext and H⃗d are the external field and demagnetization

field, respectively. The effective magnetic field is then written as

H⃗eff = − ∂E

∂M⃗
. (2.120)

In a micromagnetic system, the competition between exchange and magnetostatic self-

interactions is characterized by a characteristic length scale, the so-called exchange length,

lex. It describes the distance at which the exchange interaction dominates [98]. It is

defined as

lex =

√
Aex

µ0M2
s

. (2.121)

The exchange length typically does not exceed a few nanometers in ferromagnetic mate-

rials, imposing significant constraints on the mesh size required for numerical simulations

in order to keep the computation time low and resolve important magnetization processes

[99].
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2.4.2 The Stochastic Landau-Lifshitz equation

In a nanomagnetic system, with decreasing the size, the anisotropy barrier can be small

enough to be overcome by thermal fluctuations at relevant temperatures as described

above. However, the Landau–Lifshitz equation does not include temperature effects in its

definition. Therefore, thermal activation is important in order to understand magnetic

relaxation from a fundamental point of view. Thermal activation can be introduced using

a stochastic thermal field, H⃗th, which is added to the effective magnetic field, H⃗eff [100]. It

can be modeled as

H⃗th = η⃗

√
2αkBT

γMsV∆t
, (2.122)

where ∆t is the time step, and η⃗ is a random vector redetermined for every time step.

It can be considered as a white noise, which introduces randomness in the system and

is independent across time steps. We applied, in particular, the so-called “theta evolver”

inside the Object Oriented Micromagnetic Framework (OOMMF) to be able to investigate

the influence of temperature. This add-on to the OOMMF software is developed at

Hamburg University [101].

In this thesis, the OOMMF software provided by the National Institute of Standards

and Technology (NIST), is used to solve the LLG equation [102]. The simulation process

begins with specifying essential input material parameters (e.g. anisotropy, K, saturation

magnetization, Ms, exchange stiffness, A) and the external field, H⃗ext, as well as the

geometry of the material i.e, Rectangle, spheres, cylinders. The input parameters and the

initial conditions of any problem are specified in OOMMF micromagnetic input format

(MIF).

OOMMF uses the finite difference (FD) method to find the solution of the LLG equa-

tion, which requires the discretization of the sample [95]. The geometry under study is

represented by a cubic mesh of small finite elements of the same size, where each cell is

defined by the dimensions ∆x, ∆y, and ∆z, within each magnetization is uniform. The

dimension of cells is a crucial parameter. It is better to choose a smaller cell size to better

resolve the geometry, but not too small to avoid long calculation times. In general, it

is important to choose a cell size smaller than the exchange lengths in order to achieve

accurate results. The time evolution of the system is also treated with a discrete time step

of ∆t. It is important for the time step to be at least two orders of magnitude smaller

than the precession frequency [99]. This requirement means that the time step is on the

order of 10−13 s. As a result, simulations can effectively explore time scales on the order

of 10−9 s.

Within each cell, a magnetization vector is positioned in the center of each mesh. The basic

idea of the finite difference method is to approximate the derivatives of m⃗(r) by quotients

of finite differences ∆x, ∆y, ∆z. After discretization, the partial differential equations

can be transformed into a system of algebraic equations, which is solved numerically by

an iterative process to obtain an approximate solution. The discretization in the finite
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difference method for the energy terms can be approximated by replacing the integral with

a sum over all grid points. Volume quantities such as the magnetization and the effective

field are treated at the center of each cell (and considered constant within each cell).

Coupling quantities, such as the exchange field, are considered at the surfaces between

the cells. After discretization, the partial differential equations can be transformed into

a system of algebraic equations, which is solved numerically by an iterative process to

obtain an approximate solution.





Chapter 3

Instruments

This chapter provides details on the instruments used to characterize the structure and

magnetic behaviour of the SPIONs. It also presents the sample environments used in most

of these studies.

3.1 Small-angle scattering

3.1.1 Gallium Anode Low Angle X-ray Instrument (GALAXI) & KWS-X:

The SAXS/WAXS Laboratory beamline

SAXS experiments were performed at the instrument GALAXI (Gallium Anode Low-Angle

X-ray Instrument) at the institute JCNS-2, Forschungszentrum Jülich [103]. The setup of

GALAXI is illustrated in Fig. 3.1. This instrument is equipped with a metal-jet X-ray

source and a Pilatus 1M 2D position-sensitive detector. Using a metal jet of a GaInSn

alloy as the anode allows for generating a high-intensity and brilliant X-ray beam. At

the sample position, the flux of 1 × 109 photons/mm2·s is achieved [103]. A parabolic

Montel-type optics is used to obtain monochromatic X-ray beams with Ga Kα radiation

of wavelength λ = 0.13414 nm. The X-ray beam size is defined and collimated by two

slits S1 and S2 separated by a 4 m distance and with an inclination of 0.4◦. To reduce the

background, a third slit S3 is used, allowing the sample zone width to be only few mm.

The X-ray beam path is fully evacuated between the X-ray source and the detector. The

detector distance can be adjusted between 0.835 m and 3.535 m in 5 steps, which allows

the scattering vector Q to cover a wide range from 0.004 to 8 nm−1.

SAXS experiments were also performed at KWS-X: X-ray laboratory of JCNS at Heinz

Maier-Leibnitz Zentrum (MLZ). The SAXS instrument is equipped with a high flux

metal-jet source and a moveable Eiger 2R4M SAXS detector. The metal-jet composed of a

GaInSn alloy used as a source to produce X-ray radiation of Ga Kα with λ = 0.13414 nm.

The scattering vector Q covers a wide range from 0.002 to 0.7 nm−1.

For SAXS measurements, nanoparticle dispersions in water were sealed in quartz capillaries

with 2 mm diameter and 0.01 mm wall thickness. Background measurements with empty

capillaries as well capillaries filled with water were preformed. The SAXS measurments

49
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Figure 3.1: Schematics of the instrument GALAXI showing the main components. Figure

adapted from Ref. [103].

were preformed in transmission mode.

3.1.2 Small-Angle X-ray Scattering beamline for Materials Research (SAXS-

MAT) P62 beamline

The SAXS experiments were performed at the P62 beamline at PETRA III at DESY,

Hamburg [104]. The beamline uses a U32 undulator with a peak brilliance 1× 1020 photon

s−1 mard−1 at 7 keV and provides a wide X-ray energy range from 3.5 keV to 35 keV.

This allows for performing anomalous small-angle X-ray scattering (ASAXS) experiments

and therefore obtaining element sensitive structural information. This option allows to

perform X-ray absorption near edge structure (XANES) studies.

The beamline layout is divided into three parts: the front end, the optical, and the

experiment hutches. A schematic sketch of the beam optics is shown in in Fig. 3.2. From

the source to the sample, the beam must pass a Si(111) pairs double-crystal monochromator

and focusing mirror. The function of the Si(111) monochromator is to select the desired

photon energy with an accessible energy range of 3.5–35 keV from the incident white

synchrotron radiation beam. An additional Si(311)-pair of crystals is implemented to

increase the energy resolution and to obtain higher X-ray energies. After passing through

the monochromator, the beam is focused vertically with two mirrors. It also uses 2D-Be

compound refractive lenses (CRL) to to enhance the focusing capabilities of the beamline.

Figure 3.2: Schemeatics of the optics of the P62 beamline. Figure adapted from Ref. [104].
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The experiment hutch includes optics components, sample position, and SAXS/WAXS

instrumentation as shown in Fig. 3.3. The optical components are located inside a vacuum

tube and include the following: slits system, an absorber to adjust the primary intensity,

a fast shutter, and a monitor that counts the intensity of the monochromatic beam during

data collection. The sample environment is placed on the top of the table at a nominal

sample position. The sample may be exposed to different environment conditions: vacuum,

and high and low temperatures. A after the sample position, there is a vacuum stainless

steel tube being 13 m of length with the detector inside. A motorized translation stage

inside the tube moves the SAXS detector and beamstops from 1.9 m to 13.0 m to the

sample position. The SAXS detector is an Eiger2 X 4M. The WAXS detector is an Eiger2

X 9M, which is mounted outside the tube system and the sample to detector distance can

be adjusted within 0.2 m to 0.7 m.

Figure 3.3: Schematics of the SAXS setup in the experiment hutch of the P62 beamline.

Figure adapted from Ref. [104].

For SAXS measurements, the powder samples were fixed between two pieces of Kapton

foil, ensuring they were not closed tightly to allow exposure to environmental conditions.

Fig. 3.4 shows the samples being mounted on a piece of the ceramic heater with a hole in

the middle to let the X-ray beam pass through. SAXS/WAXS measurements were first

performed at ambient temperature, followed by heating for approximately half an hour at

two different temperatures, 120◦C and 170◦C, in vacuum for the reduction process. The

temperature was then kept constant for 5 h, followed by the x-ray absorption near edge

spectroscopy (XANES) and SAXS/WAXS measurements. After completing the reduction

measurements, the samples were exposed to air and oxidized at two temperatures, 80◦C and

120◦C, for 4 h, followed by SAXS/WAXS measurements. The XANES measurements were

conducted separately from the SAXS/WAXS measurements to capture the changes in the

sample during annealing, as each spectrum takes 7 minutes. The samples were measured

in transmission mode for SAXS/WAXS and XANES. For the experiments as described

here, we used iron foil as a reference sample for the Fe K-absorption edge. Because the

X-ray K-edge of Fe is at 7112 eV, we chose five X-ray energies for the SAXS/WAXS

measurement that are sufficiently below Fe K-edge. X-ray absorption edges are found at

7103, 7093, 7073, 6953, 6793, and 6473 eV.
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XANES was chosen due to its sensitivity to the electronic configuration of atoms, i.e.

their oxidizing state. XANES focuses on the K absorption edge in case of 3d and 4d

transition metals, which is the highest excitation level in terms of energy corresponding to

an excitation of a 1s electron. Key features of interest in XANES include the absorption

edge and the pre-edge region. By comparing the positions of the absorption edges across

different compounds containing the same element, shifts in the edge position can be

correlated with changes in oxidation states. Generally, an increase in oxidation state

results in a corresponding rise in edge energy [105].

Figure 3.4: Mounting of the powder sample in the ceramic heater.

3.1.3 Quokka, ANSTO

Small-angle neutron scattering (SANS) measurements were performed at the QUOKKA

instrument of the Australian Center for Neutron Scattering (ACNS), at the Australian

Nuclear Science and Technology Organization (ANSTO), NSW, Australia [106, 107]. Fig.

3.5 shows a sketch of the QUOKKA instrument layout.

Figure 3.5: Scheme of the QUOKKA instrument layout. Figure adapted from Ref. [107].

The neutrons are produced in the core of the OPAL research reactor using a uranium

fission process that generates a thermal power output of 20 MW. The produced neutrons
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are then moderated with water (H2O and D2O), where the reactor core is surrounded

by the D2O tank, and the outer area of the water tank is filled with H2O. This setup

moderates the neutrons energy to the temperature of the surrounding water to obtain the

wavelength of the order of several Å. Additionally it also serves as a biological shielding.

The thermal neutrons are effectively moderated again by liquid D2, producing cold neutrons

that are directed to the SANS setup through the cold neutron guide CG1. The principle

of their operation is based on total internal reflection phenomena and is similar to one

of the light guides, where the light propagating in an optically dense media is totally

reflected from the glass-air interface. In the neutron guide, the index of refraction of the

mirror coating applied to the guide is less than 1, effectively preventing the neutrons

from escaping the guide and transporting them to the scattering instruments. The cold

neutron guide CG1 made of borosilicate glass with polished surfaces, coated with special

neutron-reflecting materials of Ni-Ti supermirrors [108].

A velocity selector is used to select a neutron wavelength in the range from 4.5 to 43 Åwith

a resolution from 4.1 to 14 %. The incoming neutron flux is then monochromatized. The

source-to-sample distance (L1) can be adjusted from 1 to 20 m through controlling the

arrangement of the neutron guides in the collimation tank. The L1 is usually chosen as a

compromise between flux intensity and the desired Q-resolution of the instrument. The

more guided neutrons, the better the resolution, but the cost of decreased intensity. The

setup also uses 24 MgF2 lenses inside the collimation tank for focusing the neutron beam

and enabling it to perform low-Q measurements at a wavelength of 5 Å.

After the sample, there is a vacuum tank with 2D 3He gas-filled proportional counter

detector inside, which is 20 m long. The detector can move along the tank so that the

sample-to-detector distance (L2) can be varied from 1.3 up to 20.1 m thus providing an

accessible Q-range from 0.004 Å−1 (and from 0.0006 Å−1 with focusing lens optics) to

1.3 Å−1. A beam stop made from boron carbide/aluminum composite material is used to

protect the detector from the direct beam.

In this thesis, unpolarized small-angle neutron scattering (SANS) was used with a neutron

wavelength of 5 Åand a wavelength resolution of 10 %. The citrate coated nanoparticles,

coded as C71, dispersed in D2O solvent were placed in a 1 mm quartz cuvette (Hellma)

positioned within a sample holder designed for an electromagnet. The latter was used

to apply vertical magnetic fields from 0 up to 1.1 T perpendicular to the neutron beam

direction. The contrast variation experiment in zero magnetic fields was also performed

by dispersing the C71 particles in variable mixtures of H2O and D2O. The measurements

were performed at room temperature and at three detector distances (2, 12, and 20 m) to

cover a Q-range of (0.004− 0.7 Å−1). The data reduction was performed using the IGOR

Pro software [109].
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3.2 Magnetometry devices

3.2.1 Superconducting Quantum Interference Device (SQUID)

The magnetometry data in this thesis have been obtained using a superconducting quantum

interference device (SQUID) magnetometer (Quantum Design MPMS-XL). The MPMS

design includes several components: the dewar, probe, SQUID, and electronic control

system. The dewar is filled with liquid helium, which is used for cooling the sample space

and the superconducting solenoid. The sample is mounted within a plastic straw and

connected to the end of a sample rod, which is inserted into the sample space in the

dewar. The other end is attached to a linear motor, which is used to precisely position the

sample at the center of the SQUID pickup coils. The probe consists of a high-precision

temperature control system that allows measurements between a range of 2− 400 K, along

with a superconducting magnet that generates vertical magnetic fields of up to 7 T and a

detection coil (pick-up coil).

Fig. 3.6 shows the SQUID setup and basic principle. The sample is moved vertically through

the pick-up coil in discrete steps using the DC option, as opposed to the Reciprocating

Sample Option (RSO), where the sample is oscillated vertically using a motor. The

pick-up coil, designed in the form of a second-order gradiometer, helps in suppressing any

constant magnetic flux [110]. As the coil forms a closed superconducting loop, the change

in magnetic flux is converted into a current. The current is coupled to a SQUID ring,

which is then converted into a voltage signal. The output voltage signal (V ) is recorded as

a function of sample position. By analyzing the voltage curve, parameters of interest such

as the net magnetic moment of the sample and its position inside the detection coil can

be derived.

The core of the SQUID sensor consists of a superconducting ring with one (AC-SQUID)

or two (DC-SQUID) Josephson junctions made of thin insulating material. This design

enables electron pairs to tunnel across the weak link, resulting in a critical current (Ic)

[111]. The RF-SQUID sensor functions like an LC circuit with just one junction having

a capacitance C within a superconducting loop with inductance L. The fundamental

property of superconducting rings is that they enclose magnetic flux only in integer values

of the magnetic flux quantum Φ = nΦ0, where Φ0 = 2.07×10−15 mT [112, 113]. This means

that the sensitivity of the SQUID sensor is determined by the magnetic flux quantum. The

total magnetic flux Φ in the loop has a contribution from the circulating current I of the

RF coil, which penetrates through the Josephson function, producing a super-current(Is)

flowing across the weak link with a phase difference ∆ϕ = 2π Φ
Φ0

related to the critical

current Ic as

Is = Ic · sin(2π
Φ

Φ0

). (3.1)

An external magnetic flux Φext is added to the SQUID ring resulting from the current

in the pick-up coil. The total magnetic flux in the SQUID loop is then given as
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Φ = Φext − LIc · sin(2π
Φ

Φ0

). (3.2)

This external magnetic flux induces a circulating current to flow around the ring, leading

to a change in phase difference across the weak link and causing alterations in the current

inside the ring produced by the applied magnetic field. Detecting the resulting current

inside the loop that has a period of variation of the magnetic flux quantum Φ0 allows the

use of SQUID as a highly sensitive magnetometer.

Figure 3.6: The SQUID design and principle. Figure adapted from Ref. [114].

In this thesis, magnetization measurements were conducted using zero-field-cooled (ZFC)

and field-cooled (FC) protocols in a temperature range of 5 K to 225 K. These measure-

ments aim at obtaining information about the particle size distribution and interparticle

interaction. It is important to note that the chosen temperature range is well below

the melting point of water, ensuring that the particle clusters inside the solvent remain

immobilized, as shown in Fig. 3.7. To avoid the formation of large ice crystal domains,

which would lead to an unwanted agglomeration of clusters inside the domains, the samples

were rapidly cooled in a liquid nitrogen bath at room temperature. After cooling to 5 K,

a small magnetic field of 5 mT is applied, and the ZFC magnetization curve is recorded

while the temperature is gradually increased to 225 K. The FC magnetization curve is

recorded while the temperature gradually decreases to 5 K in the same magnetic field.
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Figure 3.7: The magnetization measurements were recorded in a temperature range between

5 K and 225 K, with the area between two dashed lines representing the water

melting range.

3.3 Cryogenic Transmission Electron Microscopy

In this thesis, cryogenic transmission electron microscopy (cryo-TEM) was employed to

characterize the nanoparticles, particularly in a cryogenic environment, in terms of size,

shape, and aggregation behaviour [115]. For this, a JEOL JEM-FS2200 field emission

electron microscope operated at 200 kV was utilized.

A TEM instrument can be visualized as a light microscope, in which the sample is

illuminated by an electron beam. The typical instrument combines three main components

arranged in an evacuated column: the illumination system, the stage and objective lens,

and the imaging system [116].

The illumination system consists of a field emission gun at the top of the instrument and

two condenser lenses operating either a broad or a focus beam at the sample. The field

emission consists of one cathode and two anodes. The first anode is charged with several

kV with respect to the field emission tip to pull electrons out of the tip. The second anode

accelerates the electrons to 100 kV or more. The electron source is considered an object

for the illumination system and the two condenser lenses are used to illuminate the sample

with a parallel beam of electrons.

The second component is the objective lens, which is the heart of the TEM, responsible

for forming both images and diffraction patterns of the sample. After propagating through

an objective lens all scattered electrons from the sample are focused on the image plane.

The following diagram (see Fig. 3.8) shows the basic operations for forming image and

diffraction patterns. It shows three important planes: the object plane, which always lies

above the lens; the image plane, which contains the image point; and the focal plane of the
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lens, where parallel rays are brought to a focus. The diagram also defines three important

distances: the object distance (d0), which is the distance from the object plane to the lens;

the image distance (d), which is the distance from the lens to the image plane; and the

focal length (f), which is the distance from the lens to the back focal plane. The three

distance combines in the following basic equation

1

f
=

1

d0
+

1

d
. (3.3)

The magnification equation of the a convex lens is [117]

M =
d

d0
=
d− f

f
. (3.4)

Figure 3.8: A diagram representation of the objective lens function in transmission electron

microscopy.

Magnification can be adjusted by moving the object plane closer to the lens, thereby

reducing d0 and increasing M . Additionally, changing the strength of the lens affects

magnification. If the lens is made stronger, the f is shortened, which requires the d to

be correspondingly shorter while the d0 remains unchanged, resulting in a smaller image

magnification.

The real image is formed when the object distance (and therefore the image distance)
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exceeds the focal length. In this case, a real image is produced on the other side of the

lens, beyond the back focal plane. If the lens is too weak and the image forms below the

desired image plane, the image will be out of focus, and the lens is said to be under-focused.

Conversely, if the lens is too strong and the image forms above the image plane, the lens

is referred to as over-focused [118].

The last component is the imaging system, which uses an intermediate lens and projection

lenses further down the TEM column to magnify the image or the diffraction pattern

produced by the objective lens and to focus these on the viewing screen. The adjustment

of the strength of the intermediate lens (i.e. the focal distance) allows one to choose

between imaging or diffracted modes. If the back focal plane of the objective lens acts

as the object plane for the intermediate lens, we can obtain diffraction on the viewing

screen. In imaging mode, the object plane of the intermediate lens is the image plane of

the objective lens. The projection lenses are used for post-magnification of the image.

The image formation by mass-thickness contrast or Diffraction contrast. Diffraction con-

trast arises when the electrons are Bragg-scattered. High-resolution TEM specifically

uses diffraction contrast to enable the observation of crystal structures at the atomic

level. This imaging mode allows for precise indexing of atomic planes by employing a

Fast Fourier Transform (FFT) function [116]. The mass-thickness contrast technique for

image formation arises from incoherent elastic scattering of electrons [119]. As electrons

go through the sample, they are scattered off the axis by elastic nuclear interaction,

i.e., Rutherford scattering. The cross-section for elastic scattering is a function of the

atomic number (Z). As the thickness of the specimen increases, there will be more elastic

scattering because the mean-free path remains fixed. Similarly, a sample consisting of

higher Z elements will scatter more electrons than a low-Z sample. Thus, variation in the

Z will cause a change in the contrast. Two different imaging modes use the mass-thickness

contrast method: bright field and dark field. A sample of larger Z scatters electrons more

strongly and therefore appears dark in bright field images and bright in dark field images.

Fig. 3.9 presents the steps for preparing the sample for TEM imaging. The freezing takes

place in a device called a plunge freezer (Fig. 3.9(a)). A 4 µl droplet of SPIONs in a

water solution with a concentration of 5.5 mg/ml is deposited onto a grid surface of 3 mm

diameter that consists of copper meshes with perforated carbon foil (Fig. 3.9(b)). The

excess liquid was then blotted with filter paper to ensure that the particles are trapped in

a thin layer of ca. 100 nm in the holes of the carbon grid. After the blotting, the grid was

then rapidly plunged into a bath of liquid ethane kept at the temperature −180◦C (Fig.

3.9(c)) to obtain an amorphous (non crystalline) ice film (Fig. 3.9(d))[120]. After freezing

the sample, the grid was transferred immediately into liquid nitrogen and inserted into

the cryo-holder. The cryo-holder was then immediately inserted into the TEM microscope.

The images were taken using a cryo-TEM system with a G910 multi-position specimen

cryo-holder.
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Figure 3.9: Sample preparation steps in a plunge freezer device (a), starting with the

blotting step (b), followed by the freezing step (c) and ending with a thin film

of the sample covering the holes of the grid (d).

3.4 Mössbauer spectroscopy

Mössbauer absorption spectra were obtained in a standard transmission geometry using a

radioactive source consisting of 57Co embedded in a rhodium matrix material and a drive

unit in constant acceleration mode. The rhodium matrix with a non-magnetic site provides

a solid environment for the 57Co atoms. A liquid He cryostat (Oxford SM4000-10) with

split-pair geometry of superconducting magnet coils was utilized to carry out experiments

at 5 K in an external magnetic field of 8 T parallel to the γ−ray incidence direction. The

measurement was performed at low temperatures to overcome the thermal effect that

caused a reduction in magnetic splitting while applying a large external magnetic field

to distinguish between ferromagnetic and antiferromagnetic ordering. Before the first

Mössbauer spectrum was recorded, the particles dispersed in the water had been stored in

sealed containers under N2 atmosphere. Samples were stored under ambient conditions

during the oxidation studies. The liquid sample was sealed tightly in a copper cylinder

capped with mylar foil. The experimental spectra were analyzed using a least squares

fitting routine using the ”Pi” program package [121] to determine the hyperfine parameters

.
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3.5 X-ray powder diffraction

Synchrotron X-ray diffraction was performed on a material science (MS) beamline at the

SESAME synchrotron, Jordan, at a wavelength of 0.059 nm [122]. The MS beamline

is a wiggler-based beamline that uses two X-ray Rhodium-coated mirrors and a double

crystal Si (111) Kohzu monochromator, while the second crystal horizontal curvature

is bendable. An ionization chamber in the experimental station is used to continuously

track the incident flux on the sample. An iron oxide nanoparticles dispersion in water

were filled into glass capillaries as well as empty cell and water background mounted

on a standard goniometer head and then fixed on a capillary spinner were used for the

XRD measurements. To calibrate the instrument, a NIST (640f) Silicon standard was

measured, using the lattice parameter of silicon to accurately determine the wavelength

during the experiments The XRD experiments were collected in transmission mode at

room temperature.

3.6 Inductively Coupled Plasma Optical Emission

Spectroscopy

Inductively Coupled Plasma Optical Emission Spectroscopy (ICP-OES) is a powerful

analytical technique used for the determination of metals in various types of samples. In

this technique, a high-temperature plasma is used to excite atoms in the sample, which

then emits characteristic electromagnetic radiation specific to the elements present. The

intensity of this emitted radiation is proportional to the concentration of the element in

the sample.

We determined the iron content in the samples using an iCAP 7600 device at the Central

Institute for Engineering, Electronics and Analytics (ZEA-3), Forschungszentrum Jülich

GmbH. For sample preparation, each sample was digested using a mixture of 2 mL of

nitric acid (HNO3) and 1 mL of hydrogen peroxide (H2O2), which was then completely

transferred into closed vessels for microwave digestion. The vessels were heated to 160◦C

over a period of 20 minutes and maintained at this temperature for 15 minutes to accelerate

the reaction. After digestion, each solution was transferred and diluted to a final volume

of 14 mL. Subsequently, two replicate dilutions of each digestion solution were prepared:

one at a 20-fold dilution and another at a 5-fold dilution.

3.7 Dynamic light scattering

The hydrodynamic size of the nanoparticles in water was obtained by dynamic light

scattering with a Nanophox photon cross-correlation spectrometer (Sympatec, Germany).

After temperature equilibration at 25◦C, DLS experiments were carried out with a set-up

based on two He-Ne laser beams (λ = 632.8 nm) perpendicular to each other. The

measurement time for the experiment was set at two minutes. The experiment was

conducted in triplicate, and the results were averaged to obtain the final data. The
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obtained intensity fluctuations of the scattered light over time from a fixed location are

directly linked to the particles’ motions or particle sizes [123].





Chapter 4

Water-Based Iron Oxide nanoparti-

cles

The aim of this chapter is to provide an outline of the structure, magnetic properties,

and oxidation stability of water-based iron oxide nanoparticles, in particular of particles

in the form of clusters. In this work, we synthesized the iron oxide nanoparticles by

co-precipitation method and then applied three different biocompatible coatings, such as

negatively charged citrate, positively charged (3-aminopropyl)triethoxysilan (APTES),

and neutral hydrophilic polymer dextran, to stabilize the particles in water and enable

further biochemical functionalization. While there are numerous studies exploring the

impact of these coatings on cluster formation and the resulting physicochemical properties

of magnetic nanoparticles [37, 38, 124, 113, 125, 40], there is a significant and known lack

of details in the understanding of how exactly the particles interact magnetically inside

the cluster [42, 41, 126].

As the main focus is on understanding the influence of particle size and structural

organization on the magnetic properties of clusters in detail, we employed magnetometry

combined with small-angle X-ray scattering (SAXS) and cryogenic transmission electron

microscopy (cryo-TEM). Moreover, we utilized small-angle neutron scattering (SANS)

to investigate the magnetic structure of the clustered particles within the citrate-coated

system. Furthermore, a systematic study of various coating materials and their impact on

the core oxidation over time was carried out using Mössbauer spectroscopy combined with

magnetometry. Detailed knowledge of the aging processes of the particles is of equally

large importance for officially approved quality standards, facilitating the development of

more stable nanoparticles that retain their magnetic properties for extended periods of

time.

The final part explores the impact of varying inter-particle distances among magnetic

particles and how it influences the resultant magnetic properties using micromagnetic

simulations. Through a combination of theoretical and experimental analysis, a detailed

knowledge of the particle arrangement and its impact on the magnetic properties can

help improve the use of clustered particle systems for medical applications by tuning the

synthesis route to obtain the desired characteristics of the nanoparticle systems.

63
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4.1 Iron Oxides

Iron oxide is known as a material with very large application potential, especially when the

particle size is below 100 nm [127]. Their interesting proprieties include large saturation

magnetization, superparamagnetism, and biocompatibility, making them a promising tool

to use for medical applications such as drug delivery [128, 129], cancer treatment by

hyperthermia [130, 131], and magnetic particle imaging [132]. Iron oxide is abundant

in nature and can be found in rocks, soils, and oceans. On the other hand, producing

different iron oxide phases with the control of the synthesis process is often inexpensive

and relatively easy. In iron oxides, the iron ion is most commonly either divalent Fe2+

or trivalent Fe3+, or in a ratio of divalent and trivalent. The most common naturally

occurring iron oxides are magnetite (Fe3O4), maghemite (γ-Fe2O3), hematite (α-Fe2O3)

and wüstite (Fe1−xO), and are briefly introduced below.

Magnetite & Maghemite Magnetite (usually a black substance) possesses cubic

inverse spinel structure (Fd3m spacegroup). Its unit cell and ferrimagnetic structure are

shown in Fig. 4.1a. The cubic unit cell with a lattice constant of 8.396 Å contains 8

formula units with 8 Fe atoms in a tetrahedral configuration with 4 oxygen next neighbors

(A-site) and 16 Fe atoms in an octahedral configuration with 6 oxygen next neighbors

(B-site), i.e. a total of 24 Fe atoms. The formula unit can be characterized by [Fe3+]A[Fe
3+

Fe2+]BO4. The coexistence of Fe2+ and Fe3+ in the B sublattice leads directly to its

complex magnetic properties. Since the A and B sublattices are antiferromagnetically

coupled, while the Fe3+ cations on each sublattice have a magnetic moment of 5µB with

the electron configuration [Ar]3d5, they cancel each other, so that the remaining Fe2+

cation results in magnetization of 4µB per unit formula with the electron configuration

[Ar]3d6. Magnetite has a saturation magnetization of 87 Am2/kg at room temperature

[133].

Maghemite (usually a brown-red substance) has a similar crystallographic structure to

magnetite but different magnetic and electronic properties. It contains 21.33 Fe atoms,

all Fe3+, per formula unit, together with cation vacancies (2.67 per unit cell) at the

octahedral B-sites [134]. The formula unit can be characterized by [Fe3+]A[Fe
3+
5/3 □1/3]BO4.

The presence of vacancies and the different electronic configurations are responsible for

the differences in magnetic properties. Maghemite has a lower saturation magnetization of

76 Am2/kg compared to magnetite at room temperature [133].

Hematite Hematite (usually a blood-reddish substance) is stable at ambient conditions,

and it is often the end product of all temperature-induced phase transformations of other

iron oxides [135]. It has a hexagonal unit cell with a = 5.034 Å and c = 13.75 Å(R-3c

space group). The unit cell contains six formula units of γ-Fe2O3 (12 Fe atoms and 18 O

atoms), where O2− ions form hexagonal close-packed layers and Fe3+ occupy 2/3 octahedral

sites. Upon cooling below the Neel temperature (TN ≈ 955 K), hematite transitions from

a paramagnetic (PM) to weak ferromagnetic (FM) spin ordering is observed due to spin

canting [136]. At Morin temperature TMorin = 260 K, hematite displays antiferromagnetic
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Figure 4.1: Crystalline and magnetic structure of (a) magnetite, (b) hematite, and (c)

wüstite. The atomic spins in magnetite and wüstite are drawn along [111]

axes.

spin ordering. Below TMorin, the antiferromagnetically arranged spins are aligned coaxially

to the hexagonal c-axis [137], as shown in Fig. 4.1b.

Wüstite Wüstite (usually a black substance) has a rocksalt crystal structure (group

space F3m3). The unit cell consists of 4 formula units of FeO, where all Fe2+ ions oc-

cupy octahedral sites of the FCC O2− lattice [27]. However, the real crystal structure

is characterized by iron vacancies, which lead to a real stoichiometry of Fe1−xO with x

between 0.83 and 0.96. The presence of vacancies in the structure causes the diffusion of

Fe2+ cations to the surface and their oxidation to Fe3+, leading to the thermodynamically

unstable phase which tends to oxidize to Fe3O4 by being exposed to air. Below the Neel

temperature (TN = 198 K), wüstite is antiferromagnetic. The magnetic moments within

the (111) plane are aligned parallel, while the neighboring moments to the (111) plane are

aligned antiparallel [138], as shown in Fig. 4.1c.

4.2 Iron Oxide synthesis

The iron oxide particles used in this study were obtained in collaboration with the Univer-

sity Hospital Erlangen, Germany, and were partially synthesized by me at the University

Hospital Erlangen. The route of co-precipitation synthesis was chosen for its simplicity and

high yield [139, 140, 141]. Initially, a mixture of FeCl2 and FeCl3 with a 1:2 molar ratio is

dissolved in distilled water and stirred under an argon atmosphere to prevent oxidation.

Subsequently, an ammonia solution (25%) is added for the precipitation reaction of the iron

oxide. The reaction is controlled by the temperature. Our stabilization strategy uses the

following substances to provide electrostatic or steric repulsion forces: negatively charged

citrate, positively charged (3-aminopropyl)triethoxysilan (APTES), and neutral hydrophilic

polymer dextran. After preparation, the particles dispersed in water are sealed in con-

tainers under N2 gas for the aging study. Details of these substances are summarized below.
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Citrate-coated particles (sample name C71) After the formation of the precipitate

of iron oxide particles, a sodium citrate solution is added, and the resulting solution is

stirred at 90◦C for 30 minutes. The source of the materials used in this preparation is

found in Ref. [142]. The excess sodium citrate is removed by washing the resulting particles

with acetone, followed by a drying process at room temperature to obtain the nanoparticle

powder. The particles are then dissolved in water and filtered through a syringe filter

with 0.2 µm-pore diameter. The molecules (Fig. 4.2(a)) have a functional carboxyl group

with a high affinity for the iron oxide surface providing negative charge stabilization by

electrostatic repulsion.

(3-Aminopropyl)triethoxysilan (APTES)-coated particles (sample name B47)

APTES solution is added after stirring a suspension of iron oxide particles precipitate

at 70◦C for 15 minutes. The source of the materials used can be found in Ref. [113].

The suspension is stirred for an additional 3 h before cooling to room temperature. The

particles then undergo three washing cycles with water and are then filtered using a syringe

filter with 0.8 µm-pore diameter. The nanoparticles are then dissolved in water. The pH

value is adjusted to 7.4, and the suspension is stored at 4◦C. Fig.4.2(b) shows the molecular

structure of APTES, with the amino groups serving as anchors for functionalization [113].

Dextran-coated particles (sample name D40) Dextran solution is added to the

reaction mixture before the precipitation of iron oxide nanoparticles. The mixture is then

cooled (0− 4◦C), and the ammonia solution is added, forming a greenish suspension of

iron hydroxide. The greenish suspension is heated to 75◦C for 40 minutes, transforming to

iron oxide and resulting in a change to dark brown. To remove excess ammonia and ion

residues, the suspension is transferred to a dialysis bag and dialyzed against 4 L water for

24 h, changing the water five times. Subsequently, the excess dextran from the supernatant

is removed by ultrafiltration in a 5430R Eppendorf centrifuge. To achieve better steric

stability, the dextran coating of the particles is crosslinked by epichlorohydrin with added

5 M NaOH. The suspension of particles is filtered through a 0.22 µm syringe filter and

stored at 4◦C until further use. Fig.4.2(c) represents the molecular structure of dextran.

In the interaction of dextran with the SPION surface, the iron oxides have oxygen atoms

or hydroxyl groups at the surface, while there no Fe atoms are in contact with the surface

[143]. The interaction between the core particles and the dextran chains is based on

hydrogen bonds between their surface oxides or hydroxyl groups and the hydroxyl groups

of the dextran. The source of materials used for this route is found in Ref. [124].

The chemical and physical properties such as hydrodynamic diameter, polydispersity index

(PDI), and Zeta potential (mV) of the C71, B47 and D40 samples are found in the Table

4.3.

Commercial iron oxide nanoparticles dispersed in water from Ocean NanoTech (SPA10-

10, San Diego, USA) were used to compare the structure and magnetic properties of

single-core nanoparticles with the multi-core clusters in biocompatible formulations. In

the following, the single-core sample will be denoted as SC.
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Figure 4.2: Molecular structure of the three types of coatings (a) Citrate, (b) APTES, and

(c) Dextran. The gray box represents the functional groups connected to the

surface of the iron oxide, while the pink box represents the functional group

on the particle surface for functionalization.

Table 4.1: The hydrodynamic diameter, polydispersity index (PDI), and Zeta potential

(mV) for the C71, B47, and D40 samples. Physicochemical characterization

techniques were performed at the laboratory of the University Hospital Erlangen.

Coating Material Code
Hydrodynamic Size

(nm)
PDI
(a.u.)

Zeta Potential
(mV)

Citrate C71 67 0.258 −49

APTES B47 201 0.251 43

Dextran D40 37 0.216 −4

Modified synthesis of citrate-coated samples Two citrate-coated samples were

produced from iron sulfates, on a small scale (sample name C64) and on a large scale

approach (sample name CU5). The chemical and physical properties such as hydrodynamic

diameter, polydispersity index (PDI), and Zeta potential (mV) of citrate-coated particles

from modified synthesis are presented in the Table 4.2.

4.3 Characterization techniques

In order to study the structural and magnetic properties, as well as the oxidation stability

of the synthesized iron oxide particles, a combination of analytical techniques was employed
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Table 4.2: The hydrodynamic diameter, polydispersity index (PDI), and Zeta potential

(mV) of the citrate-coated particles C64 and CU5.

Property Code
Hydrodynamic Size

(nm)
PDI
(a.u.)

Zeta Potential
(mV)

Small scale
with FeSO4 C64 44 0.219 −48
Large scale
with FeSO4 CU5 57 0.217 −54

(see Table 4.3). Bottles 1 and 2 from the same batch were obtained, with Bottle 2 stored

under nitrogen (N2) for six months after preparation to investigate the impact of storage

conditions on magnetite stability. A bottle labeled A was obtained from a different batch.

SANS experiments on the C71 sample were conducted on the QUOKKA instrument

at ANSTO, NSW, Australia. Synchrotron X-ray powder diffraction experiments were

carried out on samples C71, D40, and B47 at the material science (MS) beamline at the

SESAME synchrotron, in Jordan. ASAXS experiments on sample SC were performed

at the P62 beamline at PETRA III, DESY, in Hamburg. Cryo-TEM images were con-

ducted on all samples at JCNS-4 (Forschungszentrum Jülich GmbH) with help from

Dr. Marie-Sousai Appavou. Mössbauer spectroscopy was performed with the help of Dr.

Joachim Landers from the University of Duisburg-Essen on samples C71, D40, B47, and

SC. SAXS measurements were also conducted on all samples at the KWS-X beamline at

JCNS-MLZ, Garching, Germany. Finally, SQUID magnetometry data was recorded at

JCNS-2 (Forschungszentrum Jülich GmbH).

Table 4.3: List of the samples used in this thesis, indicating their storage conditions (air

or nitrogen, N2) and the analytical techniques applied.

sample batch Env. SAXS
Cryo-

TEM
SQUID XRD Mössb. SANS ASAXS

C71

A1 X

B1 Air X X X X X

B2 N2 X

B47
B1 Air X X X X X

B2 N2 X

D40
B1 Air X X X X X

B2 N2 X

CU5 A1 Air X X X

C64 A1 Air X X X

SC A1 Air X X X X X
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4.4 Structural characterization

The mean size and size distribution of single-core nanoparticles, crystalline size, and

large aggregate structures were characterized by TEM, XRD, and SAXS, respectively.

Fig.4.3 shows transmission electron microscopy images of samples C71, B47, and D40.

Samples C71 (Fig. 4.3a) and B47 (Fig. 4.3b) show large aggregates of polydisperse

small core nanoparticles forming raspberry-like structures, which in turn form network

structures with the C71 system exhibiting less extended objects. On the other hand,

the D40 sample (Fig. 4.3c) shows a different morphology with the presence of smaller

particles (1 − 2 nm), where the dextran coating acts as a polymer matrix embedding

the NPs and forming elongated aggregates. The diameter of at least 100 nanoparti-

cles was analyzed for each sample by the ImageJ software [144]. Fig. 4.3d shows that

the obtained histograms were fitted with a log-normal distribution of the general form [145]:

f(x) =
1√
2πσx

· exp

(
−(ln (x)− µ)2

2σ2

)
. (4.1)

The fitting provides µ and σ parameters of the log-normal size distribution, which can be

used to calculate the diameter of the the primary particles according to

Dcore = exp (µ+
σ2

2
). (4.2)

The crystalline structure among the cores was investigated using the X-ray diffraction

(Fig. 4.4). The XRD data showed the typical peaks associated with the γ-Fe2O3. However,

these patterns could potentially be indexed to the Fe3O4 phase. The distinction between

the two spinal crystal structures, such as magnetite and maghemite, using the XRD method

can be challenging due to the small particle sizes leading to broad reflections. While this

phase may be present in the sample, its proportion is likely tiny due to large oxidation

during synthesis and preparation for measurement, indicated by Mössbauer spectroscopy

(see more details in Sec. 4.6). The crystalline sizes of the building blocks (single core

nanoparticles) in the studied samples were determined using the Scherrer formula [146]:

L =
Kλ

β · cos(θ)
, (4.3)

where L is the mean crystallite size, K is a shape factor typically taken as 0.9, λ is the

X-ray wavelength, β is the full width at half maximum (FWHM) of the diffraction peak,

and θ is the Bragg angle. The values of β and θ must be in radians.

The broadening of the diffraction peaks reflects the finite size of the iron oxide nanopar-

ticles [147]. Moreover, the instrument resolution and sample inhomogeneity lead to the

broadening of the Bragg peaks [148, 149]. In our case, the analysis of the three samples is

based on the FWHM of the (400) Bragg peak. This particular peak was chosen because it

was not influenced by the antiphase boundaries [150]. Note that the crystal size results

summarized in Table 4.4 are larger than the TEM core sizes. The size distribution of
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(a) (b)

(c)
(d)

Figure 4.3: Cryo-TEM images for the (a) C71, (b) B47, (c) and D40 samples. Sub-figure

(d) represents a histogram of nanoparticle size distribution with the log-normal

fit for the three samples.

the nanoparticles is expected to influence the FWHM, as the larger particles of a large

single crystal are dominated by scattering, resulting in the size of the crystals becoming

larger [151, 152]. It is also worth mentioning that TEM allows the measurement of each

individual particle, which is less statistical and more challenging for aggregated particles

and a higher degree of polydispersity. Table 4.4 compares the particle size data obtained

from TEM (Dcore), XRD (DXRD).
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Figure 4.4: XRD pattern for samples C71 (red), B47 (blue), and D40 (green). The vertical

lines at the bottom represent the most intense peaks of the cif file γ-Fe2O3

ICSD-79196.

Table 4.4: Diameter of single particles Dcore and σ of the log-normal size distribution of

single cores determined by TEM, along with crystalline size (DXRD) for the

C71, B47, and D40 samples.

Coating Material Code
TEM XRD

Dcore (nm) σ DXRD (nm)

Citrate molecule C71 9.5(1) 0.30(6) 10.1(5)

APTES B47 10.7(4) 0.30(5) 11.3(7)

Dextran D40 2.0(8) 0.20(1) 3.7(8)

To obtain size and structural information about the aggregation state of particles in the

samples, SAXS intensity curves with dilution series were recorded for each sample C71

(Fig. 4.5a), D40 (Fig. 4.5b) and B47 (Fig. 4.5c). The SAXS scattering intensity of the

clustered system can be described via

Icluster(Q) = ϕV∆ρ2P̃cluster(Q)S(Q), (4.4)
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where V is the cluster volume, ϕ = nV is the volume fraction of cluster particles in the

sample, with n = N/Vtotal being the concentration of the cluster particle in the sample,

and ∆ρ is the difference in the scattering length density between the cluster particle and

the solvent (contrast). The term P̃cluster(Q) is the normalized form factor, which describes

the shape of the cluster particles, and S(Q) is the structure factor that characterizes the

correlations between the cluster nanoparticles.

The SAXS curve for C71 and B47 at an initial concentration of 5.5 mgFe/ml and for D40

at a concentration of 8 mgFe/ml showed increased intensities in the low Q (Q < 0.03 Å−1)

indicating the presence of large objects. The dilution series is used to remove inter-cluster

interactions and thus allow the appearance of the Guinier plateau, (pure form factor

contribution). The structure factor, S(Q), is determined using the expression S(Q) = I(Q)
P (Q)

,

P (Q) was taken as the scattering curve for the lowest concentration. The resulting

structure factor S(Q) ≈ 1 of the C71 and B47 sample at their initial concentrations

indicate negligible inter-particle interaction. Simultaneously, the D40 sample indicates

a non-negligible inter-particle interaction in the as-prepared sample (see inset in Fig.

4.5b). Simultaneously, the scattering curve of sample B47 in low Q follows a power-law

intensity of I ≃ Q−2.2. The power-law behaviour is consistent with the presence of larger

scattering objects arising from clusters aggregation to a fractal-like structure which has

been introduced in section 2.2.4 [153]. For all samples, the absence of any form factor

oscillation in the high Q scattering profile (Q > 0.01 Å−1) indicates a polydisperse particle

ensemble with size and shape variation.

Since the Guinier region is accessible for scattering intensities in the diluted samples, one

can make a conclusion about the dimension of the scattering particles in samples C71 and

D40. For that the pair distance distribution function, P (r), was obtained using the GNOM

software through the indirect Fourier transform (IFT) of the scattering intensity [154].

Fig.4.5d displays the P (r) profile for both the C71 and D40 samples (due to the stronger

aggregation in the B47 sample, the corresponding IFT calculation was not possible). The

P (r) represents the overall particle shape and dimension, where P (r = Dmax) = 0. The

P (r) from C71 exhibits a shape more reminiscent of spherical particles; in contrast, the

P (r) of the D40 sample is closer to elongated objects.

Single-core SPIONs The TEM image of the SC sample (see Fig. 4.6a) shows no

formation of agglomeration, and the particles exhibit highly monodisperse nanoparticles

with a spherical shape. The particle size and size distribution were obtained by fitting the

TEM histogram to a log-normal distribution function as shown in Fig. 4.6b. The fitting to

the log-normal size distribution provides the particle size of the SC sample is 12.1(6) nm

and the polydispersity below 20 %.

Fig. 4.7 represents the scattering intensity of the SC sample with a concentration of

5.5 mgFe/ml and two dilution series. The scattering curves are shifted to higher Q values

compared to the curves of nanoclusters (see Fig 4.5). This indicates that the single-core

structures are smaller in size. The oscillation patterns observed at higher Q are related to

the small size distribution of the particles. The scattering curve of the original concentra-

tion (5.5 mgFe/ml) indicates a non-negligible inter-particle interaction, as evidenced by a
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(a) (b)

(c) (d)

Figure 4.5: SAXS curves in dilution series for samples (a) C71, (b) D40, and (c) B47.

The inset represents the structure factor, S(Q). (d) represents pair-distance

distribution functions, P (r), for C71 and D40, indicating the sizes of clusters

formed by the single-core nanoparticles.

peak at low Q. For single nanoparticles dispersed in water, the S(Q) could be a simple

model with a hard sphere structure factor model. However, the scattering curves were

fitted in the Q-range of 0.02− 0.9 Å−1, where effects of the structure factor are negligible,

just with a form factor of a core-shell sphere with a log-normal size distribution. The

fitting yielded parameters: core radius (R = 6.6 nm), standard deviation (σ = 0.067), and

shell thickness (δR = 1.66 nm).
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(a) (b)

Figure 4.6: (a) A Cryo-TEM image, and (b) Size distribution fitted to a log-normal function

of the SC sample.

Figure 4.7: Dilution series SAXS curves for the SC sample. The inset represents the

structure factor, S(Q).

Modified synthesis of citrate-coated sample Fig. 4.8a shows the SAXS curves

for the C71, C64, and CU5 samples for the nanoparticle concentration of 5.5 mgFe/ml.

The Guinier region of C64 is shifted to higher Q compared to the other samples. This

indicates that the C64 sample has the smallest aggregate sizes. In the case of the CU5

sample, it exhibits a similar SAXS pattern as the C71 sample but with larger aggregate
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sizes due to the Guinier region being shifted to lower Q.

It is possible to calculate the indirect Fourier transform (IFT) of the scattering intensity

of the three samples due to the appearance of the Guinier plateau (Fig. 4.8b). The shape

of the P (r) function with a long tail shows that the C64 sample closely resembles the one

of an elongated object. The P (r) function of the he CU5 sample shows a similar shape

as the C64 sample but exhibits larger aggregates. This similarity in cluster shapes but

difference in size is also evident from TEM images (Fig. 4.9). Overall, the modifications in

the synthesis process have led to notable changes in the particle organization among the

three samples. The difference in the scale of synthesis using the same iron sulfate sources

results in similar cluster shapes, with the main difference being the size of the clusters.

In particular, synthesis at a larger scale (CU5 sample) results in larger clusters, while

synthesis at a smaller scale (C64 sample) results in smaller clusters. The use of an iron

chloride source, on the other hand, leads to more spherical objects.

(a) (b)

Figure 4.8: (a) SAXS curves and (b) pair-distance distribution functions P (r) for the

samples C64, CU5, and C71, which is the standard sample.

Summary

The SAXS analysis of nanoparticles with different coatings reveals distinct structural

behaviour. From SAXS, we identified the presence of clusters in each analyzed sample and

determined their size and shape. Both the C71 and D40 samples are characterized by the

appearance of the Guinier region at low Q values, indicating the presence of large clusters.

In addition, the existence of inter-cluster interactions is observed in the B47 sample. These

interactions lead to the formation of fractal-like structures. This is evidenced by the fact

that the scattering intensity at low Q follows a power-law behaviour of I(Q) ∝ Q−Df ,

where Df is the fractal dimension. Additionally, the modifications in the synthesis process
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(a) (b)

Figure 4.9: Cryo-TEM images for (a) C64 and (b) CU5 samples.

when using the same citrate coating resulted in notable differences in particle organization,

with the CU5 and C64 samples exhibiting similar cluster shapes but differing in size

due to the respective scale of iron sulfate synthesis. The structural information obtained

from SAXS analysis is crucial for optimizing the design and synthesis of nanoparticles

to achieve desired properties for future medical applications. By understanding the size,

shape, distribution, and inter-particle interactions of nanoparticles, researchers can tailor

their design and synthesis processes to produce nanoparticles with specific characteristics

that are best suited for their intended medical applications.

4.5 Magnetic characterization

4.5.1 Macroscopic magnetic properties

To investigate the magnetic properties of the clustered particles, field- and temperature-

dependent magnetization studies were done. Isothermal magnetization data was collected

in the field range of ±1.5 T for temperatures of 5 K and 300 K. Zero field cooled (ZFC)

and field cooled (FC) DC magnetization data was collected for a 5 mT magnetic field in

the temperature range 5− 225 K to avoid water melting described in section 3.2.1.

The hysteresis loops at 5 K and 300 K for all samples are shown in Fig. 4.10. The hysteresis

loops for the three samples are similar, with a negligible coercive field (µ0Hc ≈ 0 T) at

room temperatures, despite the large size of the aggregates, which, as expected, have a

large magnetic anisotropy barrier due to the large volume of the particles. Therefore a

large coercive field would be required to reverse the magnetization. When the temperature

decreases from room temperature to 5 K, the hysteresis curve opens. However, the Hc

remains small with Hc = 300 mT for B47, Hc = 29 mT for C71, and Hc = 15 mT for

D40. These values suggest superparamagnetic behaviour but without the occurrence
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of a single-domain state. We therefore infer collective inter-particle behaviour. The

first attempt is to apply the Langevin function, including a lognormal size distribution.

However, it is not possible to obtain a good fit to the experimental data using this approach.

The Langevin model does not take into account the anisotropy energy of the magnetic

nanoparticles. Therefore, this model is only valid for small, isotropic, and non-interacting

MNP ensembles exposed to DC and slowly alternating AC fields [155]. The reduction

in saturation magnetization at 300 K compared to 5 K is expected and thus due to the

dominance of thermal fluctuations over the anisotropy energy. This causes fluctuations in

the superspin direction, preventing them from aligning with an external magnetic field. At

low temperatures, the M -H-loop shows the presence of either superparamagnetic blocked

or ferromagnetic components discussed in section 2.1.6.2.

(a) (b)

Figure 4.10: Hysteresis loops for all types of samples in the range of ±1.5 T at (a) 300 K

and (b) 5 K. The inset shows a detailed region of the hysteresis loops in the

range of 0.03 T.

A detailed assessment of the magnetic properties of the clusters was conducted using

ZFC/FC curves as shown in Fig. 4.11. The blocking temperature, TB, is the temperature

at which the transition occurs from the unblocked superparamagnetic to the blocked

state. This transition is affected by several factors, such as particle size distribution and

magnetic interparticle interactions [19, 156, 157]. Here, samples C71 and B47 have similar

single-core particle sizes but differ in the organization formed by these particles. The two

samples have different TB values, with C71 having a TB of 180 K and B47 having a TB of

214 K. The determination of TB is based on the highest value found in the ZFC curve. The

broadening of the peaks in the ZFC curves can be attributed either to a variation of the

particle volume or to strong magnetic interactions [158]. The SAXS results confirm that

magnetic interaction is the main reason for the broadening featured in strongly aggregated
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single-core nanoparticles. Also, the flattened shape of the FC curve provides evidence for

the existence of magnetic inter-particle interactions. Sample D40 displays a TB of about

30 K, which corresponds to the small particle sizes confirmed in TEM measurements.

Figure 4.11: (a) Normalized ZFC/FC curves performed in the temperature range of 5−225

K and a magnetic field of 5 mT for samples C71, B47, and D40. An upper

limit for the temperature is set at 225 K to avoid traversing the melting

temperature of water.

A qualitative assessment of the particle size distribution can be found from the difference

in temperatures between the peak position of the ZFC curve and the splitting temperature

between the ZFC and FC curves. The size distribution from ZFC/FC curves inconsistent

with TEM for Sample C71. The TEM image shows that the particles have a large

polydispersity and also a large tendency to form aggregates. Such systems usually display

the following clear signatures in ZFC/FC magnetometry curves. Firstly, the peak in

the ZFC curve would be very broad. Secondly, the temperature at which a splitting

between the ZFC and FC curve occurs is found at much larger temperatures than the

ZFC peak temperature. The larger the difference between the ZFC peak position and the

ZFC/FC splitting position is, the larger the polydispersity. Or, conversely, if the ZFC peak

position and ZFC/FC splitting position match, then a highly monodisperse system can be

assumed. This empirical knowledge is regularly found both in experiments and numerical

simulations [18]. Based on this assessment, the SC sample exhibits a highly monodisperse

behaviour and thus confirms the TEM and SAXS data (Fig.4.12). In addition, the blocking

temperature TB of 180 K from the ZFC curve of the C71 sample would correspond to a

particle size of 10−15 nm, which is a much smaller size of particles than obtained in SAXS.

Therefore, further studies with small-angle neutron scattering are necessary to obtain the

coherent magnetic size of the clusters and clarify the ZFC/FC results. The determination

of the magnetic size also provides details about the magnetic structure within the clusters.
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Figure 4.12: ZFC (black) and FC (red) curves as a function of temperature in the range

of 5 - 225 K in the applied magnetic field of 5 mT for SC sample.

ZFC and FC curves measured at various magnetic fields are shown in Fig. 4.13. As

expected, both the magnetization increases and TB shifts to lower temperatures with

increasing field strength. As a small magnetic field is applied, the magnetic moments align

along the field direction, and this leads to an increase in the magnetization with increasing

temperature below TB. However, the thermal energy is enough to overcome the effective

barrier height, leading to the reduction of the alignments, and thus a peak appears in

the ZFC curve at TB. As the magnetic field further increases, it leads to shifting the TB
to lower temperatures. This shift indicates that the blocking temperature depends on

the applied field since the effective barrier height is reduced [61]. The thermal energy

is then able to destroy the alignments at lower temperatures, effectively lowering the

TB. In the D40 sample, the peak of the ZFC curve disappears at a field of 100 mT. The

Zeeman energy is therefore strong enough to overcome the anisotropy barrier. Such a

pronounced dependence of the peak temperature upon the applied field in the ZFC curve

is characteristic of an SPM or superspin glass (SSG) system [27].

Modified synthesis of citrate-coated samples The degree of the inter-particle

interaction for the three samples was studied in temperature-dependent magnetization

measurements according to ZFC-FC protocols at µ0H = 5 mT (see Fig. 4.14a). Al-

though these samples exhibit similar single-core particle sizes as seen by TEM, they differ

significantly in their structural organization. The three samples have different blocking

temperatures, TB, with C71 showing a TB of 180 K, CU5 of 118 K, and C64 of 138 K.

However, the C64 sample has a larger TB compared to the CU5, even though C64 exhibits

a smaller cluster size (56 nm) than CU5 (70 nm). This indicates that the CU5 sample

demonstrates less inter-particle interaction, as evidenced by the increasing magnetization

with reduced temperature in the FC curve. Furthermore, the C71 sample shows a larger
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(a) (b)

(c)

Figure 4.13: ZFC/FC curves measured at different magnetic fields 5 mT, 10 mT, and

100 mT for samples (a) C71 and (b) B47, and (C) D40.

blocking temperature in the ZFC curve, which suggests stronger inter-particle interactions

compared to both CU5 and C64. This is further supported by more flat magnetization

curves observed at lower temperatures in the FC curve. The differences in cluster size and

blocking temperature among the samples indicate the importance of particle organization

in determining their magnetic properties.

Magnetization curves, M(H), normalized to the Fe mass obtained from separate ICP-OES

measurements and multiplied by 0.699 for maghmeite are presented in Fig. 4.14b. All

samples exhibit superparamagnetic behaviour with negligible coercivity. They all show

large values of Ms close to the bulk γ-Fe2O3 (with approx. 83 emu/g at 300 K). This

indicates a high degree of crystallinity in the three samples.



4.5. Magnetic characterization 81

(a) (b)

Figure 4.14: (a) M(T ) curves taken in the 5− 225 K temperature range and a magnetic

field of 5 mT. (b) M(H) curves at 300 K, normalized to the amount of iron

oxide present in the sample.

4.5.2 Magnetic cluster size

In this section, contrast variation SANS measurements were performed to obtain additional

information on the structural organization of the clustered particles. Furthermore, magnetic

SANS measurements were performed to determine the magnetic size and explore the

clustered particle assemblies.

4.5.2.1 SANS at a zero field

The contrast variation SANS measurements in zero magnetic fields were performed to char-

acterize the structural organization of the clustered particles, particularly in determining

the average scattering length density (SLD) of clustered particles [159]. The C71 sample

(citrate coating) was chosen because we found a contradiction between magnetometry

and SAXS/TEM results. The SAXS results show large particles with a size of 56 nm,

while the blocking temperature is TB = 170 K corresponding to the 10− 15 nm. Table 4.5

represents the neutron scattering length density (ρ) and the magnetic scattering length

density (ρmag) for the investigated components and solvents as well as their contrast, ∆ρ,

which is defined as the difference between the scattering length densities of the solvent

and the component.

Fig. 4.15 displays the SANS of C71 dispersed in water with various D2O content:

from 0 to 100%. The scattering intensity is proportional to the scattering contrast. By

dispersion of the particles in H2O, due to the contrast the nuclear scattering is dominant

over magnetic one. The SANS curves point to an advanced aggregation in the sample,

which occurred during the period between the preparation of the contrast variation samples
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Table 4.5: ρ and ρmag in the unit of 10−6 Å
−2

for the investigated components and solvents

and their contrast ∆ρ2 in unit of 10−12 Å
−4
.

Component
Density

g cm−3 ρ ρmag ∆ρ2 ∼in H20 ∆ρ2 ∼in D20

γ-FexOy 4.86 6.91 0.94(2)∗ 55.80(1) 0.32(4)

Citrate 1.70 1.50 - 4.24(3) 23.42(5)

H2O 1.00 −0.56 - - -

D2O 1.10 6.34 - - -

*The magnetic scattering length density (ρmag) of single iron oxide core is taken from [160].

It is assumed that the value of ρmag for the cluster particles is comparable to that of the

single cores.

and the measurement (approximately 6 months). The SAXS curves of the fresh sample

and after 6 months of preparation of the C71 sample do not show significant structural

changes over time (Fig.4.16a). This is also confirmed by the similarity of the ZFC/FC

curves for fresh and aged samples (Fig. 4.16b). Changing the composition from Fe2+

to Fe3+ should not significantly change the inter-particle interaction as the saturation

magnetization of the samples only decreased by 8%. Therefore, we believe that the SANS

data, even after 6 months of sample preparation, generally reflect the magnetic properties

of the clustered particles in the C71 sample.

Figure 4.15: SANS intensity curves of C71 for various H2O/D2O mixtures.
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(a) (b)

Figure 4.16: (a) SAXS curves, and (b) normalized ZFC/FC curves of the fresh sample and

after 6 months from preparation for the C71 sample.

The nuclear scattering decreases gradually with increasing D2O content and reaches

its minimum at 100% D2O. The scattering intensity has a quadratic dependence on the

contrast and its minimum at Q → 0 called the contrast match point, gives an average

particle SLD. The scattering curves of the sample with high D2O content between 0% and

80% indicate the presence of large structures, which prevents a simple Guinier analysis.

Thus, we can not use the usual method of Guinier approximation and obtain the contrast

dependence of I(Q → 0). Therefore, we determined the contrast match point at the

minimum experimentally achieved Q value (see Fig. 4.17a). The curve shows the quadratic

dependence of the scattering intensity as a function of the solvent contrast. The mean

contrast point of the large cluster is found at 106.31 ± 2.5 % of D2O content, which

corresponds to the neutron scattering length density (ρ) of 6.74 ± 0.16 10−6 Å
−2
. This

value is close to the SLD of iron oxide (see Table 4.5). Therefore, one can conclude that

the contribution of the small citrate shell is negligible. Fig. 4.17b shows the dependence

of the match point as a function of Q. The constant behaviour indicates that the cluster

particles can be considered homogeneous and that the scattering length density is largely

independent in the experimental low-Q range.

A clearly observable feature in the curves for a large D2O content (above 95%) is present

in the mid-Q range, 0.02 < Q < 0.06 Å−1 (Fig. 4.15). Although it was not possible to

fully compensate for the nuclear signal, this feature is primarily a result of the magnetic

scattering associated with individual particles (or magnetic correlations between particles

in the ensemble) constituting the large clusters. The scattering intensity in a zero magnetic

field close to match point can be described by [161]

I(Q)H=0 = IN(Q)|∆ρ≈0 +
2

3
IM(Q). (4.5)



4.5. Magnetic characterization 84

(a) (b)

Figure 4.17: (a) The scattering intensity as a function of the D2O content at a Q value of

0.06 Å−1. It is fitted with a parabolic curve to obtain the nuclear contrast

match point. (b) The determined contrast match points as a function of Q.

It is important to note that the magnetic scattering contribution is independent of the

nuclear contrast between the particle and the solvent. The use of pure H2O as solvent leads

to a significant contrast between the iron oxide nanoparticles and the water. Therefore, the

scattering intensity in this case results mainly from the nuclear signal, while the magnetic

contribution is negligible. However, the dispersion of particles in D2O leads to a low

nuclear contrast ∆ρ (see Table 4.5). This leads to a reduction in the intensity of nuclear

scattering from the cluster particles, allowing the magnetic scattering contribution to be

highlighted. To separate the magnetic scattering from the residual nuclear scattering in

D2O, the H2O curve was scaled down (by a factor of 131) and subtracted from the 100%

D2O curve. The scaling factor is determined manually and corresponds approximately

to the ratio of the particle contrasts, ∆ρ2, in the solvents H2O and D2O (Fig. 4.18a). Its

exact determination is difficult due to uncertainties in the determination of the average

SLD of the particles, as we could not observe the zero-angle scattering intensity I(0). A

Guinier region in the difference curve appears as shown in Fig. 4.18b and can be attributed

to magnetic spherical objects with a D = 2
√
5/3Rg ≈ 16.8 ± 0.4 nm. This size is in

agreement with the TB obtained from the ZFC data, which corresponds to a contribution

of single nanoparticles (or their magnetic correlations) in the clusters. Here, the magnetic

scattering is dominated by the magnetostatic contributions [162].

In summary, we have successfully separated the magnetic scattering contribution from

the nuclear scattering contribution in a zero magnetic field. The obtained magnetic

scattering indicates the presence of strong magnetic interactions among the individual

iron oxide nanoparticles, resulting in a larger magnetic size that is slightly greater than

the size of a single nanoparticle as determined through TEM and XRD analyses.
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(a) (b)

Figure 4.18: (a) Pure magnetic scattering in the D2O sample (at zero magnetic field)

as extracted by scaling the H2O data down by a factor of 131 and then

subtracting from the 100% D2O curve. (b) The Guinier fit of the purely

magnetic contribution.

4.5.2.2 SANS with applied magnetic fields

Fig. 4.19 shows the two-dimensional neutron scattering patterns obtained for C71 dispersed

in D2O without and with the application of external magnetic field up to 1.1 T. The aim

is to determine the evolution of magnetic size with the application of external magnetic

fields. At zero field, one can see the isotropic pattern and thus relate that the nuclear and

magnetic scattering are isotropic. Upon application of a magnetic field above 0.11 T, the

2D SANS patterns exhibit a predictable anisotropy. This anisotropy originates from an

anisotropic magnetic scattering distribution [159]. Here the nuclear scattering is much

smaller compared to the magnetic scattering, as it is dependent on the contrast and the

magnetic scattering is dominated by the anisotropic field-related scattering. The scattering

intensity with field dependence can be expressed as [163]

I(Q, θ)H ̸=0 = IN(Q)|∆ρ≈0 + IM(Q) sin2 θ, (4.6)

IM(Q) =
8π3

V
b2H

∣∣∣M̃z

∣∣∣2 . (4.7)

The quantities V , bH , M̃z and θ refer to the scattering volume, a constant parameter, the

Fourier transform of the z-components of the magnetization vector field and the azimuthal

angle between the applied magnetic field H and the scattering vector Q, respectively.

Fig. 4.20a presents the purely nuclear scattering contribution, which was obtained from the

2D scattering pattern in the sector of ±10◦ for Q⃗ ∥ H⃗ (sin2 θ ≈ 0), and the field-dependent
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magnetic scattering contribution, which is accessible from the 2D scattering pattern in a

sector of ±10◦ for Q⃗ ⊥ H⃗ (sin2 θ ≈ 1). In the range of magnetic fields from 0 to 0.11 T, the

scattering intensity is comparable for both the parallel and perpendicular sectors. However,

for magnetic fields above 0.11 T, the scattering intensity decreases in the parallel sector

and increases in the perpendicular sector, which is due to the redistribution of magnetic

scattering during progressive sample magnetization. The pure magnetic scattering is

obtained by subtracting the intensity of the perpendicular scattering (which consists of

both nuclear and magnetic components) from the intensity of the parallel scattering (which

consists only of nuclear components) in fields close to the saturation (see Fig. 4.20b). The

appearance of a Guinier region indicates the presence of the form factor of the magnetic

clusters and a negligible structure factor. Therefore, we infer no correlation between

the collective magnetic moments of clusters. A Guinier fit of the magnetic scattering

at 1.1 T results in a radius of gyration Rg ≈ 13.5 ± 0.3 nm (diameter of the magnetic

sphere 34.8± 0.8 nm). The observed results can be attributed to the significant magnetic

inter-particle interaction within the clusters, which leads to a large net magnetic size that is

approximately half of the cluster size. The obtained magnetic size exhibits a multi-domain

structure even in saturation. The latter result is important in obtaining nanoparticles

with large magnetic susceptibility, where coherent rotation of the superspin of the primary

particles within the cluster is desirable, i.e. where the superspin of the primary particles

rotates in unison.

Figure 4.19: Two-dimensional unpolarized SANS patterns at smallQ, for 100% D2O sample

at selected applied magnetic fields from 0 up to 1.1 T applied vertically.
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(a) (b)

Figure 4.20: (a) Scattering intensity of sample C71 dispersion in D2O solvent in the

parallel sector(H⃗ ∥ Q⃗) and perpendicular sector (H⃗ ⊥ Q⃗), (b) pure magnetic

scattering is determined by subtracting the intensity of the perpendicular

scattering, which contains both nuclear and magnetic components, from the

intensity of the parallel scattering, which contains only nuclear components,

at large fields close to saturation. A Guinier fit to the magnetic scattering at

1.1 T yields a radius of gyration, Rg ≈ 13.5± 0.3 nm.

To investigate the behaviour of cluster ensembles in the presence of an external magnetic

field, field-dependent SANS measurements were performed on the particle dispersion in

H2O to highlight nuclear features. Fig. 4.21 shows the two-dimensional neutron scattering

patterns obtained for C71 dispersed in H2O in external magnetic fields range from 0

to 1.1 T. Upon applied 0.11 T, the 2D SANS patterns exhibit an elongation along the

direction perpendicular to the magnetic field direction, which suggests the presence of a

large orientation of the aggregates along the field or a large anisotropic magnetic scattering

contribution.

Fig. 4.22a shows the sector differences for the C71 sample dispersed in H2O in an external

magnetic field from 0 to 1.1 T. Without a magnetic field, the scattering intensity exhibits

power-law-like scattering, indicating the presence of long-range order between the primary

cluster particles. Increasing the applied field by 0.11 T leads to a decrease in intensity along

the direction parallel to the magnetic field direction, and the power-law-like scattering

transforms into Guinier-like scattering in parallel and perpendicular sectors. The sector

difference then remains constant up to 1.1 T. This may indicate that the magnetic field

has no effect on distributed cluster structure due to the field independent behaviour of the

magnetic scattering at a low Q.

Fig. 4.22b shows the sector differences for selected fields close to the saturation. A Guinier

fit to the magnetic scattering at 1.1 T yields a radius of gyration Rg ≈ 11.5±0.4 nm similar

to the one obtained for D2O sample. The appearance of a Guinier region also indicates
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a negligible structure factor. A possible explanation might be that cluster properties do

not depend on H2O/D2O substitution. The fact that the magnetic scattering intensity is

approximately 37 times higher than that obtained in the D2O sample might indicate that

during the experiment, the D2O-based sample showed more pronounced sedimentation,

and thus, there was less amount of material in the beam.

Figure 4.21: Two-dimensional unpolarized SANS patterns for H2O sample at selected

applied magnetic fields from 0 up to 1.1 T along the vertical direction.
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(a) (b)

Figure 4.22: (a) Scattering intensity of sample C71 dispersion in H2O solvent in the parallel

sector(H⃗ ∥ Q⃗) and perpendicular sector (H⃗ ⊥ Q⃗), (b) The pure magnetic

scattering at large fields close to saturation.

4.6 Oxidation stability

To study the aging behaviour of the nanoparticles as a function of time, Mössbauer

spectroscopy and magnetometry measurements were performed on particle dispersions

in water repeatedly over a time span of several weeks. The advantage of Mössbauer

spectroscopy is its ability to obtain information about the nanoparticle composition

with respect to the ratio of Fe3+ and Fe2+, while magnetometry measurements provide

macroscopic information about the net magnetic properties, which are different for different

phases of iron oxides. Additionally, ASAXS was employed to study the iron oxide phases

in the core/shell structure.

4.6.1 Mössbauer spectroscopy

Mössbauer spectra upon aging of C71, B47, and D40 recorded at 5 K in an external

magnetic field of 8 T along the propagation direction of the γ-rays are shown in Fig. 4.23.

The Mössbauer spectra span a time interval since the synthesis and up to 37 days, with

the assumption that the maximum time the particles were under ambient atmosphere

between the synthesis and the first measurement is ca. 0.1 day.

As the studied material is ferrimagnetic, the dominant magnetic sublattice at the B-site will

align with the applied magnetic field, while the A-site sublattice will align antiparallel to it.

Consequently, the Zeeman splitting (or sextet splitting), which is similar without an applied

field, will widen for the A-site and become narrower for the B-site. This change allows

us to identify the fractions of A-site and B-site contributions in the Mössbauer spectra.

This is one of the main reasons we apply the magnetic field during the analysis. The
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spectra were reproduced via three sextet subspectra, based on their hyperfine parameters

being assigned to Fe3+ in tetrahedral coordination (A-site, green), Fe3+ in octahedral

coordination (B-site, blue) and Fe2+ in octahedral coordination (B-site, violet). The

ferrimagnetic structure of the particles is apparent from the resolution of the A- and B-site

sublattice contributions after applying the magnetic field. Upon aging, the spectra of

C71 (Fig. 4.23a) and B47 (Fig. 4.23b) show a decrease in intensity of the B-site Fe2+

subspectrum, while the intensity of the corresponding Fe3+ subspectrum increases, leading

to more symmetrical B-site absorption lines over aging time. This is due to the shoulder

formed by the B-site Fe2+ subspectrum becoming less pronounced, making the oxidation

from magnetite to maghemite visible to the naked eye. Notably, the initial spectra of

sample D40 (Fig. 4.23c) appear to oxidize much faster to maghemite compared to the

other samples since the shoulder associated with B-site Fe2+ was not clearly observed.

This may be attributed to smaller nanoparticle core sizes in the D40 sample.

Based on a non-zero intensity of absorption lines 2 and 5 in sample C71 (indicated with

arrows in Fig. 4.23a), a canted structure for Fe3+ magnetic moments with respect to the

applied field can be evidenced [165]. The canting angle is defined as the angle between the

direction of magnetic moment and incident γ-rays, with the latter here being identical

to the magnetic field direction. The particles display a moderate average spin canting

angle of θ ≃ 14◦, which is determined from line intensity ratio A25 (see section 2.3). The

C71 saturation magnetization, calculated according to the equation M =Ms cos(θ), gives

93% of the saturation magnetization of 60% magnetite and 40% maghemite at 5 T after

1.1 days of aging. As discussed in section 4.1, magnetite exhibits a higher saturation

magnetization of 96 Am2/kg at 0 K, whereas maghemite has a saturation magnetization

of 87 Am2/kg [166].

The magnetite content can be determined for each spectrum by determining the Fe2+

fraction in the overall absorption spectrum (in pure magnetite it would constitute 33.3%

and is 0% in pure maghemite). The magnetite content in samples C71, B47, and D40 is

presented in Table 4.6.

Table 4.6: Magnetite fraction as a function of oxidation time determined from Mössbauer

spectroscopy analysis. The initial state is shown after 0.1 days of exposure to

the ambient atmosphere after synthesis and before the first experiment.

C71 B47 D40

Aging Time

(Day) (in air)

Magnetite

Fraction(%)

Aging Time

(Day) (in air)

Magnetite

Fraction(%)

Aging Time

(Day) (in air)

Magnetite

Fraction(%)

0.1 60 ± 6 0.1 62.7 ± 9.3 0.1 2.7 ± 3.3

1.1 41.1 ± 6.9 1.1 - 1.1 -

10.1 24.1 ± 7.2 9.1 24.3 ± 5.4 9.1 4.5 ± 7.8

37.1 15.3 ± 5.4 33.1 17.1 ± 7.5 35.1 0 ± 2

114.1 - 114.1 0.9 ± 1.2 114.1 -

252 (in N2) 16 ± 4 242 (in N2) 27.7 ± 4.5 249 (in N2) 0 ± 2
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(a)

(b) (c)

Figure 4.23: Mössbauer spectra for sample (a) C71, (b) B47, and (c) D40 after various

aging times of exposure to air, recorded at 5 K and an applied magnetic field

of 8 T. In the C71 1-day spectrum, the vertical arrows mark Mössbauer lines

2 and 5, whose relative intensity indicates the degree of spin canting [164].

The colors represent Fe3+ in tetrahedral coordination (A-site, green), Fe3+ in

octahedral coordination (B-site, blue), and Fe2+ in octahedral coordination

(B-site, violet).

The SC sample, similar to the other samples, was studied at 5 K under an external

field of 8 T (Fig. 4.24). We found that it is not easy to directly compare the spectrum

to those of the three previous samples, as this sample exhibits a higher spin frustration

(higher intensity of lines 2 and 5 of each subspectrum) and broadened lines. This may
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originate from a poorer crystallinity, resulting in slightly different local Fe surroundings.

The magnetite fraction obtained is ≃ 12% but with a larger error margin than the three

fluids in the aging study. A high-spin frustration is evident, with average spin canting

angles of approximately 37◦, which is translated to approximately 80% of saturation

magnetization of maghmeite nanoparticles.

The 10 nm particles were prepared by the thermal decomposition method, while the

previous samples were synthesized via co-precipitation methods. The observed higher spin

frustration (approximately 37◦) suggests that poorer crystallinity contributes to the lower

saturation magnetization (Ms). In contrast, the particles prepared by co-precipitation

methods exhibit a spin canting angle of approximately 14◦. It seems that thermal

decomposition is an effective technique for controlling particle size and polydispersity;

however, it may lead to poorer crystallinity (or other internal defects, like antiphase

boundaries) when compared to co-precipitation methods.

Figure 4.24: Mössbauer spectra for SC sample recorded at 5 K and an applied magnetic

field of 8 T. Subspectra include A-site Fe3+ (green), B-site Fe3+ (blue), and

B-site Fe2+ (violet).

4.6.2 SQUID magnetometry

A complementary approach was used to determine the net magnetic properties and confirm

the oxidation kinetics. This involved analyzing the time-dependent change in saturation

magnetization Msat. The determined values of Msat at room temperature are presented in

Table 4.7. To obtain this value, Msat was extrapolated from high-field magnetization data

using the law of approach to saturation as described by M(H) =Msat(1− a/H − b/H2).

The magnetite fraction is then estimated by normalizing the net magnetization to the

total Fe mass and comparing it to Msat for bulk magnetite, 121 Am2/kgFe, and maghemite,
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108 Am2/kgFe [167]. In magnetite, Fe3O4, Fe constitutes 72% by molecular weight, which

is larger than in maghemite, γ-Fe2O3, where it constitutes 70% [168]. To calculate the

saturation magnetization Ms (Am2/kg), the saturation magnetization given in Am2 is

divided by the Fe mass obtained from separate ICP-OES measurements and multiplied by

0.72 and 0.70 for magnetite and maghemite, respectively.

Fig. 4.25 shows the magnetite fractions obtained from Mössbauer spectroscopy and

magnetometry, which are in good agreement. For samples C71 and B47, the initial

measurements already indicate around 40% of the particles mass oxidized immediately

after a limited exposure time of less than ca. 2 hours, which corresponds to a maghemite

shell thickness of ca. 0.8− 1 nm around the core of nanoparticles. This would match the

expectation of fast formation of a maghemite surface layer, followed by decelerated further

oxidation, resulting in a remaining magnetite fraction of ca. 10–20% in both samples after

one month of storage under ambient conditions. After 114 days for sample B47 only a

small amount of Fe2+ is detected in Mössbauer spectroscopy (see Table 4.6), indicating

complete conversion to maghemite within the error margin. In contrast, sample D40

oxidized faster than the other samples, showing no considerable Fe2+ component already

in the initial spectrum, which is also reflected in magnetometry data. For comparison, a

second batch of samples C71 and B47 was stored for six months after preparation under

N2. This batch exhibited a higher stability against oxidation by preserving a magnetite

fraction at the level of around 20 − 30%, which is comparable to the fraction observed

after 10− 30 days of exposure to air. Thus, one can conclude that sealing samples after

synthesis and after flushing with N2 preserves the sample saturation magnetization for a

significantly longer period of time.

Table 4.7: Magnetite fraction and saturation magnetization as a function of oxidation time

obtained from magnetometry.

Aging Time

(Day) (in air)

C71 B47 D40

Magnetite

Fraction (%)

Ms

(Am2/kg)

Magnetite

Fraction (%)

Ms

(Am2/kg)

Magnetite

Fraction (%)

Ms

(Am2/kg)

0.1 64 ± 8 81.4 ± 0.8 54 ± 9 80.6 ± 1.6 0 70 ± 1

1.1 44 ± 9 79.2 ± 0.9 33 ± 2 78.3 ± 1.3 0 69.7 ± 0.6

10.1 - - 28 ± 2 77.8 ± 1.3 0 69.9 ± 0.3

33.1 17 ± 10 76.3 ± 1.1 10 ± 6 75.7 ± 0.6 0 70 ± 1

180 3.8 ± 5.3 75.0 ± 0.5 0 73.5 ± 0.6 0 70 ± 1

The saturation magnetization determined for samples C71 and B47 is comparable to

the maghemite bulk value after 180 days of aging. However, in the case of sample D40,

the maximum saturation magnetization value is 6.6± 0.9% lower than for bulk maghemite.

This decrease in saturation magnetization may have several causes, among which are minor

fitting uncertainties in the extrapolation of Ms due to the non-saturating tendency of the

M(H) curve or crystal defects such as the presence of antiphase boundaries, modified

atomic coordination, and an increased number of Fe vacancies [169, 160, 170, 171]. The

relatively large error in the saturation magnetization is due to an inaccurate determination
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of the Fe mass using ICP-OES. Treating the entire sample together with the holder might

result in significant errors when determining the Fe mass.

Figure 4.25: Magnetite fraction dependence on time as obtained from Mössbauer spec-

troscopy and magnetometry. The samples stored under N2 (empty symbols)

are included for comparison.

4.6.3 ASAXS

ASAXS in combination with XANES was used during annealing both in vacuum and air

to provide insights into the reduction and oxidation states and to study the iron oxide

phases in the core/shell structure. The magnetite nanoparticles contain both Fe2+ and

Fe3+ oxidation states. As the oxidation occurs, an increasing ratio of Fe3+ leads to the

formation of a magnetite-maghemite core-shell structure. However, during the reduction

process, the amount of Fe2+ at the surface increases as Fe3+ is reduced to Fe2+. The

reduction first occurs at the surface and then may later lead to the migration of Fe ions

into the inner part of the particles [172].

ASAXS measurements were performed on SC samples at six energies near the Fe K edge

of 7112 eV, as shown in Fig. 4.26. The difference between the absorption peak for pure

Fe2+ and Fe3+ is 1.5 eV [173]. For the Sc sample, the Mössbauer analysis indicates that

the nanoparticles contain 12% of magnetite. The data show a decrease in intensity and

a clear shift of the main peak to higher Q values as the energy is increased towards the

Fe adsorption edge. The shift to higher Q values indicates a decrease in particle size. It

is not straightforward to fit the SAXS curves due to the structure factor contribution

apparent in the scattering curve. Therefore, without considering a magnetite-maghemite

core-shell fitting model, the precise reasons for the observed reduction in particle sizes

remain nonevidence.
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Figure 4.26: ASAXS curves were measured at six different energies around Fe K edge of

7112 eV (all below the edge) at ambient temperatures for the SC sample.

Series of SAXS data were obtained for SC samples during annealing in vacuum at two

different temperatures 120◦C (Fig. 4.27), and 170◦C (Fig. 4.28). These SAXS data were

taken at the energy 6473 eV, far from the Fe K edge. Thus, the contribution of the

energy-dependent real and imaginary parts, f
′
and f

′′
can be ignored in the regular SAXS

measurements. In Fig. 4.27a, the SAXS data during heating up to 120◦ show a clear shift

of the peak corresponds to a change in the size by ca. 5 Å. It indicates changes in the

structure factor i.e. we assume that at this temperature the carboxyl shell starts to melt

and the particles start to mechanically reorient. Thus, it is impossible to see changes

in the sizes of small particles. Also, no differences in the curves after the continuation

of annealing in vacuum for 4.5 h were observed (Fig. 4.27b). The SAXS curves during

heating to 170◦C show that the peak shifts to higher Q. Also, a drop in intensity was

found during heating up and is shown in Fig. 4.28a. This suggests that some particles

were lost during the reduction process, possibly because the temperature was too large so

that the carboxyl molecules were partially destroyed. A continuous reduction in intensity

was also observed during the 4.5 h annealing process (Fig. 4.28b).

Fig. 4.29 shows the XANES spectra (Fe K edge) measured in transmission mode during

heating and annealing of the sample in vacuum at 170◦C. After heating the sample for

6 h, the absorption edge position shifts slightly to lower energies. The absorption peak for

pure Fe2+ differs from that of Fe3+ by 1.5 eV. This shifts indicates that Fe3+ is reduced

towards Fe2+, i.e. maghemite is reduced towards magnetite.
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(a) (b)

Figure 4.27: In situ SAXS curves measured (a) during heating up, and (b) during annealing

in vacuum for 4.5 h at 120◦C. The arrows indicate the starting of the annealing

process at certain temperatures and the final measurement after 4.5 h of

annealing in a vacuum.

(a) (b)

Figure 4.28: In situ SAXS curves measured (a) during heating up, and (b) during annealing

in vacuum for 4.5 h at 170◦C.

Fig. 4.30 represents the in situ SAXS curves obtained during annealing in air at different

temperatures: (a) 80◦C and (b) 120◦C. At 80◦C (Fig. 4.30a), the SAXS curves do not

show any changes, indicating a stable structure of the nanoparticles during oxidation at

this lower temperature. In contrast, at 120◦C (Fig. 4.30b), the features at 0.5 and 1.5

Å
−1

in the SAXS data are shifted to lower Q. This shift is minimal, suggesting that the
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Figure 4.29: XANES data (Fe K-edge) during heating and annealing in vacuum at 170◦C.

(a) (b)

Figure 4.30: In situ SAXS curves measured at (a) 80◦C and (b) 120◦C.

increase in particle size is very small, i.e. approximately few Å. This change cannot be

attributed to agglomeration, as the particles would be much larger in this case. It could be

due to the oxidation of magnetite, where Fe ions migrate to the surface and then combine

with oxygen to form a film of maghemite, leading to an overall increase in particle size. It

could also be due to changes related to the expansion of the lattice under high temperature

[174].

The XANES data (Fig. 4.31) show no obvious changes in the absorption edge. A small

shift of about 0.5-1 eV was found when the last XANES from the vacuum was compared
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Figure 4.31: XANES data (Fe K-edge) during annealing in air at 120◦.

with the first from the air. It appears that the oxidation kinetics were missed in this high

temperature.

4.7 Micromagnetic simulations

To gain a deeper understanding of the internal magnetic structure of the iron oxide nanopar-

ticle clusters, micromagnetic simulations first on spherical single iron oxide nanoparticles

were performed. This involves studying the hysteresis curves as well as the temperature

dependence of magnetization according to the zero-field-cooled (ZFC) and field-cooled (FC)

protocols. The next step was to investigate the effect of exchange and dipole inter-particle

interactions onto the magnetic properties of pairs of spherical nanoparticles. Then, finally

simulations of clusters of several spherical particles, which are randomly connected and

randomly arranged, and hence resembling the clusters in sample C71 were performed.

Micromagnetic simulations were carried out using the object-oriented micromagnetic

framework (OOMMF) software from NIST [102].

4.7.1 Single Iron Oxide nanospheres

Domain structure

The magnetization structure of magnetite nanoparticles was investigated. We used a

spherical model with diameters ranging from 50 nm to 100 nm. The material parameters

of Fe3O4 used in the simulation, including the saturation magnetization, Ms, the exchange

stiffness, A, and the anisotropy constant, K are found in Table 4.8 [175, 176]. The cell

sizes used in this simulation are 2.5× 2.5× 2.5 nm3, which is smaller than the exchange

length in this material, lexc =
√
A/Ms = 8 nm to ensure a correct simulation approach. For
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a quantitatively correct numerical simulation, the cell size should always be smaller than

the characteristic physical length scales, in this case, the exchange length. The damping

parameter α is set to a relatively large, but usually used, value of 0.5 because no dynamical

behaviour is of interest in this study. A random initial magnetization alignment was

applied without an external magnetic field. After reaching the ground state, the resulting

magnetization structures were observed, which can appear as either single-domain (SD) or

multi-domain (MD) configurations.

Fig. 4.32 shows a 3D representation of the domain structure in a spherical particle with a

diameter ranging from D = 55 nm to D = 100 nm. Up to D = 65 nm, the magnetization

distribution is uniform and exhibits a single domain (SD) structure. However, atD = 70 nm,

the magnetization becomes inhomogeneous, resulting in a multi-domain (MD) structure.

It displays a complex structure with a curling arrangement with in-plane (x–z plane)

and out-of-plane (y-axis) configurations. The domain structure at D = 100 nm shows a

multi-domain structure, but with a vortex micromagnetic state, a circular magnetization

arrangement [177]. The orientation of the vortex core with low anisotropy is perpendicular

to the y-axis (easy-axis) with in-plane curling, which is normally found in the case of

uniaxial anisotropy [178].

For each diameter, the exchange and demagnetization energies are shown in Fig. 4.33. In

the SD region, the demagnetization energy is dominant, while in the MD region, this is the

exchange energy that prevails the demagnetization one. It is observed that the transition

from SD to MD structure is marked by a decrease in the demagnetization energy with a

simultaneous increase in the exchange energy. As discussed in section 2.1.6.1, the gain of

demagnetization energy has to be compensated by additional exchange energy of the extra

domain wall. This transition occurs approximately at critical diameter Dc = 67− 69 nm.

The demagnetization energy in the vortex state is very small, as expected, for this nearly

completely demagnetized and hence flux-closed magnetization structure.

Table 4.8: Ms, A, and K simulation parameters for Fe3O4 materials with single-domain

(SD), multi-domain (MD), and transition to MD state at critical diameter Dc.

Material Type
Ms

(A/m)
K

(J/m3)
A

(J/m)
lexc
(nm)

SD
(nm)

MD
(nm)

Dc

(nm)

Fe3O4 5× 105 1.3× 104 12× 10−12 8 ≤ 65 ≥ 70 67-69

Hysteresis curves

A single sphere of iron oxide was simulated, consisting of 90% of maghemite and 10%

of magnetite. This iron oxide composition was chosen to match the phases present

in the C71 sample after one month of aging, as confirmed by Mössbauer spectroscopy

and magnetometry. The simulation parameters were fixed to saturation magnetization,

Ms = 4.3 × 105 J/m, exchange constant, A = 7 × 10−12 A/m and average anisotropy

constant, K = 0.8 × 104 J/m3. The selected cell size lengths for the simulation were
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Figure 4.32: 3D representation of magnetization distribution in the ground state of Fe3O4

nanoparticles with diameters range from D = 55 nm to D = 100 nm. The

color bar indicates the My component of the magnetization.

1× 1× 1 nm3 to resolve geometry better. It was found that calculated properties such as

average magnetization and relaxation time are independent of cell size when the cell size

is smaller than the thermal exchange length [179].

Fig. 4.34 represents the hysteresis loop in the field range of ±100 mT in 4 mT steps,

simulated for spherical nanoparticles with diameter 10 nm in various orientations of the

easy axis relative to the external magnetic field applied along the y-axis. Directional

averaging was performed by simulating the same nanoparticle with 15 random orientations

of the anisotropy easy axes, spanning between θ = 0 and θ = 90◦ relative to the direction

of the magnetic field. The average magnetization, ⟨M(H)⟩, was then calculated. This

approach allows the results to be comparable to experimental measurements, as only

randomly oriented particles were studied.

For θ = 0◦, starting from positive saturation, the magnetization is trapped along the easy

axes until a large reverse field is applied, −Hc = −(2K/Ms). In this case, the coercivity

equals the anisotropy field Hc, and the magnetization will then reverse by a coherent

rotation in the opposite direction. This process leads to a square-shaped hysteresis with

large coercivity and completely irreversible magnetization switching.

For the hard axis (θ = 90◦), the complete alignment of the magnetization parallel to the
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Figure 4.33: Competition between the energy of the demagnetization field and the energy

of the exchange interaction for a spherical Fe3O4 nanoparticle as a function of

particle diameter at different domain structures. The gray area represents the

transition of domain structure from SD to MD, which occurs approximately

between 67-79 nm.

Figure 4.34: Field-dependent magnetization curves in the field range of ±100 mT, at

different angles of the easy axis relative to the applied magnetic field direction

(y-axis).
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field is achieved only when the applied field is larger than the anisotropy field. In smaller

fields, the magnetization component parallel to the applied field, M∥, increases linearly

from 0 to Ms. It indicates that the magnetization only rotates with the applied field.

Under these conditions, a hysteresis loop opening is not observed, and the magnetization

behaviour is completely reversible.

For θ = 30◦ the orientation of the easy axes is toward an arbitrary direction to the

magnetic field. In this case, the magnetization reversal process consists of both reversible

and irreversible processes. The magnetization at the saturation field aligns fully with the

saturation field. As the field is reduced to zero, the magnetization exhibits both irreversible

and reversible rotations away from the field direction and aligns towards the easy axes.

Quantitatively similar behaviour is observed for larger θ, such as in the case of θ = 60◦,

with a decrease in remanence from 0.087 to 0.05.

Fig. 4.35 represents the resulting average magnetization, ⟨M(H)⟩, of randomly oriented

MNPs. Here, the shape of the hysteresis loop is determined by the magnetic anisotropy

energy i.e. it follows the classical Stoner-Wohlfarth model with uniaxial anisotropy [180].

The hysteresis has a rectangular loop with a coercivity Hc = 25 mT and remanence

Mr/Ms = 0.62 for nanoparticles with random orientation of the easy axes.

Figure 4.35: Average field-dependent magnetization curve, ⟨M(H)⟩ simulated for a spheri-

cal iron oxide nanoparticles with a diameter of 10 nm.

Magnetic superspin blocking

ZFC and FC curves of a single iron oxide nanoparticles with 12 easy axis orientation were

simulated. The simulation time used was 3×10−11 s with a time step of 1×10−15 s. For

the simulation, a random magnetization orientation was first set in the absence of an
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external magnetic field (µ0H = 0 mT). Next, a sweep over the temperature range from

0 K to 300 K was simulated in steps of 10 K while applying an external magnetic field

µ0H = 5 mT. This enables the simulation of a ZFC curve. Without changing the applied

field, the sample was subsequently cooled from 300 K to 0 K in 10 K steps to simulate a

FC curve.

Fig. 4.36 represents the average ZFC and FC magnetization curves of a single nanoparticle

at µ0H = 5 mT. Both the ZFC and FC curves show similar behaviour typical of single-core

nanoparticles. The peak temperature at ≈ 130 K in the ZFC curve indicates the point

above which the nanoparticles are in the unblocked superparamagnetic state. Above the

peak temperature, the ZFC and FC magnetization curves split. The close vicinity of the

positions of the ZFC peak and the splitting between the ZFC and FC curves suggests a

monodisperse system as expected. However, a significant decrease in the magnetization

above TB was not observed. In the next section, the effect of interparticle interaction on

magnetic blocking will be studied.

Fig. 4.37 presents the snapshot of magnetic moments direction below and above the

blocking temperature, TB, in an external magnetic field of 5 mT applied along the y-axis.

For T < TB, the magnetic moments appear blocked (or frozen) in a certain direction,

resulting in no net alignment along the field direction at T = 0 K. However, at T = 50 K,

temperature is gradually destroying the alignment of magnetic moments, and thus, the

applied magnetic field can induce some net alignment of the moments in its direction. For

T > TB, the thermal energy overcomes the effective energy barrier leading to a crossover

to an unblocked superparamagnetic state.

Figure 4.36: Temperature-dependent magnetization curves simulated for spherical iron

oxide nanoparticles with a diameter of 10 nm.
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Figure 4.37: Snapshot of the magnetic moments direction for a 10 nm iron oxide nanopar-

ticles subjected to an external magnetic field of 5 mT along the easy axis

(y-axis), at selected temperatures (a) below, and (b) above the TB.

4.7.2 Influence of inter-particle interactions onto the magnetic behaviour of

magnetic nanoparticle systems

Dipole interactions are always present between magnetic moments. The magnitude de-

pends on the total magnetic moment of the nanoparticles and is proportional to 1/d3ij,

where dij is the distance between the particles. In the case where nanoparticles are in

close contact, exchange interactions can exist. The existence of magnetic interaction

between nanoparticles leads to a modified magnetic behaviour, which differs from that of

non-interacting nanoparticles and can lead to a collective behaviour [181]. Determining

the effects of magnetic interaction is complex, because several causes can interplay. These

include polydispersity, the randomness of the easy axis direction, and the presence of

different types of magnetic interactions [182, 65]. In this study, we aim to systematically

investigate the effects of different types of magnetic interactions onto the hysteresis curves

and the magnetic blocking in a two-particle system with a fixed particle arrangement. This

study is essential for understanding the magnetic properties of closely packed or clustered

nanoparticles.

The model studied here consists of two identical spherical nanoparticles with two configu-

rations: one in which the nanoparticles are in direct contact, allowing exchange coupling,

and another in which they are separated by a 2 nm gap by removing two cells between

the particles but retaining the same configuration so that only dipole coupling and no

exchange interaction is present. Each individual nanoparticle has a diameter of 10 nm,

and the simulation parameters are the same as for the iron oxide nanoparticles used above.

The equilibrium magnetization results for the two configurations are shown in Fig. 4.38.

In Fig. 4.38a, where the nanoparticles are in direct contact, the magnetic moments align

in the same direction due to exchange coupling. This leads to a uniform magnetization

state. In contrast, in Fig. 4.38b, where a 2 nm gap exists between the nanoparticles, the

magnetic moments align antiparallel to each other, indicating the dominance of dipole
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coupling.

Figure 4.38: Equilibrium magnetization results of two nanospheres with a diameter of

10 nm (a) in direct contact, (b) separated with a gap of 2 nm.

For each system, the demagnetization energy, Edemg, exchange energy, Eexc, and uniaxial

anisotropy energy, Euni are shown in Table 4.9. As expected, the uniform magnetization

state has a lower exchange energy, Eexc, than the antiparallel alignment. However, both

configurations show a large demagnetization energy. The uniaxial anisotropy energy, Euni,

is much greater in the uniform magnetization state, while it is minimal in the antiparallel

alignment. The Euni is closely related to the particle volume V and the orientation of

the magnetic moment. The easy axis is defined in the y-direction. When two connected

particles align perpendicular to these easy axes, there is a significant increase in the

anisotropy energy. Furthermore, in the particular model with a 2 nm gap between the

particles, the direction of magnetization tends to align along both easy axes, resulting in a

decrease in the anisotropy energy.

Table 4.9: Edemg, Eexc, and Euni per particle for a model of two spherical nanoparticles,

including one configuration with direct contact and another with a 2 nm gap

between the nanoparticles.

Two Spherical Particles

Edemg

kJ/m3
Eexc

kJ/m3
Euni

kJ/m3

No gap 2987 2.4 840

2 nm gap 4737 4.8 0.03
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Hysteresis curves

Fig. 4.39 shows M(H) hysteresis loops in the magnetic field range of ±100 mT for the two

spherical nanoparticles both in direct surface contact and with a 2 nm gap. In the case of

direct surface contact, i.e. allowing exchange coupling, the hysteresis loop shows a rounded

behaviour with the coercive field µ0Hc = 25 mT and normalized remanence Mr/Ms = 0.5.

In contrast, the prevalence of the dipolar coupling reveals a narrow hysteresis loop. One

also found the dipolar field elongates the hysteresis loop horizontally along the external

field direction, consequently reducing both remanence and coercivity. This indicates that

the exchange coupling increases the remanence and coercivity, which leads to a highly

uniform magnetization state.

Figure 4.39: Field-dependent magnetization curves, ⟨M(H)⟩ in the range of ±1.5 mT,

simulated for nanoparticles in direct contact and separated with a gap of

2 nm.

Fig. 4.40 represent M(H) hysteresis loops of two magnetic spheres separated by a

gap of 2 nm, with an external magnetic field applied parallel to their anisotropy easy

axes (θ = 0◦). One finds that there is zero remanent magnetization when the external

magnetic field is removed, reflecting the antiparallel alignment of the magnetization of

the two nanoparticles. In addition to zero remanence, the magnetization curves M(H)

display a step-like approach to saturation and hysteresis on reversing the field sweep. An

antiparallel superspin structure indicates that the energy of the magnetic dipole interaction

is dominant compared with the energy of the magnetic anisotropy. A step-like feature

in the loop is then induced when the energy barrier due to the magnetic anisotropy is

overcome.
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Figure 4.40: Field-dependent magnetization curves in the field range of ± 1.5 mT simulated

for two spherical particles separated by a gap of 2 nm. The anisotropy axis

direction is set at θ = 0◦ with respect to the direction of the applied magnetic

field. Points (a) to (d) indicate different states of magnetization during the

hysteresis process: (a) saturation magnetization in the direction of the applied

field, (b) magnetization reversal upon field reduction, (c) zero field condition,

and (d) magnetic saturation in the opposite direction as the field is inverted.

Magnetic superspin blocking

Fig. 4.41 presents ZFC and FC magnetization curves for two connected nanoparticles over

a temperature range of 0 K to 300 K, subjected to a magnetic field of 5 mT. Surprisingly, a

low-temperature peak at approximately 50 K is found in addition to the expected features

at 150 K. One also finds a shift of the large peak to higher temperatures when compared

with the TB = 130 K of the non-interacting spherical single-domain particles (Fig. 4.36).

The exchange coupling leads to an enhancement of the anisotropy barrier and hence shifts

the blocking temperature to a larger value.

Fig. 4.42 shows the ZFC and FC magnetization curves for the two-sphere model with a

2 nm gap simulated at 10 mT. The ZFC curve starts with a larger value and displays a

low-temperature peak at 50 K in addition to TB at approximately 100 K. One also observes

a relatively rapid decrease in the magnetization above TB, reaching a minimum at 300 K.

Simulating the ZFC at 10 mT instead of 5 mT, as before, also has an effect on lowering

the anisotropy barrier and thus leads to a lower blocking temperature as expected.

In summary, we investigated the impact of exchange and dipolar couplings on the

hysteresis and magnetic superspin blocking of a two-nanoparticle system. The simulation
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Figure 4.41: Temperature-dependent magnetization curves performed in the temperature

range of 0 to 300 K for two spherical connected surface nanoparticles at a

magnetic field of 5 mT. The black and blue arrows mark the blocking tem-

peratures, and the second peak is observed below the blocking temperatures.

Figure 4.42: Temperature-dependent magnetization curves performed in the temperature

range of 0 to 300 K for two spherical separated nanoparticles with a 2 nm

gap at a magnetic field of 10 mT. The black and blue arrows mark the

blocking temperatures, and the second peak is observed below the blocking

temperatures.
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results showed two distinct types of hysteresis loops: a rounded-shaped for exchange

coupling and a step-like curve for dipolar coupling. The exchange coupling leads to both

increased remanence and enhanced coercivity due to the system being uniformly magnetized.

In addition, the inter-particle interactions significantly affect magnetic superspin blocking

temperature. The exchange coupling shifts the blocking temperature to larger temperatures

compared to non-interacting single nanoparticles, indicating an enhanced anisotropy barrier.

This understanding of the impact of various magnetic interactions on altering the magnetic

properties is important for optimizing and designing nanoparticle assemblies for a range of

applications.

4.7.3 Multi-core nanosphere-clusters

The last step was to simulate a cluster of spherical magnetic nanoparticles. The model

consists of eight spherical nanoparticles, each with a diameter of 10 nm, randomly connected

and randomly arranged as shown in Fig. 4.43a. This chosen arrangement closely resembles

the clusters in sample C71. Next, the particle size distribution parameter was employed

as shown in Fig. 4.43b. In this model, the diameter of the particles range from 6 nm to

12 nm, to investigate the influence of the size distribution on the magnetic properties,

including the hysteresis loop and magnetic superspin blocking.

Hysteresis curves

Fig. 4.44 shows the M(H) hysteresis loop for clusters consisting of primary nanopar-

ticles with (i) a uniform size and (ii) a size distribution. The hysteresis loop shows a

rectangular shape with the coercive field µ0Hc = 20 mT and a normalized remanence

Mr/Ms = 0.68 for clusters with uniform particle size. This behaviour suggests the exciting

exchange interactions between the surface particles, which lead to superparamagnetic

blocked behaviour. The magnetic ground state presents magnetically ordered particles

due to the existence of exchange interactions between the connected surface nanoparticles,

as shown in Fig. 4.45a. A large opposite external field is then required to reverse the

magnetic moments of the nanoparticles, which is characteristic of a large coercivity. In

clusters with different particle diameter, the hysteresis loop has a narrow shape. The

decrease in the remanence and coercivity of the system indicates an increase in dipolar

interactions, while the exchange interactions decrease. The hysteresis loop shape indicates

an inhomogeneous magnetization distribution. The magnetic ground state also exhibits

magnetically disordered particles due to an increase in dipolar interactions over exchange

interactions, as shown in Fig. 4.45b. In Fig. 4.44 one also observes that the magnetically

disordered particles lead to a reduction of the magnetic saturation Ms with a relatively low

remanence and coercivity compared with the clusters with magnetically ordered particles.

The hysteresis loop also has a larger number of steps with small magnitude, indicating a

switching behaviour of magnetically disordered particles.
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(a)

(b)

Figure 4.43: Assemblies of spherical magnetic nanoparticles (MNPs), which are randomly

organized and connected with (a) a uniform size of 10 nm and (b) a size

distribution from 6 to 12 nm.
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Magnetic superspin blocking

Fig. 4.46 shows the ZFC and FC magnetization curves for a clustered system of randomly

connected and arranged particles. In Fig. 4.46a, the blocking temperature is not observed

in the temperature range up to 300 K. This behaviour indicates that the effective magnetic

barrier energy dominates over the thermal energy kBT . A large peak is also observed at

the low temperature of 110 K. The FC curve becomes almost flat, indicating non-negligible

inter-particle interactions.

In clusters with different particle sizes, the blocking temperature shifts to a lower temper-

ature, TB = 210 K (Fig. 4.46b). The size distribution critically influences the magnetic

interactions within the system, ultimately leading to modified magnetic behaviour and

a decreased blocking temperature. One also observes a shift of the low-temperature

peak from 110 K to 70 K. The flat FC curve below 150 K is apparent, indicating the

presence of inter-particle interactions. However, the splitting of the ZFC and FC is close

to the TB, which is not expected behaviour for polydispered particles. In this study, a

directional distribution of the anisotropy easy axes is not included, and hence, it leads to

an underestimation of the complexity of the system.

In conclusion, the differences in the shift of TB indicate that the type of inter-particle

interactions play a major role in determining the energy barrier and thus the overall

magnetic behaviour.

Figure 4.44: Field-dependent magnetization curves in the field range of ± 100 mT for a

clustered system consisting of randomly connected and arranged particles

with (i) a uniform particle size and (ii) a size distribution.



4.7. Micromagnetic simulations 112

Figure 4.45: Magnetic moments of the particle distribution in a cluster with (a) a uniform

particle size, (b) a different particle size.

(a) (b)

Figure 4.46: Temperature-dependent magnetization curves simulated for a cluster of ran-

domly connected and arranged spherical nanoparticles: (a) uniform in size

and (b) with a size distribution.



Chapter 5

Conclusions and outlook

In this work, biocompatible iron oxide nanoparticles with three types of coating materials

were investigated in order to gain insight into their structural and magnetic properties.

The oxidation stability and net magnetization of the iron oxide nanoparticle samples as a

function of time were also studied. A range of experimental techniques such as cryogenic

transmission electron microscopy (cryo-TEM), magnetometry, Mössbauer spectroscopy,

and both X-ray and neutron small-angle scattering were employed to characterize the struc-

tural and magnetic proprieties of the coated nanoparticles. Additionally, micromagnetic

simulations using the OOMMF software were applied to ensembles of randomly arranged

and connected nanoparticles with the aim to model magnetization hysteresis loops, as

well as the temperature dependence of magnetization through the zero-field cooling (ZFC)

and field cooling (FC) protocols. This provided insights in the superspin structure of the

interacting particles inside the cluster arrangements. Overall, the results of the study are

as follows:

First, the results of the structural characterization of the different biocompatible nanopar-

ticles indicate that the type of coating significantly influences the organization of the

nanoparticles into distinct structures. The SAXS results show that the different coating

types lead to different cluster sizes in the solutions: 36 nm for dextran (sample named D40),

56 nm for citrate (sample named C71), and fractal cluster aggregates for APTES (sample

named B47). The underlying particle core sizes as obtained from cryo-TEM are 2 nm for

sample D40, 9.5 nm for sample C71, and 9.8 nm for sample B47. However, the crystalline

sizes determined by XRD are larger than the core sizes found with TEM, which can be

attributed to the sizes in TEM being underestimated due to the presence of aggregated

particles and a large degree of polydispersity. This makes it difficult to estimate the sizes

of single nanoparticles. Overall, the structural properties obtained are directly connected

to the magnetic behaviour of the nanoparticles. Therefore, the structural characterization

of nanoparticles is essential for optimizing the particle synthesis strategies to achieve the

desired magnetic properties for medical applications.

Second, the aging results obtained by Mössbauer spectroscopy show a clear trend of

oxidation from magnetite to maghemite over time, particularly for samples C71 and B47,

which displayed a rapid decrease in magnetite fraction after less than 0.1 days in air (the

113
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time between the end of the synthesis and the sealing of the sample under N2 atmosphere).

Notably, approximately 40% of the magnetite volume had oxidized within a few hours after

exposure to ambient air, highlighting the necessity for rapid sealing under inert atmosphere

to preserve the magnetic properties. Sample D40 exhibited an even faster oxidation rate,

likely due to its smaller particle size, leading to negligible detection of Fe2+ already in

the initial spectra. In contrast, C71 and B47 demonstrated a slower oxidation, with a

magnetite fraction of only 10− 20% remaining after one month and negligible magnetite

fraction detected after three months, as observed by both Mössbauer spectroscopy and

magnetometry. In comparison, samples stored under inert conditions maintained a larger

magnetite content, preserving a fraction of 20−30% after 6 months, which was comparable

to the fraction observed after 10 − 30 days under ambient air conditions. The detailed

understanding of the aging processes of the particles is of great importance for officially

approved quality standards. Such knowledge can guide the development of more stable

nanoparticles that retain their magnetic properties for extended periods.

Third, magnetic SANS measurements on the C71 sample dispersed in H2O and D2O

provide the magnetic size of the cluster nanoparticles both at zero magnetic field and

with an external magnetic field. The zero-field magnetic size obtained from the contrast

variation method is slightly larger than that of the individual nanoparticles measured by

TEM, consistent with the expected magnetic correlations within the clusters at zero field.

The magnetic size is also consistent with the ZFC curves at a small field of 5 mT. Upon

reaching saturating magnetic field (1.1 T), the 2D SANS patterns exhibit a predictable

anisotropy originating from an anisotropic magnetic scattering distribution. A Guinier

fit to the magnetic scattering at 1.1 T reveals a coherent magnetic size of the clusters

that is approximately half of the total cluster size, corroborating the presence of mag-

netic domains inside the clusters. The latter result is important in terms of obtaining

nanoparticle assemblies with large magnetic susceptibility, where coherent rotation of the

superspins within the cluster is desired. These results have a direct impact on factors such

as the T2 relaxation time in MRI and the specific absorption rate (SAR) for hyperthermia

applications. The results of this study provide valuable insights into the design and

synthesis of nanoparticles for these medical applications.

Fourth, OOMMF simulations were performed on both a two-particle model and ensembles

of randomly arranged and connected nanoparticles using the structural parameters such

as the morphology (shape and size), and aggregation state, obtained from the C71 sample.

This study is important to gain a deeper understanding of the magnetic interactions

among the particle cores and their collective behavior. The ”theta evolver” function within

OOMMF was used to simulate also thermal fluctuations of the magnetic moments of the

nanoparticles. This approach allowed to model the zero-field-cooled (ZFC) and field-cooled

(FC) curves.

In the two-particle model, two conditions were simulated: one with dominant dipolar

coupling and no exchange interactions, and another with the existence of exchange coupling.

The results indicate that these interactions have distinct effects on the shape of the mag-

netization hysteresis loop and the magnetic superspin blocking. In the case of dominant

dipolar interactions without exchange coupling, the hysteresis loop is characterized by a
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narrow shape, resulting in a smaller coercivity and remanence. In contrast, the inclusion

of exchange interactions leads to a rounded hysteresis loop, with a notable enhancement

in both coercivity and remanence. Moreover, the exchange interactions shift the blocking

temperature to a larger value compared to that of non-interacting single-domain nanopar-

ticles.

In the model of clustered particles with random connections and arrangements, two condi-

tions were simulated: one with a uniform particle size and another with a distribution of

different particle sizes. The results show that uniform particle sizes favor the presence of

exchange interactions between the surfaces of the nanoparticles, resulting in a rectangular

hysteresis loop characterized by large remanence and coercivity. In contrast, the introduc-

tion of a size distribution led to altered inter-particle interactions, resulting in the system

exhibiting a smaller remanence and coercivity. Furthermore, the presence of exchange

interactions leads to a shift of the blocking temperature to a larger value compared to a

system in which both dipolar and exchange interactions are present. Overall, the obtained

result helps to obtain a detailed understanding of the role of inter-particle interactions on

the magnetic behaviour.

The findings from this research on clustered nanoparticles pave the way for further ex-

ploration and understanding of the magnetic behaviour in such systems. A key outcome

of this study is the successful determination of the magnetic size of nanoparticles in the

liquid state using neutron scattering techniques. To enhance our understanding of the

dynamics of aggregated nanoparticles, it is essential to also perform measurements in the

immobilized state as this would help to investigate the development of magnetic core size

with fields independent of the ensemble behaviour. Combining these results with ZFC

and FC measurements for clustered particles in both liquid and immobilized states would

provide valuable insights into the mechanisms of magnetic relaxation.

One of the experiments conducted involved time-resolved in situ XANES and anomalous

SAXS/WAXS measurements while annealing a single core iron oxide in air at 170◦C. The

goal was to determine the composition of the iron oxide core and track its changes during

annealing. However, we faced difficulties in analyzing the data due to a structure factor

that appeared due to the fact that the studied sample was in a powder state. To address

this, it would be beneficial to repeat the experiment and find ways to stabilize the particles

in different liquids i.e. ionic liquids which have a high boiling point.

In future research, we plan to extend our previous work by investigating the influence of

geometrical configurations on magnetic properties. We will use micromagnetic simulations

to investigate three arrangements: simple cubic, face-centered cubic (FCC), close-packed,

and random packing. We will begin by modifying our models so that the anisotropy for

each nanoparticle in the cluster is randomly distributed. This will help us understand how

the randomness of these easy axes affects the magnetization behaviour and be closer to

the experimental conditions. By exploring these different configurations and easy axis

distributions, we aim to gain insights into the complex interactions among nanoparticles

and their geometrical influences on magnetic properties. This research will improve our

theoretical understanding of the effects of interactions between nanoparticles and provide

valuable applications in the field of nanomagnetism.
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performing Mössbauer experiments and for support in writing.

I would like to thank Dr. Xiao Sun for help and support during in situ Anomalous

SAXS experiments. I would also like to thank Dr. Baohu Wu for his help with the

SAXS measurements in Garching and the data reduction.



Acknowledgments 117

I would like to thank Prof. Elliot Gilbert for his help and support during the SANS

experiments, in addition to Dr. Asma Qdemat & Dr. Anastasiia Murmiliuk, for

their assistance in joining and helping with the measurements, along with their support in

writing the paper published in PCCP.

Dr. Marie-Sousai Appavou helped with the transmission electron microscopy ex-

periments at JCNS. He is deeply missed after his passing, and his spirit will always be

remembered.

Many thanks to my nanoparticle group, including Dr. Emmanuel Kentzinger, Dr.

Nileena Nandakumaran, Dr. Asma Qdemat, Dr. Tobias Köhler for the great
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Appendix

(a) (b)

Figure A1: M(T ) curves taken in the 5 - 225 K temperature range and a magnetic field of

5 mT, 10 mT, and 1000 mT for samples (a) C64, and (b) CU5.
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Figure A2: Representative spectra of the Mössbauer relaxation study of samples C71, B47

(APTES), and D40 measured between 5 K and 250 K. For the C71 and B47

samples, three subspectra are displayed up to 250 K. However, for the D40

sample, the three subspectra are unresolved, showing only the presence of one

broadened sextet (orange sextet) at 250 K .
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[91] Bill E. Chapter 6—57Fe-Mössbauer spectroscopy and basic interpretation of Möss-
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[103] Kentzinger E, Krutyeva M, Rücker U. GALAXI: Gallium anode low-angle x-ray

instrument. Journal of large-scale research facilities JLSRF. 2016;2:A61-1.

[104] Haas S, Sun X, Conceição A, Horbach J, Pfeffer S. The new small-angle X-ray

scattering beamline for materials research at PETRA III: SAXSMAT beamline P62.

Journal of Synchrotron Radiation. 2023;30(6).

[105] Evans J. X-ray absorption spectroscopy for the chemical and materials sciences.

John Wiley & Sons; 2018.

[106] Gilbert EP, Schulz JC, Noakes TJ. ‘Quokka’—the small-angle neutron scattering

instrument at OPAL. Physica B: Condensed Matter. 2006;385:1180-2.

[107] Wood K, Mata JP, Garvey CJ, Wu CM, Hamilton WA, Abbeywick P, et al.

QUOKKA, the pinhole small-angle neutron scattering instrument at the OPAL

Research Reactor, Australia: design, performance, operation and scientific highlights.

Journal of Applied Crystallography. 2018;51(2):294-314.

[108] Ersez T, Braoudakis G, Osborn J. Radiation shielding for neutron guides. Physica

B: Condensed Matter. 2006;385:1268-70.

[109] Kline SR. Reduction and analysis of SANS and USANS data using IGOR Pro.

Journal of Applied Crystallography. 2006;39(6):895-900.

[110] Josephson BD. Possible new effects in superconductive tunnelling. Physics Letters.

1962;1(7):251-3.
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