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Analysis of the Validity of P2D Models for Solid-State Batteries in
a Large Parameter Range
Stephan Sinzig,1,2,*,z Christoph P. Schmidt,1,* and Wolfgang A. Wall1,2

1TUM School of Engineering and Design, Department of Engineering Physics and Computation, Institute for Computational
Mechanics, Technical University of Munich, Germany
2TUMint.Energy Research GmbH, 85748 Garching bei München, Germany

Simulation models are nowadays indispensable to efficiently assess or optimize novel battery cell concepts during the development
process. Electro-chemo-mechano models are widely used to investigate solid-state batteries during cycling and allow the prediction
of the dependence of design parameters like material properties, geometric properties, or operating conditions on output quantities
like the state of charge. One possibility of classification of these physics-based models is their level of geometric resolution,
including three-dimensionally resolved models and geometrically homogenized models, known as Doyle-Fuller-Newman or
pseudo two-dimensional models. Within this study, the advantages and drawbacks of these two types of models are identified
within a wide range of the design parameter values. Therefore, the sensitivity of an output quantity of the models on one or a
combination of parameters is compared. In particular, the global sensitivity, i.e. the sensitivity in a wide range of parameter values,
is computed by using the Sobol indexes as a measure. Furthermore, the local sensitivity of the difference in the output quantities of
both models is evaluated to identify regions of parameter values in which they contain significant deviations. Finally, remarks on
the potential interplay between both models to obtain fast and reliable results are given.
© 2024 The Author(s). Published on behalf of The Electrochemical Society by IOP Publishing Limited. This is an open access
article distributed under the terms of the Creative Commons Attribution 4.0 License (CC BY, https://creativecommons.org/
licenses/by/4.0/), which permits unrestricted reuse of the work in any medium, provided the original work is properly cited. [DOI:
10.1149/1945-7111/ad9a05]
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Simulation models play an important role during the develop-
ment process of novel batteries. An appropriate computational
model enables, for example, the efficient identification of the optimal
microstructure within a battery cell, an optimal combination of
materials, or limits of extreme cycling scenarios and their combina-
tions. All this may be done before the cell is manufactured for the
first time and thereby drastically speed up the development time and
reduce the development cost. However, the designer of a model
should be aware of all models are wrong, but some are useful,1

meaning that a model should be defined for a specific research
question, e.g. with respect to one particular quantity of interest while
being as simple as possible. A model is never suitable to predict the
behavior for all research questions that come up during the
development of battery cells. Discussions about the generality of
the conclusions that can be drawn from simulation models in the
context of battery cells are ongoing. For example, some authors
suggest that it is difficult to draw general conclusions from complex
models,2 others state that the ability to predict the cell behavior of
simple models is more limited compared to complex models.3

Physics-based continuum models that couple phenomena from
electrochemistry and solid mechanics are often used to reliably
investigate the transport of mass and charge together with the
development of stresses and deformations during the cycling of a
solid-state battery (SSB) cell. Within the class of continuum models
for SSBs, different types of models exist. One possibility of
characterization is the level of geometric resolution. Mainly, three
types of continuum models with a different level of geometric
resolution exist with no sharp boundaries between them (c.f. Refs.
4, 5 for an elaborate overview of different models): One type is given
by three-dimensionally resolved models in which the complex
microstructure is resolved in three dimensions of space.6–11 Various
extensions have been presented to include further physical effects like
grain boundaries,12 space-charge layers,13–15 coating layers,16,17

delamination between the components,18 stripping and plating,19,20

or SEI formation.21 Another type is summarized as single-particle
models in which one active material particle is embedded into the
solid electrolyte. The third type is summarized as pseudo two-

dimensional (P2D) models. Within models of this type, the complex
microstructure is geometrically not resolved but considered by
effective transport properties that originate from a mathematical
homogenization process and reduce the conservation equations to
one dimension. This one-dimensional model is pointwise coupled
with multiple particles in which the intercalation within the active
material is modeled. According to their inventors, these models are
synonymously called Doyle-Fuller-Newman models. P2D models are,
in general, computationally cheaper compared to three-dimensionally
resolved models. However, they lose geometric information during
the homogenization process, which might become decisive. Various
extensions for P2D models are presented to include further physical
effects (c.f. Ref. 22 for an overview of P2D models), like the inclusion
of local fluctuations within the particles,23 the inclusion of a size
distribution of the particles,24 the inclusion of the development of a
solid-electrolyte interphase,25 or the inclusion of stripping and
plating.26 In contrast to the inclusion of further physical effects within
resolved models, the extensions are often phenomenological to
reproduce measured quantities and are not derived from physical
principles. Different studies are available to fit the parameters of the
P2D model to experimental results.27,28 However, studies suggest a
critical view on the usage of P2D models when it comes to the
quantitative identification of an optimal battery cell.29–32

We contribute to the ongoing discussion of the required level of
geometric complexity by comparing selected model output quantities, like
the state of charge for certain cycling scenarios computed with a three-
dimensionally resolved continuum model for SSBs, with those from a
P2D continuum model. Multiple strategies are followed to assess
similarities and differences: The output quantities are compared for a
typical battery cell with a typical cycling scenario. Afterwards, the
sensitivity of the output quantities on input parameters is computed and
compared between the models. In contrast to other studies, the
comparison is in a global sense, i.e. in a wide range of input parameters
and not at one fixed set of values of the parameters or in its neighborhood,
and it considers the interaction between parameters. Based on this, the
local sensitivity, i.e. the sensitivity of the output quantity as a function of a
parameter value, is compared to identify regions of the parameter values
in which the output quantities deviate most.

In the following, both models are briefly summarized. Afterwards,
the output quantities of both models are analyzed to point out the
weaknesses of the individual models. Finally, suggestions for thezE-mail: stephan.sinzig@tum.de
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interplay between both models are given to profit best from the
advantages of both models.

The geometrically fully resolved model and the P2D model are
both based on the same conservation equations for mass, charge, and
linear momentum to model SSBs.

Governing Equations - Conservation of Mass, Charge, and
Linear Momentum

This work focuses on comparing a geometrically resolved model
and a P2D for SSBs. Thus, we avoid repeating a full derivation of the
set of governing equations for SSBs, which is already available in the
literature. Instead, we present a brief summary of the governing
equations from our previous work6 which are identically used here.
The set of governing equations includes the conservation of mass
(Eqs. 1i, 1j), charge (Eqs. 1k, 1l), and linear momentum (Eq. 1a). The
equations are defined within the components of the battery cell in
Fig. 1, i.e. the electrodes consisting of the metal anode Ωa and the
cathode active material Ωc (Ωed=Ωa ∪Ωc), the solid electrolyte
separator (Ωses), the solid electrolyte within the composite cathode
Ωsec, and the current collectors (Ωcc= Ωcc,a ∪Ωcc,c).

The domain of the solid electrolyte is composed of the solid
electrolyte separator and the solid electrolyte within the composite
cathode (Ω = Ω ∪ Ωel ses sec). The domain of the composite cathode
is defined by Ω = Ω ∪ Ωcompc c sec. An interface between the domains
Ωi and Ωj is defined as Γi−j. The geometric definition is completed
by physically meaningful boundaries Γcc,a-o and Γcc,a-o and modeling
boundaries Γcut required to limit the size of the geometry.

The governing equations are
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with the overvoltage η= Φed − Φel − Φ0(c) at the interface Γed-el.
The used symbols are listed in Table I.

The operator ∇0 denotes the Nabla operator evaluated in the
initial configuration.

Geometrically resolved model.—Within a geometrically resolved
model, the equations in Governing equations - conservation of mass,
charge, and linear momentum are solved in three dimensions without
modification as all components of the SSB cell are geometrically
resolved. The equations are discretized in space using the finite
element method and in time using the one-step theta method. The
resulting system of equations is solved in a monolithic fashion
employing a tailored iterative linear solver. The interested reader is
referred to our previous work6 for a detailed discussion of the
numerical aspects.

Figure 1. Schematic sketch of the components Ωi of an SSB cell, boundaries Γi and interfaces between the components Γi−j.
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In this study, an artificially generated representation of the
microstructure is used: perfect spheres represent the cathode active
material. They are added into a box with outer dimensions of the
composite cathode until a desired porosity is reached. Their
diameters follow a log-normal distribution. Afterwards, they are
rearranged within the box by a simulation using the discrete element
method until they have reached a steady state with minimal
penetration between them. This state represents the microstructure
of the composite cathode. Again, the interested reader is referred to
[6,16] for a detailed description of the procedure.

Geometrically homogenized P2D model.—P2D models are
based on the work of Newman and coworkers.33,34 By a homo-
genization operator, the conservation equations in Governing equa-
tions - conservation of mass, charge, and linear momentum are
reduced to one-dimensional equations, which account for the
complex microstructure by effective material parameters.

In this study, the homogenization follows the methodologies
outlined in Refs. 31, 35. The entire domain is split into i non-
overlapping subdomains Ω= ∑iΩi representing the different compo-
nents of the SSB cell. A quantity Φ is non-zero in one of the
subdomains Ωphase and zero in the other domains. The following
homogenization operations are defined

∫ ∫ ∫ϕ̄ = Φ Ω = Φ Ω + Φ Ω [ ]
Ω Ω Ω\Ω

=

V V V

1
d

1
d

1
d , 2

0

phase phase
  

∫ϕ̄ = Φ Ω [ ]
ΩV

1
d . 3phase

phase phase

All homogenized quantities are indicated with a bar in the following.
The share of the volume of one subdomain Ωi of the entire domain is

defined as ϵ =i
V

V
i which gives a relation between the Eqs. 2, 3 by
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For the homogenization of the divergence of a flux N , the

following relation is used
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to ensure the conservation of species within a reference domain Ω.
This homogenization accounts for a potential interaction in terms of
an exchange flux N̄i with another phase across the boundary Γ within
the domain Ω. The prefactor A is the specific surface area, i.e. the
interface area to the other phase within the domain Ω. It is given by
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b
with the surface area Ab and the volume Vb of the domain

of the other phase. For spheres with diameter db as the other phase,
the prefactor is = ϵA 6

d
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b
. The homogenized flux N̄ is defined in

terms of the tortuosity τ, i.e. ¯ =
τ

N N , which is often approximated by

the Bruggeman equation
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where the exponent b is often chosen to b=− 0.5.31

The conservation of mass and charge is solved within the
composite cathode Ωcompc, the anode Ωa, and the solid electrolyte
separator Ωses. The composite cathode consists of two phases, i.e. the
cathode active material and the solid electrolyte, while the other two
domains are modeled as single phases, assuming the absence of
voids and further additives. Within the single-phase domains, the
conservation equations are formulated one-dimensionally
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Within the composite cathode, the conservation of charge is
computed for the two phases by the outlined homogenization
strategy
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Table I. List of used symbols.

Symbol Description

b0 volumetric load in initial configuration
c concentration of species in the electrode
D diffusion coefficient in the electrode
F Faraday constant
f / p relative volume change / growth factor
F deformation gradient. Subscript “el” denotes the elastic part

and ‘growth’ the growing part
G tensor with direction of growth
i electric current density
i0 exchange current density
j mass flux density
k external stiffness
n amount of substance
n N, normal vector on boundary Γ
R universal gas constant
ri interface resistance
S second Piola-Kirchhoff stress
T temperature
t time
t+ transference number in the solid electrolyte
u displacement
V volume
z charge number
αa anodic symmetry coefficient
κ ionic conductivity in the solid electrolyte
Φ electric potential
Φ0 equilibrium potential
Ψel strain energy function
σ electronic conductivity in the electrodes and current collectors
Γ boundary
Ω domain
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The conservation of mass is modeled within equally distributed
spheres inside the composite cathode. Due to the homogenization, a
sphere is assumed at every point x in which the conservation of mass
is solved
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∂c x r

t r

r D
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, 1
0. 13
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The conservation of mass within the spheres is coupled with the
homogenized equations (Eqs. 10, 11) by
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The exchanged current ¯
−Nqel c

between the solid electrolyte and the
electrodes follows the Butler-Volmer equation (c.f. Equation 1p).
The homogenized elastic constants and the homogenized growth law
for the composite cathode are obtained by assuming two extreme
cases of composite cathodes: A parallel alignment and a serial
alignment of the components (c.f. Averaging Elastic Constants and
The Growth Law for the derivation).

The set of equations is again discretized in space using the finite-
element method and in time using the one-step theta method. The
resulting system of equations is solved in a sequential manner, i.e.
the conservation of mass and charge is solved before the conserva-
tion of linear momentum.

The cycling behavior computed with a model in which the
geometric microstructure is fully resolved is compared to the cycling
behavior computed with a P2D model in which the geometry is
homogenized. Two strategies are followed for this comparison. First,
the evolution of quantities over time and at characteristic points
within the microstructure are compared for one specific setup.
Second, the models are investigated for their ability to predict the
cycling behavior within a wide range of values of the input
parameters. The second comparison is motivated by the required
ability to reliably predict the cycling behavior for parameter
combinations for which neither experimental nor other data is
available, which is crucial when, for example, designing or
optimizing a novel battery cell. The assumption for these studies
is that the resolved model captures the reality more accurately than
the P2D model, as both models are derived from the same physical
principles, but the P2D model contains further simplification
assumptions on the geometry. Note that this does not mean that
the resolved model is the more suitable model, as we always aim at
the simplest model that can answer the specific research question at
hand. Before the cycling behavior is compared, a potential target
geometry of a microstructure and the derived homogenized values
are summarized together with the definition of the materials and
cycling scenarios.

Geometry, materials, and cycling scenarios.—The geometry of
the microstructure of the SSB cell is selected to represent the
potential microstructure of a target SSB cell. The defining para-
meters are summarized in Table II.

The artificially generated microstructure required for the solution
of the resolved model is shown in Fig. 2. Note that the lateral length,
i.e. the size in the x- and y-direction, is artificially reduced compared
to a real SSB cell to limit the size of the computational domain.

An analysis of the generated microstructure reveals a utilization
of u= 0.93, i.e. the share of the particles that are electronically
conductively connected to the current collector. This utilization is
not considered within the P2D model as this information is typically
not available if the microstructure is not explicitly resolved. The
utilization could be included within the P2D model by artificially
reducing the available capacity of the cathode by a modification of
the specific interface area Ael-c if any a priori information on the
utilization is available. However, artificially modifying one

homogenization parameter might be inconsistent with the other
homogenization parameters, as this would not be in line with the
mathematically consistent homogenization procedure outlined in
Eqs. 2, 3, 4.

The homogenization parameters within the composite cathode
required for the P2D model are evaluated as the share of the solid
electrolyte ϵel = 0.424, the share of the active material ϵc = 0.376,
the tortuosity based on the Bruggeman equation within the solid
electrolyte τel = 1.54, and within the active material τel = 1.63 the
mean diameter of the active material particles of μ¯ =d 6.85 m, and

the specific area of = μ
μ−A 0.329el c
m

m

2

3 . Here, the specific area is

slightly changed to = μ
μ−A 0.344el c
m

m

2

3 such that the capacity of the

SSB cell in both models is exactly the same.
The battery cell consists of a composite cathode with NMC-622

as the active material and LPS as the solid electrolyte. The separator
is made of LPS, and the anode is made of lithium. All material
parameters of the individual components are summarized in
Table VI in the Appendix A. The homogenized material parameters
in the composite cathode are computed based on the homogenization
parameters and summarized in Table III.

The SSB cell is cycled with a constant c-rate of 0.25 C at an
ambient temperature of T= 298K within the bounds of the cell
voltage of ΔΦlow = 3.6V and ΔΦhigh = 4.2V beginning with the
discharge from the fully charged state. Mechanically, the SSB cell is

constrained by a frame with the stiffness =k 500MPa

mm
to maintain the

mechanical pressure during cycling.

Comparison of global and local quantities for a fixed parameter
set.—Global and locally resolved quantities computed with both

Table II. Geometric parameters of a target SSB cell.

Quantity Value

length of current collectors (lcc) 10μm
length of composite cathode (lcompc) 85μm
length of separator (lses) 50μm
length of anode (la) 20.4μm
lateral length (ll) 60μm
log-normal distribution of diameter of cathode
particles

μ = 1.8189 σ = 0.4589

volumetric ratio of AM and SE in composite
cathode

=
+

0.4V

V V
AM

AM SE

porosity 0.2

Figure 2. Three-dimensional representation of the computational domain of
the SSB cell. The cathode active material is approximated by spherical
particles, the anode as a planar metal anode, and the current collectors as a
planar foil. The solid electrolyte fills the voids.
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models are compared for a discharge-charge-discharge sequence.
The development of the cell voltage over time for the P2D as well as
for the resolved model is compared in Fig. 3a.

In the resolved case, the voltage limits are reached earlier. This
leads to an overprediction of the amount of transported charge by the
P2D model. The transported amount of charge is quantified in terms
of the change in the state of charge (SOC). The SOC is defined
as the normalized, integrated concentration in the cathode

( ) =
∫
∫

( ) − Ω

− Ω
Ω

Ω
tSOC

c t c

c c

d

d
c

min

c
max min

. Its development over time is shown in

Fig. 3b. One characteristic quantity is the amount of unreachable
capacity, i.e. the SOC at the end of discharge. This value is indicated
in Fig. 3b and has a relative deviation between both models of

ϵ = ≈−
−

13%
SOC SOC

1 SOC
end,res end,P2D

end,res
. The deviation between both

models might have two origins: (1) The reduced utilization in the
resolved case and, therefore, a reduced available capacity and (2)
the loss of geometric information of the complex microstructure in
the P2D model that leads to a different total impedance. The
influence of the as perfect assumed utilization in the P2D model is
quantified by artificially reducing the available capacity within the

P2D model by adjusting the prefactor A to = μ
μ

A 0.320 m

m

2

3 . The result

is shown in Fig. 3b by the additional dashed line. However, there is
still a deviation between the SOC at the end of discharge computed
with both models. Thus, the remaining deviation is attributed to a
different intercalation behavior in the cathode due to the geome-
trically complex microstructure. The difference in the intercalation
behavior is further studied by evaluating the laterally averaged
concentration computed with the two models. The laterally averaged

concentration is defined as

∫ ∫

∫ ∫
¯ ( ) =

( )
[ ]c z

c x y z x y

x y

, , d d

d d
. 15

x y
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Note that the averaged concentration is smoothed by

∫ ζ ζ( ) = ¯ ( )
ϵ ϵ

ϵ

−

+
c z c d

z

z
avg

1

2 avg with the interval 2ϵ= 10 μm. The

smoothed averaged concentration within the x-y-plane is shown in
Fig. 4a over the axial coordinate for both models at the moment
when the resolved model has reached the lower bound of the cell
voltage.

For the resolved model, one evaluation of the smoothed averaged
concentration considers all particles and another evaluation con-
siders only the connected particles. A significant deviation between
both models is visible. A sandwich lithiation, i.e. the favored
lithiation close to the current collector and close to the anode, is
observable within the connected particles of the resolved model as
already reported in Ref. 36 with similar material parameters. In the
P2D model, the sandwich lithiation is significantly less prominent
but still observable. The spatially resolved concentration at the end
of discharge computed with the resolved model is shown in Fig. 4b.
There, the influence of the complex microstructure becomes visible:
an increased concentration within small particles compared to larger
particles, and the concentration in the non-connected particles
remains at its initial value. This spatially more inhomogeneous
concentration distribution originates from the complex conduction
and diffusion paths within the resolved model. Especially, the
diffusion within the differently sized particles is not sufficiently
represented by the P2D model. The spatially different lithiation state
leads to locally different equilibrium potentials and, thus, to a
different development of the cell voltage between the models over
time as observed in Fig. 3a. Finally, the averaged axial stress
computed with both models is compared in Fig. 5.

Again, the results of both models show a good agreement until the
lower cutoff voltage is reached by the resolved model. The develop-
ment of the axial stress in this setup is dominated by the volume
change within the lithium metal anode, for which no homogenization
is required and, thus, only minor differences are expected. This
volume change depends linearly on the amount of transported charge.
Due to the applied constant current, the transported amount in both
models is identical until the lower cutoff voltage is reached, as
discussed before.Note that the results from the resolved model also
depend on the artificial reduction of the lateral size of the SSB cell as

Figure 3. Comparison of global electrochemical quantities of the resolved model (red) and the P2D model (blue) over time.

Table III. Homogenized material parameters used within the composite
cathode of the P2D model.

Quantity Symbol Value

electronic conductivity in active
material

σ χ¯ ( ) σ χ σ χ( ) = ( )ϵ
τ

0.23c

c

ionic conductivity in solid electrolyte κ̄ κ = ·ϵ
τ

−3.3 10 3 S

m
el

el

growth factor ḡ · −1.25 10 7 m

mol

3

Young's modulus Ē 95.9GPa
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shown in Fig. 2. For the assessment of this dependency, the cell
voltage of multiple microstructures with different arrangements of the
active material particles but with almost identical values of the
porosity is evaluated and compared in Fig. 6.

Only small deviations between the different results become
visible, especially in comparison to the deviations between the
resolved model and the P2D model. Therefore, it can be concluded
that the chosen lateral size is sufficiently large.

Comparison of the influence of crucial parameters.—The
development of a novel or optimized design of an SSB cell requires
the analysis of output quantities in a wide range of various input
parameters and their combinations and not just one evaluation of the
model at one working point, as done before. As one example, the
influence of the variation of crucial input parameters in a wide range
on the remaining capacity after the discharge is analyzed. The
influence is quantified for individual input parameters and for a
combination of several input parameters. As all relevant phenomena
and interactions are already identifiable during the first discharge and
the SOC at the end of discharge is almost identical after the first and
the second discharge, we limit the analysis to only one discharge
phase to reduce computational costs. Again, the remaining capacity
is evaluated in terms of the SOC at the end of discharge. The
electronic conductivity in the cathode, the diffusion coefficient in the

cathode, the ionic conductivity in the solid electrolyte, and the
applied discharge current are identified without an elaborate analysis
as crucial parameters w.r.t. the SOC at the end of discharge. Their
ranges, together with the statistical distributions, are listed in
Table IV.

All parameters are independent of each other. We begin with a
comparison of the sensitivity of the input parameters based on the
results of both models, followed by a physical interpretation of the
deviations in the sensitivity.

Comparison of the influence of all parameters.—Both models are
evaluated with the same 150 random samples. For one sample, a
value is drawn for each of the parameters from the distributions
listed in Table IV. The SOC at the end of discharge is evaluated for
each sample. Again, the cell is discharged from the fully charged
state until the lower cell voltage of ΔΦlow= 3.6 V is reached. As a
first visual indicator for a comparison between the two models, the
result of SOCend for one sample of input parameters evaluated with
both models is compared in Fig. 7. There, one mark indicates one
sample of the input parameters, i.e. one combination of the four
parameters.

Figure 4. Comparison of the concentration in the cathode at the end of discharge. Note that the end of discharge in this Fig. is determined by the resolved model
which is considered as the more accurate model throughout the entire study.

Figure 5. Comparison of axial stress computed with the resolved model
(red) and the P2D model (blue).

Figure 6. Analysis of the influence of different representations of the
microstructure of the resolved model with different arrangements of the
active material particles but with almost identical values of the porosity. The
red line represents an evaluation of the resolved model, and the blue line of
the P2D model. The three yellow lines denote the results of the resolved
model with three different representations of the microstructure.
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The position of the marks within the diagram is determined by
the SOC at the end of discharge: The results from the resolved model
are aligned on the horizontal axis, and the results from the P2D
model on the vertical axis. Thus, marks on the diagonal indicate the
same results computed with both models, marks below the diagonal
indicate that the P2D model underestimates the remaining capacity,
and marks above the diagonal indicate that the P2D model over-
estimates the remaining capacity.

At a first sight, it can be observed that the selected parameters
have a significant influence as the SOC at the end of discharge varies
between 1 and almost 0. Furthermore, it can be concluded that both
models express a similar trend as the marks become scarce far away
from the diagonal line with no marks at the top-left and low-right
corners. The majority of the marks are below the main diagonal.
This means that the P2D model overpredicts the amount of
transported charge. Especially for small values of the SOC at the
end of discharge, the deviation between both models is up to factor
five.

Comparison of global sensitivites.—A further analysis of the
origin of the deviations in Fig. 7 is performed by comparing the
sensitivity of the SOC at the end of discharge on the input
parameters in terms of Sobol indexes (refer to Appendix C for a
summary on the computation of the Sobol indexes). It is important to
note that the sensitivity analysis is in a global sense, i.e. not for one
parameter set. Additionally, it is not restricted to individual para-
meters but also considers interactions between them by higher order
Sobol indexes. For the input parameters Ψ with a uniform distribu-
tion in log-space, their logarithmic value with base 10 is used to

compute the Sobol index, i.e. ( )Ψ
Ψ

lg
1
, where Ψ1 equals1 S

m
in the case

of the electronic and ionic conductivity and 1 m

s

2
in the case of the

diffusion coefficient. A large number of model evaluations is
required to obtain Sobol indexes with a sufficient confidence interval
due to the underlying Monte Carlo integration. Hence, a nonlinear
meta-model based on a Gaussian process is trained with the 150
training samples from the previous example to circumvent the need
for a large number of expensive model evaluations and thereby
reduce the computational costs for the sensitivity analysis. Then, the
Monte Carlo integration is performed using this significantly faster
meta-model by drawing 214 = 16 384 Monte Carlo samples from the
input parameters and calculating the SOC at the end of discharge by
evaluations of the meta-model. In Ref. 37, this approach has been
demonstrated to be very useful for a sensitivity analysis in complex
systems. Based on this, the Sobol indexes are computed. The Sobol
indexes of first and total order are shown in Fig. 8a for both models.

The Sobol indexes of total order quantify if a parameter has an
influence at all. The Sobol indexes of first order quantify if one
parameter has an influence independent of the value of the other
parameters. Similarities become visible: the ionic conductivity has
the greatest influence within both models. Furthermore, the first-
order index has almost the same value as the total-order index for all
parameters, meaning that the combined influence of parameters is
small.

However, differences occur as well: the difference between the
first and total order indexes computed with the P2D model is
smaller for all parameters. This means that the P2D model
underestimates the interactions between different physical phe-
nomena. Furthermore, the P2D model predicts almost no influence
of the diffusion coefficient, while the resolved model assigns a non-
negligible influence. The P2D model underestimates the influence
of the electronic conductivity within the composite cathode.
Consequently, the Sobol index of first-order assigned to the ionic
conductivity is smaller within the resolved model as all indexes
have to sum up to one. The second-order indexes are shown in
Fig. 8b. From the second-order index, i.e. the combined influence
of two parameters, it becomes obvious that the P2D model
underestimates the interaction between physical phenomena, as
the second-order Sobol-indexes computed with the P2D model are
smaller for all parameter combinations.

The Sobol indexes of first and second order sum almost up to the
total order indexes, such that the computationally expensive evalua-
tion of the Sobol indexes of third order, i.e. the combined influence
of three parameters, and fourth order, i.e. the combined influence of
all parameters, is not required anymore.

Comparison of the effects of single parameter variations.—
Further insights into and a physical interpretation of the differences
between the models can be gained by keeping all except for one
parameter fixed. Here, the most interesting parameters are the
diffusion coefficient, as the P2D model predicts almost no influence
of it while the resolved model assigns an influence, and the ionic
conductivity, which is the most influential parameter.

For this investigation, the diffusion coefficient is varied within
the bounds given in Table IV while the electronic conductivity

σ = 0.32 S

m
, the ionic conductivity κ = 0.032 S

m
, and the current

=ρN 6.27 A

m2 are fixed to their mean values. In Fig. 9a, the SOC at

the end of discharge computed with both models is shown for these
parameters.

The results from both models follow a similar trend. The SOC at
the end of discharge approaches a progressive increase for small
values of the diffusion coefficient and a regressive decrease for large
values. However, two deviations become visible: First, the result of
the P2D model approaches a constant value for large values of the
diffusion coefficient while the result of the resolved model continues
to decrease. The reason that the P2D model approaches a constant
value is attributed to the non-connected particles as a central
modeling assumption of the P2D model (c.f. Eqs. 13, 14). Thus,
diffusion between particles is not possible, such that a further

Figure 7. Comparison of the SOC at the end of discharge computed with the
resolved model and the P2D model for 150 sets of parameters. A mark on the
diagonal line indicates that the SOC at the end of discharge is equal,
computed with both models for one set of parameters.

Table IV. Intervals of the crucial input parameters. Uniform in log-
space means that the logarithmic values of the samples are uniformly
distributed.

Quantity
prob. distribu-

tion min. value max. value

Electronic conduc-
tivity in cathode (σ)

uniform in
log-space

−10 2 S

m
10 S

m

Ionic conductivity in
electrolyte (κ)

uniform in
log-space

−10 3 S

m
1 S

m

Diffision coefficient in
cathode (D)

uniform in
log-space

−10 15m

s

2 −10 12 m

s

2

External current (Nρ) uniform 2.89 A

m2 9.64 A

m2
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increase of the diffusion coefficient does not lead to more transpor-
tation by diffusion through the cathode instead of conduction
through the solid electrolyte from a certain point on. In this case,
other transport phenomena like conduction are the limiting factors.
In the resolved model, the large diffusion results in inter-particle
diffusion, which could bypass the limits in the electrolyte conduc-
tion. This reduces the total cell impedance and, thus, the lower cell
voltage is reached later. The different diffusion paths are visualized
in Fig. 10 where the flux by diffusion in the cathode, i.e.

= − ∇N D cc is compared for different values of the diffusion
coefficient within the resolved model.

In Fig. 10a, the value of the diffusion coefficient is set to

= −D 10fast
12 m

s

2
, and in Fig. 10b, it is set to = −D 10slow

15 m

s

2
. In the

case of fast diffusion, an inter-particle flux is visible, while in the
case of slow diffusion, the flux is mainly radial within each particle.
The inter-particle flux in the case of large diffusion coefficients
cannot be resolved by the P2D model, and thus, deviations between
both models occur for large values of the diffusion coefficient.

Second, a different slope of the SOC for small diffusion
coefficients becomes visible. In this region of the diffusion coefficient,
diffusion is the limiting transport process. Within the resolved model,
the orientation, intersection, and different sizes of the active material
particles are considered, leading to complex diffusion paths. Within
the P2D model, the diffusion is always spatially homogeneous and
perfectly radial within every particle, and the entire surface of a
particle serves as an intercalation surface, leading to a homogeneous

Figure 9. Comparison of the SOC at the end of discharge for different values of the diffusion coefficient.

Figure 8. The Sobol indexes including a 95% confidence interval. The bars on the left-hand side of each column indicate the computation based on the resolved
model, and the bars on the right-hand side indicate the computation based on the P2D model.
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concentration on the surface and, therefore, smaller gradients in the
concentration. These aspects reduce the transport resistance origi-
nating from diffusion, and thus, the overall cell impedance is
underestimated compared to the resolved model. Therefore, the lower
cell voltage is reached later, and the SOC at the end of discharge is
smaller. A visual quantification of the deviation between both models
and an identification of regions where the P2D model over- or
underestimates the SOC is given in Fig. 9b. There, one cross
represents one value of the diffusion coefficient. Again, the SOC at
the end of discharge computed with the resolved model is aligned on
the horizontal axis and with the P2D model on the vertical axis. As
seen before, the P2D model overestimates the SOC at the end of
discharge for large values of the diffusion coefficient and under-
estimates it for small diffusion coefficients. For larger values of the
diffusion coefficient, the marks are almost at the same position,
indicating that a change in the diffusion coefficient does not change
the result anymore due to other limiting transport mechanisms. From
this study, it can be concluded and quantified that the P2D model
misses two significant effects: The inter-particle diffusion for large
diffusion coefficients and the additional resistances originating from
diffusion in geometrically complex microstructures for small diffusion
coefficients. This does not only affect the SOC at the end of discharge
but also, e.g. the concentration distribution as shown in Fig. 4a and,
with this, other effects that are directly coupled to the spatial
concentration distribution.

Now, the ionic conductivity in the solid electrolyte is varied
within the bounds given in Table IV, while the diffusion coefficient

= · −D 3.16 10 14 m

s

2
, the electronic conductivity σ = 0.32 S

m
, and the

current =ρN 6.27 A

m2 , are fixed to their averaged values. In Fig. 11a,

the SOC at the end of discharge computed with the resolved model
and with the P2D model are shown.

Again, the progression of both models follows a similar trend. The
SOC at the end of discharge approaches a constant value for large
values of the ionic conductivity indicating other transport phenomena to
be limiting in this region. For small values of the ionic conductivity, the
SOC approaches one, meaning that no charge is transported. However,
an offset is present for large values of the ionic conductivity between
the SOC computed with both models. In this case, this is attributed to
an insufficient homogenization strategy, as the effective transport
properties of the P2D model do not match the actual transport
properties in the resolved model. For small values of the ionic
conductivity, the small ionic conduction cannot be compensated by
diffusion between the particles as inter-particle diffusion is not possible
in the P2D model, resulting in less transported charge. For further
comparison, the SOC at the end of discharge computed with the
resolved model is again compared in a diagram where the results of the
resolved model are aligned on the horizontal axis and of the P2D model
on the vertical axis (c.f. Figure 11b). Regions can be identified where

Figure 10. Comparison of the effect of fast and slow diffusion within the resolved model at the end of discharge. The orange circles denote the fundamentally
different diffusion paths within the same particle. Note the different ranges of the color bars.

Figure 11. Comparison of the SOC at the end of discharge for different values of the ionic conductivity in the solid electrolyte.
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the P2D model overestimates the SOC (i.e. at small ionic conductiv-
ities) and regions where it underestimates the SOC (i.e. at large ionic
conductivities), as discussed before.

For another study, the electronic conductivity σ = 0.32 S

m
, and the

current =ρN 6.27 A

m2 are fixed, while the ionic conductivity and the

diffusion coefficient are varied within the bounds given in Table IV.
The results computed with the resolved model are shown in Fig. 12a
by representing the computed SOC at the end of discharge as a plane
depending on both parameters.

The difference in the SOC between the models
= −d SOC SOCSOC end,res end,P2D is shown in Fig. 12b. Differences

of ∣dSOC∣≈ 0.15 become visible. These deviations are local over- as
well as underestimations. While a constant difference could still be
corrected by an update of the homogenization parameters, a
correction of the homogenization parameters is non-trivial in this
case. The local sensitivity of this deviation can be a measure to
identify regions in which the results of the P2D model are insensitive
to the input parameters and regions in which the results are sensitive
and only meaningful within a small interval close to the calibration
point. The local sensitivity is quantified by the magnitude of the

local derivative of dSOC, ( ) ( )κ= +
κ

∂
∂

∂
∂

m Dd d

DSOC 1
2

1
2

SOC SOC . It is

shown in Fig. 13.
Regions are visible in which the value of the derivative is almost

zero. In this region (large ionic conductivity and small diffusion
coefficient), the P2D model may be easily used. In the other regions,
the sensitivity is non-zero, and the P2D model leads to significant
deviations that cannot be compensated by a constant offset. There, a
P2D model gives reliable results only close to the calibration point
and has only a limited predictive character.

Comparison of computational costs.—The computational costs of
a simulation run may be expressed by the total CPU time, which is
defined as tCPU = nCPU trun, with the number of used CPUs nCPU and
the total run time trun. All computations were performed on similar,
i.e. only slightly different hardware (Intel Xeon E5-2630 v3
“Haswell” and Intel Xeon E5-2680 v3 “Haswell”) to distribute the

workload as much as possible on multiple systems using the
software project 4C multiphysics.38 Within the resolved model, the
linear system of equations contains ≈ 1.8 million unknowns, while
the P2D model contains ≈ 600 unknowns. For both models, this
linear system of equations needs to be solved multiple times within
each time step to solve the nonlinear system of equations by the
Newton-Raphson iteration. The mean values for the solution of the
resolved model and of the P2D model for the evaluations of 150
samples within the range in Table IV are listed in Table V.

Obviously, the solution of the P2D model is drastically faster
than the solution of the resolved model. It should be noted that the
computational implementation of both models is not optimized for
performance. Therefore, the listed values of computational times
could be smaller using optimized implementations, but the overall
picture would not change.

Figure 12. Results for SOCend for different values of the ionic conductivity and the diffusion coefficient.

Figure 13. Derivative of the difference in the SOC at the end of discharge
for different values of the diffusion coefficient and the ionic conductivity.
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Within this study, the abilities of a geometrically three-dimen-
sionally resolved model and a P2D model to predict the charge and
discharge behavior of a solid-state battery cell in a global sense, i.e.
for a wide range of various input parameters, are analyzed,
quantified, and compared. The charge and discharge behavior
deviates, especially for extreme values of the diffusion coefficient.
The reason for this is that the P2D model cannot capture inter-
particle diffusion as well as an inhomogeneous intra-particle diffu-
sion. This leads to deviations between crucial output quantities of the
models, e.g. the SOC when reaching a certain cell voltage with the
same input parameters. The deviations are further quantified by
comparing the global and local sensitivity of the output quantities on
the input parameters. As a measure of the global sensitivity, the
Sobol indexes of first, second, and total order are used. The indexes
reveal a non-negligible deviation between the sensitivities computed
with both models, which is confirmed by analyzing the local
sensitivity. Especially the different global and local sensitivities of
the models on the input parameters question the ability to predict the
discharge behavior of the SSB cell with a P2D model in a wide range
of input parameters. Certainly, multiple extensions or modifications
of the homogenization procedure within the P2D model exist to
improve selected results. However, an a priori knowledge on when
to enable which extension is, in general, not given. Besides these

deviations, local quantities such as local flux or stress maxima
are not even resolved within the P2D model. These quantities are
often the decisive factor when evaluating a cell concept, as they
could be the origin of degradation or the bottleneck for fast
transportation.

We conclude that using P2D models should be given special
attention, especially when exploring ranges of parameter values for
which no data for comparison is available. Certainly, the P2D model
provides a tremendous reduction of the computational costs com-
pared to the fully resolved model. Considering both aspects, we
recommend using the P2D model to quickly obtain results in a wide
range of input parameters and to compare its results at selected
points with the solution of a fully resolved model and correct the
results, or even adapt the formulation of the P2D model if the
deviation is unacceptable. A theoretically profound approach to
combine the accuracy of a fully resolved model and the computa-
tional cheapness of a P2D model is given by learning their
relationship using multi-fidelity methods as done, for example, in
Ref. 39 for fluid simulations.
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Appendix A. Material Parameters

The used material parameters are summarized in Table VI.
The material parameters of the cathode active material that are

modeled as a function of the lithiation state are shown in Fig. 14.
The size distribution of the NMC particles is shown in Fig. 15.

Table V. Averaged values of the computational costs for the
evaluation of 150 samples from the range in Table IV.

Quantity Value resolved Value P2D

number of CPUs (nCPU) 48 1
run time (trun) 32.8 h 90 s
CPU time (tCPU) 1601.7 h 90 s

Table VI. Material parameters.

Quantity NMC-622 Lithium LPS

bulk concentration (cbulk) — — ·1.03 104 mol

m3
36

diffusion coefficient (D) Fig. 14a36 — —

electronic conductivity (σ) Fig. 14a36 105 S

m
36 —

exchange current density (i0) 4.98 A

m2
6 8.87 A

m2
36 —

growth law (Fgrowth) Fig. 14b40 Eq. 1e with = = ·
ρ

−p 1.2998 10M 5 m

mol

3 –d

ionic conductivity (σ) — — · −1.2 10 2 S

m
41

lithiation range ([χ0%, χ100%]) [1, 0.404] defined — —

mass density (ρ) ·5.03 103 kg

m3
6 ·0.53 103 kg

m3
42 ·1.88 103 kg

m3
43

max. concentration (cmax) ·5.19 104 mol

m3
36 — —

max. lithiation (χmax) 136 — —

open circuit voltage (Φ0) Fig. 14b44 0 V —

Particle diameter of powder (Dp) Fig. 1545 — —

Poisson's ratio (ν) 0.346 0.4347 0.2748

transference number of cations (t+) — — 1 (assumption)
Young's modulus (E) 1.78 · 1011Pa49 4.9 · 109Pa47 2.89 · 1010Pa48
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Appendix B. Averaging Elastic Constants and The Growth Law
The effective Young’s modulus for a uniaxial deformation, i.e.

one non-zero strain component of a homogeneous material, is
obtained from Hooke's law

ν
ν
ν ν

¯ =
+

+
( − )( + )

[ · ]E
E E

1 1 2 1
, B 1i

i

i

i i

i i

within an effective constitutive law σ ϵ= Ēi11 11. For averaging a
composition of n components with share ri and ∑ =r 1i

n
i , various

strategies are conceivable. Arranging all components in parallel
results in a homogenized Young's modulus of

∑¯ = ¯ [ · ]E r E . B 2
i

n

i ipar

Arranging all components in series results in

¯ =
∑

[ · ]
¯

E
1

. B 3
i
n r

E

ser i

i

A homogenized Young's modulus is now computed as the average of
both extreme cases

¯ =
¯ + ¯

[ · ]E
E E

2
. B 4

par ser

In a similar way, a homogenized growth law is derived. One
component is considered to be volumetrically growing with the
length after growth lg= l(1+ f) and the growth function f, while the
other component remains in its initial length lo = l. In a parallel
setup, a homogenized growth law is

¯ =
¯

¯ +
[ · ]+

¯

+

f
E r

E r
B 5

f

f

E r

f

para
1 g g

o o 1

g g

In an arrangement in series, the homogenized growth law is

¯ = [ · ]f r f . B 6ser g

The homogenized growth law is again obtained from averaging both
cases, i.e.

¯ =
¯ + ¯

[ · ]f
f f

2
. B 7

ser par

Appendix C. Quantification of the Global Sensitivity by Sobol
Indices

Sobol indexes quantify the influence of one parameter or a
combination of parameters on an output quantity of a model or an
experiment. The set of n input parameters is denoted by X , and the
output quantity by ( )XY . The expectation value E(Y) and the
variance V(Y) of the output quantity are computed for different
combinations of the input parameters. The Sobol indexes of first-
order are defined by the variance of the expectation value when
keeping the parameter Xi fixed, i.e. Vi = V(E(Y∣Xi)). Normalizing this
value by the variance of the entire input parameter range results in
the first-order Sobol index

Figure 14. Lithiation dependent material parameters of NMC.

Figure 15. Probability density function of the particle diameter of
NMC-62250 particles.
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= ( ( ∣ ))
( )

[ · ]S
V E Y X

V Y
. C 1i

i

In a similar way, higher-order Sobol indexes are defined. Then, the
number of parameters that equal the order of the index is
simultaneously fixed. The values of the higher order Sobol indexes
are then corrected by the values of the lower orders for these
parameters, e.g. for the second-order Sobol index

=
( ( ∣ ))

( )
− − [ · ]S

V E Y X X

V Y
S S

,
. C 2ij

i j
i j

By this definition, all Sobol indexes up to n-th order sum up to one.
The total-order Sobol index is defined as the normalized expectation
value of the variance if all parameters except one are fixed. It is
defined by

= ( ( ∣ \ ))
( )

[ · ]S
E V Y X X

V Y
. C 3i

it

By definition, all Sobol indexes up to n-th order related to the
parameter Xi sum up to Si

t. In particular, it tells if a parameter has an
influence at all, either isolated or in combination with other
parameters.

The numerical computation of the Sobol indexes might become
costly, as it requires computing the conditional expectation value
and afterwards its variance. Typically, the computation of the
expectation value and the variance is performed using Monte-Carlo
integration.51 The computational costs for this nested operation to
compute the first- and total-order Sobol indexes scale with ( )M2 ,
where M is the number of Monte-Carlo samples that is recom-
mended to be sufficiently large (c.f. Ref. 37). The number of model
evaluations can be reduced to M(2D+ 2) evaluations, with the
number of input parameters D using an approach as done in Ref. 52.
The methodology is implemented in the software project QUEENS53

that has been used to perform the sensitivity analysis presented in
this paper.
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