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Abstract
Artificial Intelligence (AI) implementation incorporates challenges that are unique to the context of AI, such as dealing with proba-
bilistic outputs. To address these challenges, recent research suggests that organizations should develop specific capabilities for AI 
implementation. Currently, we lack a thorough understanding of how certain capabilities facilitate AI implementation. It remains 
unclear how they help organizations to cope with AI’s unique characteristics. To address this research gap, we employ a qualita-
tive research approach and conduct 25 explorative interviews with experts on AI implementation. We derive four organizational 
capabilities for AI implementation: AI Project Planning and Co-Development help to cope with the inscrutability in AI, which 
complicates the planning of AI projects and communication between different stakeholders. Data Management and AI Model 
Lifecycle Management help to cope with the data dependency in AI, which challenges organizations to provide the proper data 
foundation and continuously adjust AI systems as the data evolves. We contribute to our understanding of the sociotechnical impli-
cations of AI’s characteristics and further develop the concept of organizational capabilities as an important success factor for AI 
implementation. For practice, we provide actionable recommendations to develop organizational capabilities for AI implementation.

Keywords  Artificial intelligence · Machine learning · Adoption · Implementation · Capability · Organization · Resource-
based view · Knowledge-based view

1  Introduction

While many organizations have reached a stage where they 
experiment and develop early prototypes based on Artifi-
cial Intelligence (AI), most fail to effectively deploy and 

maintain AI systems in productive use (Benbya et al., 2020). 
Indeed, 83% of data science projects reportedly never make 
it into productive use (Venturebeat, 2019). Similarly, 76% 
of organizations report problems implementing AI systems 
throughout the organization (Awalegaonkar et al., 2019). 
Recent Information Systems (IS) research suggests that AI 
technology is fundamentally different from traditional infor-
mation technology (IT) (Berente et al., 2021). For example, 
today’s AI systems mostly employ machine learning to learn 
from data and derive their own rules instead of having pre-
determined rules (Ågerfalk, 2020; Jordan & Mitchell, 2015). 
AI’s unique characteristics induce novel challenges to IS 
implementation (Dwivedi et al., 2021), such as the identifi-
cation of suitable AI problems, preparation of training data, 
and evaluation of AI systems (Lebovitz et al., 2021; van den 
Broek et al., 2021; Zhang et al., 2020). As a result, AI imple-
mentation proves to be difficult in practice, and much of the 
expected value remains unrealized (Tarafdar et al., 2019)

From a strategic management perspective, organizations 
must adequately “prepare” themselves to drive AI imple-
mentation and realize the value of AI (Brock & Von Wan-
genheim, 2019; Coombs et al., 2020; Jöhnk et al., 2021; 

 *	 Michael Weber 
	 mic.weber@tum.de

	 Martin Engert 
	 martin.engert@tum.de

	 Norman Schaffer 
	 schaffer@fortiss.org

	 Jörg Weking 
	 joerg.weking@qut.edu.au

	 Helmut Krcmar 
	 helmut.krcmar@tum.de

1	 Department of Informatics, Technische Universität 
München, Garching, Germany

2	 Fortiss GmbH, Munich, Germany
3	 School of Information Systems, Queensland University 

of Technology, Brisbane, Australia

/ Published online: 30 June 2022

Information Systems Frontiers (2023) 25:1549–1569

http://orcid.org/0000-0003-1528-1856
http://crossmark.crossref.org/dialog/?doi=10.1007/s10796-022-10297-y&domain=pdf


1 3

Tarafdar et al., 2019). This preparation includes the stra-
tegic investment in specific organizational resources, such 
as human or IT resources (Enholm et al., 2021; Mikalef & 
Gupta, 2021). For example, organizations should ensure 
enough technical AI expertise (Anton et al., 2020), invest in 
appropriate AI infrastructure (Watson, 2017), and embrace 
an open and experimental culture (Fountaine et al., 2019). 
However, organizational resources alone do not create value 
(Peppard & Ward, 2004). Following the knowledge-based 
view of the firm, it is more important how organizations can 
use, combine, and integrate those resources as organizational 
capabilities to achieve certain outcomes (Dosi et al., 2000; 
Kogut & Zander, 1992). Therefore, organizational capa-
bilities represent a promising theoretical lens to study how 
organizations can successfully cope with the AI implementa-
tion challenge to create value from AI.

Against this background, IS and management research 
have started to analyze the role of organizational capabilities 
in the context of AI implementation (e.g., Mikalef & Gupta, 
2021; Mikalef et al., 2021; Sjödin et al., 2021). For example, 
Mikalef and Gupta (2021) conceptualized an overarching 
AI capability based on a set of organizational resources. 
Moreover, Sjödin et al. (2021) identified three capabilities 
and principles that drive business model innovation with AI. 
Nevertheless, research on organizational capabilities for AI 
implementation is still at an early stage, and more research is 
needed to develop further and ground the concept (Mikalef 
& Gupta, 2021; Sjödin et al., 2021). Specifically, we cur-
rently lack a thorough understanding of how specific capa-
bilities facilitate AI implementation. It remains unclear how 
certain capabilities help to cope with challenges that stem 
from AI’s unique characteristics (cf. Berente et al., 2021), 
explaining why those capabilities are needed and potentially 
unique to the context of AI. To address this research gap, we 
ask the following research question: How do organizational 
capabilities help to cope with AI’s unique characteristics?

To answer this research question, we employ a qualita-
tive research approach that compromises two stages. First, 
we derive organizational capabilities for AI implementa-
tion from primary data. For data collection, we conduct a 
series of explorative interviews (Myers & Newman, 2007) 
with a total of 25 experts from industry, consulting, and 
academia. These experts report on their experience with AI 
implementation projects by sharing illustrative real-world 
examples, important success factors, and obstacles during 
implementation with the research team. For data analysis, 
we rely on established guidelines and principles from quali-
tative research (Miles et al., 2018; Strauss & Corbin, 1990). 
We employ an iterative coding procedure with increasing 
levels of abstraction to derive organizational capabilities 
for AI implementation. Second, we propose an explanatory 
framework on how these organizational capabilities facilitate 
AI implementation by coping with AI’s characteristics. This 

framework results from further reflections and sensemaking 
processes against the background of prior research on AI 
technology and organizational capabilities in IS. Thereaf-
ter, we discuss our contributions to theory, implications for 
practice, the limitations of this study, and avenues for future 
research.

This study contributes to the ongoing discourse in IS 
research on how to drive and manage AI implementation 
in organizations (Benbya et al., 2021; Berente et al., 2021; 
Dwivedi et al., 2021). Specifically, we further develop and 
ground the concept of organizational capabilities in the 
context of AI technology (Mikalef & Gupta, 2021; Sjödin 
et al., 2021). Most notably, we explain how organizational 
capabilities help to cope with certain characteristics in AI, 
contributing to our understanding of how organizations can 
deal with AI’s unique characteristics (Berente et al., 2021). 
Furthermore, we provide valuable insights and actionable 
recommendations for practitioners to overcome the AI 
implementation challenge observed in practice (Benbya 
et al., 2020).

2 � Theoretical Background

The theoretical background of this study is three-fold: First, 
we provide background on AI and outline AI’s unique char-
acteristics. Second, we introduce the concept of organiza-
tional capabilities and summarize relevant IS capabilities 
discussed in prior research. Third, we outline related work 
on organizational factors for AI implementation.

2.1 � Artificial Intelligence and Machine Learning

AI refers to a broad and long-established research field in 
computer science concerned with making machines intelligent 
(Stone et al., 2016). AI is typically associated with machines 
performing functions such as perceiving, learning, reason-
ing, decision-making, and demonstrating creativity (Rai et al., 
2019). AI systems build on a variety of techniques, includ-
ing machine learning (ML), natural language processing, 
computer vision, knowledge-based reasoning, and robotics 
(Benbya et al., 2020; Stone et al., 2016). We summarize these 
techniques under the term AI technology. This study focuses 
on software-based AI systems that include an ML compo-
nent, because many of today’s applications labeled “AI” are 
using ML or deep learning at the core (Berente et al., 2021; 
Janiesch et al., 2021). Examples can be found in visual object 
detection on social media or speech recognition on smart 
assistants (Haenlein & Kaplan, 2019). ML addresses how to 
build machines that improve performance through data and 
experience (Jordan & Mitchell, 2015). ML techniques are 
commonly divided into supervised learning, unsupervised 
learning, and reinforcement learning, whereas supervised 
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learning is most widely applied today (Jordan & Mitchell, 
2015). Here, data in the form of (x; y) is used to train a model 
that predicts y given x as input (Jordan & Mitchell, 2015). 
Deep learning represents a subfield of ML that uses multi-
ple processing layers for learning (LeCun et al., 2015). Deep 
learning has caused breakthroughs in many areas, including 
speech recognition and object detection (Stone et al., 2016).

IS research has started to conceptualize the unique char-
acteristics of today’s AI systems that build on ML (e.g., 
Ågerfalk, 2020; Benbya et al., 2021; Berente et al., 2021). 
In this study, we follow Berente et al. (2021), who pro-
posed three interrelated characteristics of today’s AI sys-
tems: autonomy, learning, and inscrutability (cf. Figure 1). 
Autonomy refers to the increasing degree that AI systems 
can act without human intervention. Learning refers to the 
AI system’s ability to improve through data and experience 
(Ågerfalk, 2020; Janiesch et al., 2021). Inscrutability refers 
to the unintelligibility of AI systems to some audiences, 
given their complex inner workings and probabilistic out-
puts (Asatiani et al., 2021; Jöhnk et al., 2021). These char-
acteristics are expected to even exacerbate as the field of AI 
moves forward and new techniques and approaches emerge. 
Organizations striving to create value from AI (cf. Böttcher 
et al., 2022) need to deal with these unique characteristics 
and their sociotechnical implications (Berente et al., 2021).

2.2 � Organizational Capabilities in IS

Organizational capabilities are defined as the ability of 
a firm to use, combine and integrate its organizational 
resources to achieve a desirable outcome (Dosi et al., 2000; 
Kogut & Zander, 1992). Capabilities result from the com-
plex interplay of resources given organizational roles, struc-
tures, and processes (Peppard & Ward, 2004). According 
to the knowledge-based view, these intangible capabilities 

are more critical for organizations than physical resources, 
such as human resources or IT resources (Dosi et al., 2000; 
Kogut & Zander, 1992). With the growing importance of IT 
for organizations, IS scholars investigated the role of IT for 
organizational capabilities. On the one hand, IT use enables 
particular organizational capabilities, such as big data ana-
lytics capability (Günther et al., 2017). On the other hand, 
organizational capabilities are needed to create value from 
IT, for example, an IS development capability (Ravichan-
dran et al., 2005). IS research has identified many essential 
capabilities (cf. Peppard & Ward, 2004; Tarafdar & Gordon, 
2007). There is considerable theoretical evidence that these 
capabilities are linked with organizational performance and 
value creation from IT (e.g., Aral & Weill, 2007; Bharadwaj, 
2000; Mithas et al., 2011). Table 1 summarizes IS capabili-
ties relevant to the context of this study.

2.3 � Organizational Factors for AI Implementation

IS implementation is the activity of planning, developing, 
deploying, and maintaining IT systems in a way that ensures 
their continued use and their benefit for the organization 
(Cooper & Zmud, 1990). We define AI implementation as 
the implementation of IT systems with an AI component. 
The study of what influences the success and failure of 
IS implementation is among the most prominent research 
streams within IS research (Dwivedi et al., 2015). Deter-
minants of success and failure can be structured as organi-
zational, project, individual, technological, and task-related 
factors (Dwivedi et al., 2015). In this study, we focus on 
organizational capabilities as organizational success factors 
for AI implementation.

Prior research on organizational factors for AI imple-
mentation has primarily focused on the necessary organi-
zational resources (e.g., Enholm et al., 2021; Jöhnk et al., 

Fig. 1   Key characteristics of 
today’s AI systems (Berente 
et al., 2021)

Learning Inscrutability

Autonomy
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2021; Mikalef & Gupta, 2021; Mikalef et al., 2021; Nam 
et al., 2020; Pumplun et al., 2019). For example, research 
suggests that organizations require specific human skills and 
roles (Anton et al., 2020), data in enough quantity and qual-
ity (Pumplun et al., 2019), an appropriate IT infrastructure 
(Watson, 2017), strong relationships between AI and busi-
ness departments (Jöhnk et al., 2021), and an experimental 
and data-driven culture (Fountaine et al., 2019). Organiza-
tions that possess these resources are linked with more suc-
cessful AI implementation and value creation from AI. For 

example, the study of Mikalef and Gupta (2021) suggests 
that AI-related resources lead to enhanced organizational 
performance and creativity. Table 2 summarizes the organi-
zational resources discussed in the literature as organiza-
tional success factors for AI implementation. Following 
Bharadwaj (2000), we can broadly group these resources 
into human, IT, and intangible resources.

However, these resources alone do not create value (Pep-
pard & Ward, 2004). Following the knowledge-based view, it 
is more important to consider the organizational capabilities 

Table 1   Relevant organizational capabilities identified in IS research

Capability Description Sources

IS Development The ability to develop and deploy IS in the 
organization, which includes the experimen-
tation with new technologies.

Peppard and Ward (2004); Ravichandran et al. 
(2005); Wade and Hulland (2004)

IS Operations The ability to operate and maintain IS 
efficiently and effectively with regards to 
business objectives.

Peppard and Ward (2004); Ravichandran et al. 
(2005)

IS Planning & Change Management The ability to plan and manage the IT func-
tion, which includes managing projects, 
architecture, and standards.

Feeny and Willcocks (1998); Peppard and Ward 
(2004); Wade and Hulland (2004)

Data Analytics & Data Management The ability to collect, prepare, provide, and 
use data in appropriate quantity and quality 
for analytics purposes.

Günther et al. (2017); Gupta and George (2016)

IS-Business Alignment & Relationship Build-
ing

The ability to align the IT function with 
other business departments and goals, that 
includes having a shared vision.

Feeny and Willcocks (1998); Peppard and Ward 
(2004); Wade and Hulland (2004)

Managing Partnerships & IS Sourcing The ability to manage the relationship 
between the IT function and external stake-
holders, including IT providers.

Feeny and Willcocks (1998); Peppard and Ward 
(2004); Wade and Hulland (2004)

Table 2   Organizational resources as organizational factors for AI implementation

Category Resource Description Sources

Human resources Technical AI skills Technical skills to develop, deploy and oper-
ate AI systems.

Anton et al. (2020); Jöhnk et al. (2021); 
Pumplun et al. (2019)

Domain AI skills Domain skills to support use case selection, 
AI systems evaluation, and business transla-
tion.

Jöhnk et al. (2021); Tarafdar et al. (2019)

Workforce AI skills Skills to work with and maintain AI systems 
in productive use.

Coombs et al. (2020)

IT resources Data Data in enough quantity and quality for AI 
development.

Baier et al. (2019); Pumplun et al. (2019)

AI-specific infrastructure Availability of AI-specific infrastructure (e.g., 
tools, frameworks, AI engines).

Watson (2017); Tarafdar et al. (2019)

IT infrastructure Compatibility of existing IT infrastructure 
with AI systems.

Tarafdar et al. (2019); Nam et al. (2020)

Intangible resources AI-Business relationship The relationship between business and AI 
departments.

Jöhnk et al. (2021); Fountaine et al. (2019)

Sourcing relationship The relationship with external AI solutions 
and service providers.

Brock and Von Wangenheim (2019); Nam et al. 
(2020)

Culture Collaborative, experimental, and data-driven 
culture.

Fountaine et al. (2019); Keller et al. (2019)
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that result from the use, integration, and combination of the 
previously identified resources (Dosi et al., 2000; Kogut 
& Zander, 1992). This theoretical perspective has proven 
valuable in other contexts, such as understanding the role 
of capabilities in process innovation (Tarafdar & Gordon, 
2007) or platform ecosystem orchestration (Schreieck et al., 
2021). An early study by Sjödin et al. (2021) has proposed 
three organizational capabilities likely to drive AI-ena-
bled business model innovation: data pipeline, algorithm 
development, and AI democratization. Nevertheless, more 
research is needed to develop further and ground the concept 
of organizational capabilities in the context of AI (Mikalef & 
Gupta, 2021; Sjödin et al., 2021). Specifically, we currently 
do not understand how certain capabilities facilitate AI 
implementation by coping with AI’s unique characteristics, 
explaining why those capabilities are needed in the context 
of AI. In this study, we intend to address this research gap.

3 � Research Approach

To explore how organizational capabilities facilitate AI 
implementation, we took on an interpretivist research stance 
(Walsham, 2006), as AI implementation only recently gained 
momentum and is evolving dynamically as organizations 
gain further experience with AI. To capture many differ-
ent voices and viewpoints on our research subject (Myers 
& Newman, 2007), we conducted a series of 25 explora-
tive interviews with experts from industry, consulting, and 
academia. This allowed us to collect data on real-world AI 
implementation projects, success factors, and obstacles, that 
our interview partners had experienced in organizational 
practice. For data analysis, we had to keep in mind that our 
interview partners reported on their interpretation of what 
they observe and do (Klein & Myers, 1999). After further 
sensemaking, we could derive four organizational capabili-
ties and propose an explanatory framework of how these 
capabilities facilitate AI implementation. In the following, 
we describe our data collection in more detail and explain 
how we analyzed and interpreted the data.

3.1 � Data Collection

For data collection, we relied on exploratory interviews 
with experts on AI implementation. As interview part-
ners, we looked for experts with different backgrounds and 
professional roles driving AI implementation in organiza-
tions, including data scientists, system architects, project 
managers, product owners, business developers, and strat-
egy managers. By that, we could capture diverse view-
points on AI implementation, including operational and 
strategic perspectives. Furthermore, we ensured to cover 
an internal and external perspective on AI implementation 

in organizations. Therefore, we looked for experts from 
industry, consulting, and academia. We interviewed 
eleven industry experts, who reported on AI implementa-
tion initiatives within their organization, thus providing 
an internal perspective on organizational capabilities. We 
contacted experts from different organizations in differ-
ent industries, including retail, telecommunications, and 
manufacturing. Thereby, we complement prior work on 
organizational capabilities for AI implementation, which 
focused on a particular industry (e.g., Sjödin et al., 2021). 
Furthermore, we interviewed eleven consultants, who pro-
vided an external perspective and shared their experience 
on AI implementation across organizations. The consult-
ants were part of different projects to implement AI use 
cases and develop strategic roadmaps for AI adoption and 
capability building. In addition, we interviewed three aca-
demics who provided technical details on AI implementa-
tion, reported on their experience from industry-academia 
collaborations, and shared insights from educating AI-
relevant skills.

We used semi-structured interview guidelines to prepare 
for the interviews, while also retaining the flexibility to 
explore interesting directions during the interview (Myers 
& Newman, 2007). At the beginning, we asked our inter-
view partners on their personal perspective on AI. Thereafter, 
we asked them to report on real-world AI implementation 
projects. We were interested in the implementation process, 
interaction with stakeholders, important success factors, 
and obstacles during AI implementation. When appropri-
ate, we asked the interview partners to describe important 
capabilities and the organization’s current roadmap for AI 
adoption and capability building. Table 6 provides an over-
view of the interview guidelines employed in this study. To 
embrace the depth and richness of the data, we iteratively 
revised our interview guidelines based on the insights of 
previous interviews (Strauss & Corbin, 1990). For example, 
we added questions related to organizational capabilities for 
AI implementation after three initial interviews, as organi-
zational capabilities emerged as a promising theoretical lens 
for this study. Overall, we conducted a total of 25 interviews 
between 2018 and 2020. After about 20 interviews, no more 
relevant concepts could be identified in the data, which sug-
gested that theoretical saturation was reached. The interviews 
lasted 29 minutes on average. We used the mother tongue of 
the interview partners (German or English). Each interview 
was recorded and transcribed for data analysis and interpreta-
tion. Table 3 provides an overview of the interviews.

3.2 � Data Analysis and Interpretation

For data analysis, we followed an iterative approach that 
included the coding of our interview data with increas-
ing levels of abstraction and the repeated reflection of our 
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preconceptions (Klein & Myers, 1999). Following the prin-
ciple of constant comparison (Miles et al., 2018; Strauss & 
Corbin, 1990), we went back and forth between data collec-
tion and analysis to guide additional data collection as well 
as to challenge and refine our emergent findings with the 
support of memoing. We coded our interview data using a 
three-step procedure that consists of open, axial, and selec-
tive coding (Strauss & Corbin, 1990; Wiesche et al., 2017). 
In line with our research goal, the coding and interpretation 
of the data were informed by our theoretical understanding 
of organizational capabilities in IS and prior research on AI 
implementation (cf. Section 2).

The application of open, in-vivo coding resulted in 319 
coded segments using 150 open codes. We primarily coded 
segments that hinted toward an important organizational 
capability in the context of AI implementation. This was 
either be the case if directly stated so by the experts, or 
if indirectly stated by reporting on a major challenge (that 
would have been needed to overcome). In some cases, we 
also coded contextual information that helped us with data 
interpretation, such as the interviewee’s professional role or 
personal perspective on AI. Following the axial and selective 
coding steps, we employed abductive reasoning to derive 
four organizational capabilities that are likely to facilitate 

AI implementation. These four organizational capabilities 
are the highest-level categories of our coding. They build on 
twelve sub-categories that represent concrete manifestations 
of the capabilities in organizational practice. After involv-
ing in further reflections and sensemaking processes, we 
link these four capabilities with AI’s unique characteristics. 
These characteristics cause specific challenges in practice, 
which the four capabilities proposedly help to cope with. 
Table 4 illustrates our coding procedure. Table 7 in the 
appendix provides a detailed overview of the coding scheme 
and exemplary interview data.

4 � Findings

We identified four organizational capabilities that facilitate AI 
implementation: AI Project Planning, Co-Development of AI 
systems, Data Management, and AI Model Lifecycle Manage-
ment. Each capability can be explained by its manifestations 
in organizational practice, which emerged through our data 
analysis (Table 5). Overall, there was consensus among the 
interviewees that AI is a broad field that encompasses many 
different techniques. However, the interviewees exclusively 
reported on real-world examples of software-based AI systems 

Table 3   Overview of interviews ID Role Organization Type Length Date

IND-1 Requirements Engineer AI Finance 35 mins Jul 20
IND-2 Project Manager Advanced Analytics Retail 40 mins Jul 20
IND-3 Data Scientist Procurement Transportation 25 mins Jul 20
IND-4 Project Manager Digital Manufacturing Manufacturing 35 mins Jul 20
IND-5 Service Portfolio Manager Manufacturing 40 mins Jul 20
IND-6 Technical Architect, Data Scientist Software 23 mins Aug 20
IND-7 Operations Lead AI Telecom 27 mins Sep 20
IND-8 CEO AI Start-Up Finance 32 mins Sep 20
IND-9 Senior Supply Chain Manager Manufacturing 18 mins Sep 20
IND-10 Business Product Manager Retail 22 mins Sep 20
IND-11 Head of Strategy Software 33 mins Sep 20
CON-1 Senior Managing Consultant AI Business Consulting 28 mins Nov 18
CON-2 Managing Consultant Data Science Business Consulting 41 mins Dez 18
CON-3 Consultant Data Science Business Consulting 29 mins Dez 18
CON-4 Managing Consultant Data Analytics Business Consulting 30 mins Jul 20
CON-5 Senior Consultant Solutions IT Consulting 40 mins Jul 20
CON-6 Managing Director Consulting IT Consulting 35 mins Jul 20
CON-7 Consultant AI IT Consulting 30 mins Jul 20
CON-8 Lead Consultant Digitalization Business Consulting 25 mins Jul 20
CON-9 Consultant Digitalization Business Consulting 12 mins Sep 20
CON-10 Managing Director AI Consulting Business Consulting 20 mins Sep 20
CON-11 Managing Consultant AI Strategy IT Consulting 20 mins Sep 20
ACA-1 Professor Applied Computer Science Academia 29 mins Aug 20
ACA-2 Scientific Officer Academia 18 mins Aug 20
ACA-3 Program Manager AI Campus Academia 34 mins Sep 20
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that rely on ML. The exemplary use cases that have been fre-
quently reported include predictive maintenance, industrial 
quality assurance, recommender systems, chatbots for cus-
tomer management, administrative automation, and demand 
forecasting. In the following, we will present the identified 
capabilities and their manifestations in more detail. After that, 
we will discuss how these capabilities help to cope with AI’s 
unique characteristics (cf. Section 5.1).

4.1 � AI Project Planning

Our data suggest that many organizations are struggling 
with AI project planning and portfolio management. On 
the one hand, AI is a rather generic concept that can be 
applied to many problems, resulting in a long list of poten-
tial AI projects. However, not every problem is equally 
suited for AI. On the other hand, there is much hype and 
confusion about AI itself, which causes high and unre-
alistic expectations. This situation makes it challenging 
to find suitable AI use cases that are feasible and deliver 
added value to the business. Achieving such a fit is essen-
tial for the success of AI implementation. Therefore, 

organizations require an AI Project Planning capability, 
which we define as the ability to identify, evaluate and 
prioritize suitable use cases for AI implementation in the 
organization’s context. We identify three manifestations 
of this capability.

First, organizations need to develop an understanding of 
AI. Importantly, AI technology does not possess real intel-
ligence and is nowhere near superintelligence (CON-1). 
Instead, “AI is very much focused on specific use cases at 
the moment, and you have to get rid of the preconception 
that it is applicable anywhere” (CON-5). The hype about AI 
is mostly based on the upswing of ML, which enables sys-
tems to learn from data and derive predictions subsequently 
(CON-7). Understanding the possibilities and limitations of 
today’s AI can help develop more realistic expectations and 
target more meaningful AI projects. As IND-7 puts it:

“So simply, they get some problem and then try to put 
AI on top of it. That leads to waste of time and waste 
of resources. […] It is very important to know what AI 
can do and what AI cannot do.” (IND-7, Operations 
Lead AI)

Table 4   Illustration of coding scheme

Exemplary interview data (open codes underlined) Exemplary concepts (axial codes) Sub-categories (selective codes)

“You can imagine that it happens in the lab, so to speak. 
With some data scientist on a development machine. But 
then the whole thing really must be operated in an enter-
prise-compatible way. Someone must take care of it, it 
must be monitored and, above all, it must be integrated 
into existing systems. I see that as a major challenge for 
customers, which often requires huge effort.” (IND-6, 
Technical Architect, Data Scientist)

- AI operation challenge
- Monitoring of AI
- System integration / compatibility

Operating AI systems in productive use

“Being a digital twin of my production line, I need to 
stay very close to any changes happening directly in or 
around the production line such that, […] you know, 
whatever the model is telling me and warning me is still 
making sense.” (CON-7, Consultant AI, Freelancer)

- Monitoring of AI
- Change in AI performance

Table 5   Organizational capabilities for AI implementation and manifestations in practice

Organizational capability Manifestations in practice

AI Project Planning:
The ability to identify, evaluate and prioritize suitable AI use cases.

• Developing an understanding of AI
• Systematically identifying AI use cases
• Assessing and prioritizing AI use cases

Co-Development of AI Systems:
The ability to communicate with and integrate stakeholders into AI implementation.

• Integrating diverse expertise
• Translating AI models to business functions
• Considering the workforce in AI implementation

Data Management:
The ability to collect, curate, and provide data for AI implementation.

• Making AI-relevant data available
• Collecting data for AI implementation
• Curating data for AI implementation

AI Model Lifecycle Management:
The ability to orchestrate the evolution of AI models, including development, deployment, 

and maintenance.

• Orchestrating iterative development procedure
• Deploying AI models to multiple contexts
• Operating AI systems in productive use

1555Information Systems Frontiers (2023) 25:1549–1569
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Second, organizations need to systematically identify AI use cases 
that support their business. While there are many well-known use 
cases, our data suggests there is much confusion about AI and 
its inner workings, which makes it challenging to find those use 
cases that are suitable to the organization (IND-6). Such suitable 
use cases can potentially stem from many sources, including busi-
ness managers, IT managers, the IT department, or the workforce. 
There is much value in professionalizing and democratizing the 
process of use case generation to collect fruitful AI use cases 
(IND-3). Having clear use cases couples AI implementation with 
business outcomes, which is of importance according to CON-3:

“A successful implementation can only work if you 
have a very clear value proposition, where you say 
this is the benefit that should come from it, so don't just 
use AI because it's hip right now and everyone should 
do it.” (CON-3, Consultant Data Science)

Third, organizations need to assess and prioritize AI use 
cases to guide meaningful AI implementation. One aspect 
to be considered is the expected business outcome and its 
overall fit to business. Another aspect is the feasibility of 
implementation. CON-10 explains: “Sometimes it’s not easy 
for [organizations] to say in advance what exactly will be 
successful. You have to somehow develop a feeling for the 
organization.” Besides, organizations should also critically 
reflect on whether AI technology is really needed or whether 
the problem can be solved otherwise (ACA-1). The assess-
ment of AI use cases can then guide AI implementation:

“At the end of the day, we will talk with the board and 
say 'OK, so we have a list of use cases, prioritized by 
value. From this list of use cases: What is your budget? 
How much do you want to spend?'. [… These] use 
cases will drive all your transformation.” (CON-11, 
Managing Consultant AI Strategy)

4.2 � Co‑Development of AI Systems

We found that organizations need to integrate diverse stake-
holders into the development of AI systems to facilitate AI 
implementation. On the one hand, AI implementation typi-
cally requires the integration of diverse expertise into the 
projects. On the other hand, AI implementation is facili-
tated by effective outward communication, for example, 
the translation to business and explaining AI initiatives to 
the workforce. In other words, AI implementation should 
not happen in isolation. Instead, organizations require a 
collaborative approach to the development of AI systems. 
Hence, we conclude that organizations need to build a cross-
functional Co-Development capability, which we define as 
the ability to communicate with and integrate stakeholders 
into AI implementation. We found three manifestations of 
this capability.

First, organizations need to integrate diverse expertise 
into AI implementation. This step includes data scientists, AI 
experts, domain experts, end-users, IT security, and ethics 
experts. IND-5 states, “those areas are immensely important 
and need to work well together, without which the success is 
a big question mark.” Collaboration is, for example, impor-
tant to understand the data, select appropriate features, and 
evaluate the AI system. IND-11 highlights the importance 
of integrating diverse expertise:

“So cross-functional teams, for me, are a massive suc-
cess factor. […] There's often a massive gap between 
business and data science, [… but AI development is] 
not something you solve in isolation. Like you need 
a lot of context of […] what is valuable for the busi-
ness. It's not just being able to predict something with 
a 90 percent level of accuracy. So, the whole cross-
functional teamwork, business, user, data understand-
ing, that together is very important.” (IND-11, Head 
of Strategy)

Second, organizations need to manage the translation of AI 
systems to business functions. AI implementation projects 
require business input, but the AI systems also need to be 
appropriately explained and transferred to the business side. 
As CON-3 states, “many people have a certain expectation 
and still want to have an explanation of what this artificial 
intelligence does in detail and how it works.” AI systems 
appear to be rather complex and unintuitive, which is why 
the business side needs appropriate explanations for the 
features being used and why specific outcomes have been 
produced. IND-7 depicts this point:

“We also educate them a little about the model, how it 
works […] Building a model is something data scien-
tists do, but business also needs to know. For example, 
if you are building a credit rating system, how does it 
work, what are the parameters, what are the priori-
ties, these are all things that business needs to know 
as well.” (IND-7, Operations Lead AI)

Third, organizations should also consider the workforce 
as an important stakeholder in AI implementation. As 
CON-4 reports from his experience with clients, “if the 
people who will later work with it […] are involved in 
the pilot right from the start, the transition to the rollout 
is usually much easier.” Not only do AI implementation 
projects need direct input from their potential users for 
AI systems design, but the effort also needs to be put 
into communicating and explaining the reasons behind AI 
initiatives to address potential fear of AI systems. Other-
wise, the impression might be created that the workforce 
first supports AI implementation “and in the end, an AI 
emerges to replace their jobs” (CON-6). CON-3 summa-
rizes this aspect:
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“Very important: Because people are often afraid of 
[AI], you have to be transparent and explain how you 
implement it, why you do it, what advantages it has 
and what disadvantages it can have, […] because it 
is often […] a perceived contradiction that you either 
use artificial intelligence or a human being for a task.” 
(CON-3, Consultant Data Science)

4.3 � Data Management

We found that AI implementation is often thrown back by 
the lack of available data in enough quantity and quality for 
the training of AI models. Experts even report that AI pro-
jects were stopped entirely and frozen, as the data founda-
tion had to be laid out first (IND-3). Therefore, we conclude 
that organizations require a Data Management capability to 
facilitate AI implementation. We define this as the ability of 
an organization to effectively collect, prepare, and provide 
data for AI implementation. We found three manifestations 
of this capability.

First, AI-relevant data needs to be made available for 
AI implementation. This step requires integrating multiple 
data sources, developing a unified data structure, creating 
transparency, and making data accessible for AI implemen-
tation. Other than that, AI projects typically face technical 
and political challenges when accessing data, for example, 
when the data resides in organizational silos. Each AI project 
needs to approach the data owners, which can sometimes be 
“laborious” (IND-3). Making data available can also help to 
increase transparency to identify new use cases potentially:

“It is not just a question of this data not existing at all, 
but also that […] for example in insurance compa-
nies, some of this data already exists, but is not avail-
able centrally, and that it is not known centrally that it 
exists.” (CON-10, Managing Director AI Consulting)

Second, in some cases organizations need to collect data 
specifically for AI implementation. For example, in the case 
of industrial applications, machine states need to be stored 
consistently over a long time to have enough data to predict 
the failure of machines. If such data is missing, it is hard to 
implement such AI use cases. Hence, organizations need to 
anticipate the data needed for future AI models and create 
awareness for this issue (CON-3). CON-6 describes the need 
for AI-driven data collection as follows:

“The other thing is understanding what data is rel-
evant and needs to be stored - not just from today's 
business perspective, but from an understanding of 
statistics and machine learning. I don't need to store 
reports, they end up being witless, but I need to store 
sales figures or operating states from the machines.” 
(CON-6, Managing Director Consulting)

Third, organizations need to curate data for AI implemen-
tation. Many experts describe data quality as a central 
issue. “If the data is not available, either in poor quality or 
incomplete, then nothing can be done [using AI]” (ACA-2). 
However, determining what data quality means is a compli-
cated task, and it highly depends on each use case (CON-3). 
For example, in the case of time-series data from sensors, 
one could ask at which time interval the data needs to be 
measured to achieve high quality. These questions should 
already be addressed at the data collection stage, as specific 
issues cannot be corrected in hindsight:

“The challenge is to gain understanding about the 
data. This then inevitably gives rise to numerous 
quality issues that often cannot be corrected by data 
cleansing alone, but where processes need to be 
adjusted to improve data quality” (IND-3, Data Sci-
entist Procurement)

4.4 � AI Model Lifecycle Management

We found that organizations develop many AI models during 
AI implementation, which are to be managed throughout their 
lifecycle. These AI models are based on and tightly coupled 
with the respective training data and the input data during 
productive use. As the underlying data may shift over time, 
these AI models need to be adapted continuously. Further-
more, existing AI models typically require adaptation to be 
deployed to different contexts. Our data suggests that organi-
zations struggle to cope with the lifecycle management of 
AI models, which prevents organizations from scaling up AI 
implementation. Hence, we conclude that organizations need 
to build an AI Model Lifecycle Management capability, which 
we define as the ability to manage the evolution of AI models 
over time, including development, deployment, and mainte-
nance. We found three manifestations of this capability.

First, organizations need to orchestrate an iterative devel-
opment procedure, as AI development is highly iterative 
and compromises multiple cycles. CON-1 highlights that 
“it is important to arrange and validate the correct cycles 
around the model training.” Within each iteration, the AI 
model needs to be evaluated against business requirements 
and potentially tested live. Our experts report that multiple 
iterations are required to try other parameters and algorithms 
(IND-7). But new iterations can also be triggered after gath-
ering more data throughout the process, as IND-10 states:

“I think the thing with machine learning again is there's 
going to be […] model releases every month. So, as 
you'll get more and more data, of course, as you get 
smarter, as you onboard more, there is a release planned 
every month.” (IND-10, Business Product Manager)
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Second, organizations often want to deploy AI models to 
multiple contexts throughout the organization. And typi-
cally, for each new case, the AI model needs to be slightly 
adapted because the individual cases “are very specific and 
transferability is not seamless” (IND-2). For example, we 
observed this challenge in the industrial context (e.g., pre-
dictive maintenance), where AI models need to be adjusted 
from machine to machine and from line to line. Organiza-
tions need to manage these variants in AI implementation. 
IND-1 highlights this:

“All these variations have to be mapped via the images 
and the model training. This requires a very strong 
individualization in code and deployment. However, it 
is our goal of achieving a high level of penetration of 
the use cases with as little effort as possible” (IND-1, 
Requirements Engineer AI)

Third, organizations need to be able to operate AI systems in 
productive use. This step encompasses integrating existing 
IT infrastructures and business processes. It also encom-
passes the continuous monitoring and evaluation of AI sys-
tems (CON-7). For example, to detect concept and model 
drift issues, which occur when input data changes over time 
and model performance decrease. IND-6 describes the chal-
lenge of AI operation clearly:

“You can imagine that it happens in the lab, so to 
speak. With some data scientists on a development 
machine. But then the whole thing really must be oper-
ated in an enterprise-compatible way: someone must 
take care of it, it must be monitored, and, above all, it 
must be integrated into existing systems. I see that as 
a major challenge for customers, which often requires 
a huge effort.” (IND-6, Technical Architect & Data 
Scientist)

5 � Discussion

AI implementation often fails in practice, and much of the 
potential value of AI remains unrealized (Benbya et al., 
2020; Tarafdar et al., 2019). To cope with the unique chal-
lenges of AI implementation, organizations must develop 
specific organizational capabilities (Sjödin et al., 2021). 
Interpreting the data from 25 expert interviews, we pre-
sented four organizational capabilities for AI implementa-
tion: AI Project Planning, Co-Development of AI systems, 
Data Management, and AI Model Lifecycle Management. 
Our findings suggest that these organizational capabilities 
are important success factors for AI implementation. In 
the following, we will further elaborate on how these capa-
bilities facilitate AI implementation. Specifically, we seek 
to explain how they help organizations to cope with AI’s 

unique characteristics. Furthermore, we situate the identified 
capabilities within prior research on AI implementation and 
IS capabilities (cf. Section 2) and distill our contributions 
to theory. Thereafter, we discuss implications for practice, 
limitations of this study, and avenues for future research.

5.1 � Coping with Inscrutability and Data 
Dependency in AI

We propose that the identified capabilities help organizations 
cope with two characteristics in AI: inscrutability and data 
dependency. Inscrutability refers to the unintelligibility of 
AI systems to some audiences due to their complex inner 
workings and probabilistic nature (Asatiani et al., 2021; 
Berente et al., 2021; Jöhnk et al., 2021). Data dependency 
refers to the high dependence of AI systems on the underly-
ing data, as these systems are typically built by learning and 
generalizing from data (Ågerfalk, 2020; Berente et al., 2021; 
Janiesch et al., 2021). These two characteristics appear to 
pose challenges specific to the context of AI implementa-
tion. We propose that AI Project Planning and Co-Devel-
opment of AI Systems help organizations cope with AI’s 
inscrutability, which complicates the planning of AI pro-
jects and communication between different stakeholders. 
Data Management and AI Model Lifecycle Management 
help organizations cope with AI’s data dependency, which 
challenges organizations to provide a proper data founda-
tion and continuously adjust AI systems as the data evolves. 
Figure 2 presents how the four organizational capabilities 
help to cope with inscrutability and data dependency in AI. 
In the following, we explain these relations in more detail.

AI Project Planning refers to the selection of suitable AI use 
cases in the context of the organization. It impacts the planning 
of AI projects and therefore is related to the IS planning capabil-
ity (Peppard & Ward, 2004; Wade & Hulland, 2004). AI Project 
Planning highlights the importance of transferring the concept 
of AI into valuable use cases for the organization. We propose 
that this capability is essential to address the inscrutability in 
AI, which appears to add much uncertainty to the planning of 
AI projects. First, a thorough understanding of the AI concept is 
needed to identify valuable use cases for the organization because 
it is typically not easy to identify and define problems where 
AI technology is instrumental and the best choice (Weber et al. 
2022; (Zhang et al., 2020). An important driver for this might 
be a broad AI awareness in the organization (Jöhnk et al., 2021; 
Sjödin et al., 2021), as our data showed that many valuable use 
cases for AI originate from the business side. Second, the inscru-
tability in AI complicates the assessment of use cases, as it is 
hard for decision-makers to predict whether a use case will work 
in production. For example, the input data used in the training 
environment might differ significantly in the natural environ-
ment (Baier et al., 2019). Therefore, today, many AI projects 
are of experimental nature to determine whether and how AI 
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technology could work for a problem (Davenport & Ronanki, 
2018; Keller et al., 2019). Third, the inscrutability in AI causes 
some managers to develop overly high expectations for AI pro-
jects (May et al., 2020), which frequently leads to disappointing 
outcomes and the termination of AI projects. In conclusion, the 
inscrutability in AI causes multiple problems of uncertainty dur-
ing early planning activities. As a response, our findings suggest 
that organizations should develop an AI project planning capabil-
ity as a vital part of the future IS planning capability.

Co-Development of AI systems refers to the communica-
tion and integration of stakeholders during the development 
of AI systems. Therefore, it is related to the IS development 
capability known from general IS research (Peppard & Ward, 
2004; Wade & Hulland, 2004). It particularly highlights the 
importance of collaboration for AI implementation projects, 
as also noted by prior research (Fountaine et al., 2019; Jöhnk 
et al., 2021; May et al., 2020; Mikalef & Gupta, 2021; Sjö-
din et al., 2021; Tarafdar et al., 2019; van den Broek et al., 
2021). While collaboration represents a well-known factor in 
IS implementation research (Dwivedi et al., 2015), our data 
supports the view that it plays an even more significant role in 
developing AI systems. We propose this capability is essen-
tial due to the inscrutability in AI, which intensifies the infor-
mation gap between the IT department and other business 
functions. On the one hand, the IT departments require input 
from business functions to design AI systems appropriately, 
select meaningful features and evaluate their performance. 
These tasks are typically challenging in AI implementation 
(Baier et al., 2019; Lebovitz et al., 2021; Zhang et al., 2020). 
On the other hand, business functions require transparency 
and explanations from the IT department regarding the inner 

functioning, performance, and limitations of the developed 
AI system (Watson, 2017). Business functions need to under-
stand how an AI system works to deal with its potential limi-
tations (Asatiani et al., 2021). Explaining the workings of AI 
systems can also help address potential user resistance caused 
by misconceptions about the developed AI system (Reis 
et al., 2020). In conclusion, the inscrutability in AI causes 
multiple problems related to the information gap between 
the different stakeholders of AI implementation projects. As 
a response, our findings suggest that organizations should 
develop a co-development capability for AI implementation.

Data Management refers to the collection, curation, and pro-
vision of data for AI implementation. Therefore, it is closely 
related to the data management capability from research on big 
data analytics, which is essential to the value creation from big 
data (Chiusano et al., 2021; Günther et al., 2017; Gupta & George, 
2016). Similarly, data management in the AI context highlights 
the importance of providing appropriate data for building AI sys-
tems, as noted by prior research (Enholm et al., 2021; Jöhnk et al., 
2021; Mikalef & Gupta, 2021; Pumplun et al., 2019; Sjödin et al., 
2021). We propose that data management is essential due to the 
data dependency in AI, as AI systems are typically built by learn-
ing from data (Berente et al., 2021). First, the organization’s exist-
ing data needs to be made easily accessible for AI implementation 
(e.g., process-related data). Otherwise, AI implementation projects 
are thrown back by efforts to collect new data and the laborious 
task of getting access to data in organizations (Watson, 2017). 
However, in some instances, the data was not needed prior to spe-
cific AI implementation projects and is nonexistent. For example, 
image data of damaged production parts are typically collected 
specifically for AI projects. Hence, organizations should think 

AI Project Planning
The ability to identify, evaluate and prioritize suitable AI use 
cases.

Co-Development of AI Systems
The ability to communicate with and integrate stakeholders 
into AI implementation.

AI Model Lifecycle Management
The ability to orchestrate the evolution of AI models, 
including their development, deployment, and maintenance.

Data Management
The ability to collect, curate, and provide data for AI 
implementation.

Inscrutability

Data 
Dependency

High uncertainty during early planning 
activities for AI projects.

Intensified information gap between 
stakeholders during AI projects.

High dependence on the available data 
as the foundation for AI projects.

Evolving nature of input data requires 
continued activities in AI projects.

Organizational Capability Challenges AI Characteristicadresses implies

Fig. 2   Explanatory framework of organizational capabilities for AI implementation
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about how to proactively collect data specifically needed for AI 
implementation and share this AI-related data for other AI projects. 
Second, the data needs to be appropriately curated and prepared 
for AI implementation (Asatiani et al., 2021). In other words, data 
needs to adhere to specific quality standards that need to be defined 
(Jöhnk et al., 2021; Mikalef & Gupta, 2021). The quality of the 
underlying data is essential for the performance of AI systems and 
the avoidance of unintended outcomes, such as biased decisions 
(Lebovitz et al., 2021). In conclusion, the data dependency in AI 
causes multiple problems in providing the proper foundation for 
AI implementation projects. As a response, our findings suggest 
that organizations should develop a data management capability 
for AI implementation.

AI Model Lifecycle Management refers to the technical devel-
opment, deployment, and continued operation of AI systems. It 
can be related to the IS development and IS operation capabili-
ties known from the literature (Peppard & Ward, 2004; Wade 
& Hulland, 2004). It highlights the importance of managing the 
evolution of AI models throughout their lifecycle to enable con-
tinued use and operation in organizational practice. This find-
ing strengthens the perception that AI implementation projects 
are never completely finished (Tarafdar et al., 2019), which has 
only received little attention in the literature. We propose that 
this capability is essential due to the data dependency in AI, 
because the underlying training and input data of AI systems 
might evolve, which demands adjustments to the AI systems 
(Baier et al., 2019). First, data is typically collected continuously 
during multiple AI training cycles, until a desirable performance 
of AI systems is reached (van den Broek et al., 2021). Here, it 
is important to keep track of all AI training cycles and the data 
that has been used. Second, after initial deployment, changes in 
the input data or environment can cause an AI system to produce 
wrong outputs because the initial model was trained on different 
assumptions (Baier et al., 2019). Furthermore, some AI systems 
can constantly learn as new data becomes available (Alahakoon 
et al., 2020; Berente et al., 2021; Sjödin et al., 2021). Therefore, 
organizations need to constantly monitor, evaluate, and retrain 
AI systems in productive use to avoid any unintended outcomes 
of changes in the data (Tarafdar et al., 2019). In conclusion, 
the data dependency in AI systems induces multiple problems 
related to the evolution of AI systems’ training and input data. 
As a response, our findings suggest that organizations should 
develop an AI model lifecycle capability for AI implementation.

5.2 � Contributions to Theory

This study contributes to the ongoing discourse in IS research on 
how to drive and manage AI implementation in organizations 
(Benbya et al., 2021; Berente et al., 2021; Dwivedi et al., 2021). 
We contribute to research on organizational success factors for AI 
implementation. Specifically, we further develop and ground the 
concept of organizational capabilities in the context of AI technol-
ogy (Mikalef & Gupta, 2021; Sjödin et al., 2021). Our findings 

support prevalent views that data needs to be managed as a criti-
cal driver for AI implementation (e.g., Mikalef & Gupta, 2021; 
Sjödin et al., 2021) and that collaboration is a vital element in AI 
implementation projects (e.g., May et al., 2020; Sjödin et al., 2021). 
Beyond that, our findings highlight the need for an AI project plan-
ning capability. This finding stands in contrast to the view that AI 
projects are typically experimental (Davenport & Ronanki, 2018; 
Keller et al., 2019). Our findings propose that organizations move 
beyond this experimental stage toward more structured planning 
and execution of AI projects. For this, it will be indispensable to 
map out the factors that can predict AI project success to better 
guide the planning of AI projects. In addition, our findings high-
light the ongoing nature of AI implementation projects, an aspect 
that so far only received little attention (e.g., Tarafdar et al., 2019). 
Organizations need to manage AI models throughout their lifecycle 
as the data and environment evolve continuously, which is likely to 
involve novel practices such as feedback loops between users and 
developers (e.g., Grønsund & Aanestad, 2020).

Most notably, we link organizational factors for AI implemen-
tation with AI’s unique characteristics, explaining why certain 
factors are important and potentially unique to the context of 
AI. Thereby, we contribute to our understanding of the socio-
technical implications of the characteristics in AI and how they 
can be handled in organizational practice (Berente et al., 2021). 
First, we add to the current discourse on the implications of AI’s 
inscrutability. Previously, the inscrutability in AI was linked with 
the risk that occurs with the interpretation and use of an AI sys-
tem’s output (e.g., Asatiani et al., 2021). Our findings suggest that 
inscrutability in AI also causes uncertainty in the planning of AI 
projects and intensifies the information gap between different 
stakeholders. Second, we introduce data dependency in AI as the 
central source of challenges related to providing proper data as 
the foundation for AI systems and the continuous need to adjust 
AI systems as the underlying data and environment evolve. We 
view data dependency as a characteristic that is inherited from the 
learning characteristic in AI (Berente et al., 2021), but that can 
only be attributed to AI systems that use data for learning (e.g., in 
contrast to knowledge-based inferring or reinforcement learning).

5.3 � Implications for Practice

This study provides valuable insights for practice, especially given 
that many organizations are struggling with AI implementation 
(Benbya et al., 2020). Our findings help practitioners, especially 
top managers, to understand which organizational capabilities 
are needed to facilitate AI implementation. Practitioners can use 
these insights as a starting point to orchestrate their organiza-
tional resources accordingly and drive strategic decisions on AI 
adoption and implementation. Based our findings, we can give 
actionable recommendations to organizations. First, to support 
the planning of AI projects, organizations should focus on cre-
ating a broad awareness of AI technology on the business side 
(Jöhnk et al., 2021; Sjödin et al., 2021), as typically the best use 
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cases come from outside the IT department. Moreover, organi-
zations should focus on providing suitable ways of exchanging 
knowledge between different AI projects to aggregate experiences 
and better plan future AI projects. Second, organizations should 
focus on involving different stakeholders, including the workforce, 
early in the process to avoid misconceptions. Furthermore, they 
should appoint specific communication roles in AI projects, such 
as AI translators (Fountaine et al., 2019) that can help to bridge 
information gaps by translating between business and IT side. 
Third, our findings suggest to put much effort into the provision 
of a proper data foundation and pipelines that can facilitate cur-
rent and future AI implementation projects (Sjödin et al., 2021). 
Here, organizations should also try to anticipate which AI use 
cases might be of value in near future. Otherwise, new AI projects 
might be thrown back by the tedious task of collecting and label-
ling data for more than one year before the first models can be 
built. Fourth, organizations should think of AI projects as ongoing 
projects, as AI systems typically require constant monitoring and 
adjustment. In addition, we shed light on two characteristics of AI 
systems, namely inscrutability, and data dependency, which aim 
to explain why AI implementation is often challenging in practice. 
Thereby, we create a richer understanding of the special context of 
AI implementation. Ultimately, we envision our findings to sup-
port practitioners in putting more AI systems to productive use.

5.4 � Limitations and Future Research

This study comes with certain limitations. First, we followed 
an interpretive, qualitative research approach to explore organi-
zational capabilities and their impact on AI implementation. 
While this research approach is well aligned with our research 
goals, it is prone to several issues. Amongst others, we needed 
to account for researchers’ bias as we interpreted the interview 
data (Strauss & Corbin, 1990; Walsham, 2006). While it is not 
possible to fully erase the researchers’ personal views and pre-
conceptions, we mitigated bias by collecting data on multiple 
perspectives on AI implementation, and by the constant com-
parison of theory and data (Strauss & Corbin, 1990). Second, 
with our purposive cross-organizational and cross-industry 
sample, we were not able to capture potential specificities of 
organizations or industries in-depth. However, this sampling 
strategy helped us to reduce bias and provide a certain level of 
confidence in the generalizability of our findings to organiza-
tions that implement ML-based AI systems. Furthermore, we 
must mention to not have considered users of AI systems as an 
important stakeholder in AI implementation projects.

Our findings open several opportunities for future research. 
First, we propose that quantitative studies are needed to vali-
date and further ground our results. For example, scholars could 
operationalize these organizational capabilities and quantitatively 
investigate their influence on AI implementation success and 
failure. This would also reveal potential weightings of the capa-
bilities, which suggests different levels of importance for each 

capability. Second, future research could explore how organiza-
tions arrange and govern their roles, structures, and processes to 
build the identified organizational capabilities (Peppard & Ward, 
2004). Of particular interest could be the formation of new insti-
tutions, such as an AI center of excellence or an AI ethics council 
(Fountaine et al., 2019), the composition of AI project teams, 
and the role of AI development and operation (MLOps) as a 
promising way of working (Benbya et al., 2020). Third, while 
our findings suggest that the capabilities help organizations to 
cope with inscrutability and data dependency in AI, we did not 
find any capability that addresses challenges that stem from the 
autonomy in AI (Berente et al., 2021). Perhaps this is because 
today’s AI systems are predominately used to support human 
workers, instead of automating tasks completely (Coombs et al., 
2020). However, as the frontiers of AI move forward and more 
autonomous AI systems are implemented, this could present a 
fruitful opportunity to refine our identified set of capabilities.

6 � Conclusion

Many AI implementation projects fail and never reach produc-
tive use. To address the unique challenges of AI implementa-
tion, organizations need to strategically prepare themselves, 
which includes the development of specific organizational capa-
bilities. However, our understanding of these organizational 
capabilities was limited. Specifically, it remained unclear how 
certain capabilities help to cope with AI’s unique characteris-
tics. To address this research gap, we conducted 25 interviews 
with experts on AI implementation. We discovered four organi-
zational capabilities for AI implementation: AI Project Plan-
ning, Co-Development of AI systems, Data Management, and 
AI Model Lifecycle Management. In addition, we explained 
how these capabilities help organizations to cope with two char-
acteristics in AI: inscrutability and data dependency.

This study contributes to the ongoing discourse in IS research 
on how to drive and manage AI implementation in organiza-
tions. Specifically, we strengthen the concept of organizational 
capabilities as a success factor for AI implementation. Our find-
ings support prevalent views that collaborative development and 
data management are important factors for AI implementation. 
Beyond that, our findings suggest that a more structured AI 
project planning appears beneficial, which stands in contrast 
to the experimental nature of many AI projects. Furthermore, 
our findings highlight the ongoing nature of AI projects and the 
need to manage AI systems throughout their lifecycle. In addi-
tion, we explained how specific capabilities help to cope with 
inscrutability and data dependency in AI. We propose that these 
characteristics are the source of many challenges in AI imple-
mentation and that the identified capabilities can help organiza-
tions to cope with them. Thereby, we add to our understanding 
of the sociotechnical implications of AI’s unique characteristics 
and show ways to address them in practice.
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Appendix A

Table 6   Overview of interview guidelines

Interview guidelines

The interviewee’s perspective on AI
  ▪ Personal definition of AI
  ▪ Purpose and perspective of AI (in general and in the organization)
  ▪ Understanding of digitalization, digital transformation and use of digital technologies
Describing exemplary use case(s) of AI technology
  ▪ Purpose, objectives, and business impact of the use case
  ▪ Status of the use case (has it been successful?)
  ▪ Customization degree of the solution
Gained experiences during AI implementation
  ▪ Description of the implementation process
  ▪ Involvement of stakeholders during implementation
  ▪ Main challenges faced
  ▪ Important success factors (especially organizational factors)
Organizational capabilities for AI implementation
  ▪ Personal definition of capability
  ▪ Status of the organization’s AI adoption journey
  ▪ Already existing capabilities (and missing capabilities)
  ▪ Future development plan to bridge the gap of missing capabilities
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Table 7   Coding scheme and illustrative evidence

Exemplary interview data (open codes underlined) Exemplary concepts (axial codes) Sub-categories (selective codes)

AI Project Planning
  “So simply, they get some problem and then try to  

put AI on top of it. That leads to waste of time  
and waste of resources. […] It is very important  
to know what AI can do and what AI cannot do.”  
(IND-7, AI Operations Lead)

- AI – Use Case fit
- Understanding AI Possibilities

Developing an understanding of AI

  “So, number one is understanding that it’s all about  
data and algorithms. And then they can start  
thinking about what it means for them.” (CON-7,  
Consultant AI, Freelancer)

- Understanding AI Functioning

  “This is a difficult task, because people are needed  
who […] can make exactly this connection: What  
can this technology realistically do? And how do I  
transform that into added value to the user or customer?” 
(IND-5, Service Portfolio Manager)

- Understanding AI Possibilities

  “It’s always the use case that drives what you are  
doing. Because analytics or AI, artificial intelligence,  
whatever you want to call it, business is always  
its driver.” (CON-11, Managing Consultant AI Strategy)”

- Use case orientation
- Business orientation

Systematically identifying AI use cases

  “The challenge is, as I said, that many customers are  
not aware of what they are doing. The motivation  
is often there to do something, but finding a use  
case is difficult.” (IND-6, Technical Architect,  
Data Scientist)

- Use case identification challenge

  “So, a successful implementation can only work if  
you have a very clear value proposition, where you  
say this is the benefit that should come from it, so  
don’t just use AI because it’s hip right now and  
everyone should do it” (CON-3, Consultant Data  
Science & AI)

- Use case orientation
- AI – Use case fit

  “Prioritizing the use cases also based, among other  
things, on the question: What data do I have?  
Where can I generate quick wins?” (CON-1, Senior  
Managing Consultant Responsible AI)

- Use case prioritization
- Use case – Org fit

Assessing and prioritizing AI use cases

  “Sometimes it’s not easy for them to say in advance  
what exactly will be successful. You must somehow  
develop a feeling for the organization. You  
have to develop a feeling for what makes them tick  
in terms of data privacy and access to data, which  
department will be involved, how can we make this  
attractive for the others as well?” (CON-10, Director  
AI Consulting)

- Use case assessing challenge
- Use case – Org fit

  “In the end of the day, we will talk with the board  
and say ‘OK, so we have a list of use cases, prioritized  
by value. From these list of use cases: What is your  
budget? How much do you want to spend?’. [… These]  
use cases will drive all your transformation.” (CON-11,  
Managing Consultant AI Strategy)

- Use case prioritization
- Use case orientation
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Table 7    (Continued)

Exemplary interview data (open codes underlined) Exemplary concepts (axial codes) Sub-categories (selective codes)

Co-Development of AI Systems

  “So really, cross-functional teams for me, are a  
massive success factor. […] There’s often a massive  
gap between business and data science, [… but]  
it’s not something you solve in isolation. Like you  
need a lot of context of […] what is valuable for the  
business. It’s not just being able to predict something  
with a 90% level of accuracy. So, the whole  
cross-functional teamwork, business, user, data  
understanding, that together is very important.”  
(IND-11, Head of Strategy)

- Different expertise required
- Business – AI gap
- Working together

Integrating diverse expertise

  “When we were looking at features, we saw that  
there were features that were very significant in  
some programs where they shouldn’t be and we  
are now struggling to identify why. I think working  
together with business teams is equally important  
from the start […] I think there’s a lot of value in  
working together there.” (IND-10, Business Prod- 
uct Manager)

- Business – AI gap
- Working together

  “It takes a high level of technical know-how in the  
direction of data processing, […] the sheer ability  
to build those models, […] but also people are  
needed who are very familiar with the use case  
[…], but are still open-minded and can dig into the  
technology […]. I think those areas are immensely  
important and need to work well together, without  
which the success is a big question mark.” (IND-5,  
Service Portfolio Manager)

- Different expertise
- Working together

  “I think the main challenge now […] is this con- 
version from an ML world to a business world,  
because ultimately we are using this tool to make  
business decisions. And I mean […] at the end you  
have one number, which in a lot of cases you can- 
not translate.” (IND-10, Business Product Manager)

- Business – AI gap
- AI translation / explanation

Translating AI models to business functions

  “Clearly, explainability and communication is one  
of the most important things. Many people have a  
certain expectation and still want to have an expla- 
nation of what this artificial intelligence does in  
detail and how it works.” (CON-3, Consultant Data  
Science & AI)

- AI translation / explanation

  “We also educate them a little about the model, how  
it works […] Building a model is something data  
scientists do but business also needs to know. For  
example, if you are building a credit rating system,  
how does it work, what are the parameters, what  
are the priorities, these are all things that busi- 
ness needs to know as well. Because then you can  
identify when the system is misbehaving.” (IND-7,  
AI Operations Lead)

- AI translation / explanation

1564 Information Systems Frontiers (2023) 25:1549–1569



1 3

Table 7    (Continued)

Exemplary interview data (open codes underlined) Exemplary concepts (axial codes) Sub-categories (selective codes)

  “In the case of internal projects, it is very important  
to involve the affected employees who are on the  
assembly line, […]. If the people who will later  
work with it […] are involved in the pilot right  
from the start, the transition to the rollout is usually  
much easier.” (CON-4, Managing Consultant Data  
Analytics)

- Involving the workforce Considering the workforce in AI 
implementation

  “In the meantime, we had a communication problem.  
Until now, an expert has always looked at this data,  
without the AI, and then decided. [...] The impres- 
sion has been created that they annotate the data  
and in the end an AI emerges to replace their jobs.  
That’s where you have to be a little careful.” (CON- 
6, Managing Director Consulting)

- Fear of replacement
- Communicate / Manage change

  “Very important: Because people are often afraid of  
[AI], you have to be transparent and explain how  
you implement it, why you do it, what advantages  
it has and what disadvantages it can have, […]  
because it is often […] a perceived contradiction  
that you either use artificial intelligence or a human  
being for a task.” (CON-3, Consultant Data Science  
& AI)

- Fear of replacement
- Communicate / Manage change

AI Model Lifecycle Management
  “It is important to arrange and validate the cor- 

rect cycles around the model training. But also,  
to freeze model states or to consciously not let  
develop models any further.” (CON-1, Senior Man- 
aging Consultant Responsible AI)

- Multiple dev iterations
- Freeze models

Orchestrating iterative development 
procedure

  “I think the thing with machine learning again is  
there’s going to be […] model releases every  
month. So, as you’ll get more and more data, of  
course, as you get smarter, as you onboard more,  
there is a release planned every month.” (IND-10,  
Business Product Manager)

- Multiple dev iterations
- Improve over time

  “Once we have the data, we train the model and go  
into the test phase to optimize the parameters in  
production.” (IND-4, Expert Digital Manufactur- 
ing)

- Multiple dev iterations

“Each use case must also be trained anew. The use cases  
are very specific and transferability is not seamless.”  
(IND-2, Project Manager Big Data & Advanced  
Analytics)

- Managing model variations
- Use case specificity

Deploying AI models to multiple contexts

  “All these variations have to be mapped via the  
images and the model training. This requires a very  
strong individualization in code and deployment.  
However, it is our goal of achieving a high level of  
penetration of the use cases with as little effort as  
possible” (IND-1, Requirements Engineer AI)

- Managing model variations
- Reusing models

  “We are now very much at the other extreme, i.e. the  
model for one line is very individual, but the model  
itself is modular. And the more lines we back, we  
can reuse more of the modules.” (IND-5, Service  
Portfolio Manager)

- Reusing models
- Use case specificity
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Table 7    (Continued)

Exemplary interview data (open codes underlined) Exemplary concepts (axial codes) Sub-categories (selective codes)

  “You can imagine that it happens in the lab, so to  
speak. With some data scientist on a development  
machine. But then the whole thing really must be  
operated in an enterprise-compatible way. Someone  
must take care of it, it must be monitored and,  
above all, it must be integrated into existing sys- 
tems. I see that as a major challenge for customers,  
which often requires huge effort.” (IND-6, Techni- 
cal Architect, Data Scientist)

- AI operation challenge
- Monitoring of AI
- System integration / compatibility

Operating AI systems in productive use

  “Being a digital twin of my production line, I need to  
stay very close to any changes happening directly  
in or around the production line such that, […] you  
know, whatever the model is telling me and warn- 
ing me is still making sense.” (CON-7, Consultant  
AI, Freelancer)

- Monitoring of AI
- Change in AI performance

  “From our point of view this is also very important to  
keep such issues of concept and model drift under  
control during operation, especially intentional or  
unintentional ones.” (CON-1, Senior Managing  
Consultant Responsible AI)

- Concept drift
- Model drift

Data Management
  “That’s why, in particular, it starts with a unified  

data structure that ensures I can get to the data I  
need to make an AI efficient at every corner of the  
enterprise.” (CON-2, Managing Consultant Data  
Science & AI)

- Unified data structure
- Data access

Making AI-relevant data available

  “You have to approach the data owners in the  
company and try to get at the data. Our digitization  
department is working to make it easier to share  
data within the Group, but it’s laborious. Ulti- 
mately, you have to be persistent.” (IND-3, Data  
Scientist for Procurement)

- Data access
- Data ownerships
- Data sharing

  “It is not just a question of this data not existing  
at all, but also that […] for example in insurance  
companies, some of this data already exists, but  
is not available centrally, and that it is not known  
centrally that it exists.” (CON-10, Director AI  
Consulting)

- Data availability
- Data transparency

  “We are still in the early stages of getting data and  
connecting machines. Politically and technically,  
this is proving more difficult than we thought. In  
other words, we don’t have that many use cases  
yet.” (IND-4, Expert Digital Manufacturing)

- AI-specific data collection Collecting data for AI implementation

  “And the other thing is understanding what data  
is relevant and needs to be stored - not just from  
today’s business perspective, but from an under- 
standing of statistics and machine learning. I don’t  
need to store reports, they end up being witless,  
but I need to store sales figures or operating states  
from the machines.” (CON-6, Managing Director  
Consulting)

- Proactive data collection
- AI-specific data collection

  “If I had to make a recommendation: You can’t get  
very far without data. So, set up a data strategy and  
create a good culture, so that data is collected in the  
first place and is historically available so that you  
can build on it.” (CON-3, Consultant Data Science  
& AI)

- Data culture
- Data availability
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