International Journal of Computer Assisted Radiology and Surgery (2023) 18:1261-1267
https://doi.org/10.1007/s11548-023-02948-5

ORIGINAL ARTICLE l‘)

Check for
updates

On the importance of patient acceptance for medical robotic imaging

Christine Eilers'® - Rob van Kemenade' - Benjamin Busam' - Nassir Navab'

Received: 3 April 2023 / Accepted: 2 May 2023 / Published online: 29 May 2023
© The Author(s) 2023

Abstract

Purpose Mutual acceptance is required for any human-to-human interaction. Therefore, one would assume that this also
holds for robot—patient interactions. However, the medical robotic imaging field lacks research in the area of acceptance. This
work, therefore, aims at analyzing the influence of robot—patient interactions on acceptance in an exemplary medical robotic
imaging system.

Methods We designed an interactive human-robot scenario, including auditive and gestural cues, and compared this pipeline
to a non-interactive scenario. Both scenarios were evaluated through a questionnaire to measure acceptance. Heart rate
monitoring was also used to measure stress. The impact of the interaction was quantified in the use case of robotic ultrasound
scanning of the neck.

Results We conducted the first user study on patient acceptance of robotic ultrasound. Results show that verbal interactions
impacts trust more than gestural ones. Furthermore, through interaction, the robot is perceived to be friendlier. The heart rate
data indicates that robot—patient interaction could reduce stress.

Conclusions Robot—patient interactions are crucial for improving acceptance in medical robotic imaging systems. While
verbal interaction is most important, the preferred interaction type and content are participant dependent. Heart rate values
indicate that such interactions can also reduce stress. Overall, this initial work showed that interactions improve patient
acceptance in medical robotic imaging, and other medical robot—patient systems can benefit from the design proposals to
enhance acceptance in interactive scenarios.
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new robotic solutions can be integrated into everyday life
and interact with humans.

Medical robotics has started to prove its advantages.
Often, patient care could improve with these systems by
increasing diagnostic accuracy and reducing the need for
open surgeries. It is all the more astonishing that accep-
tance, especially focusing on patient acceptance, has not
been explored widely in medical robotics. Even transla-
tional research, which focuses on moving research projects
from the laboratory to their application environments, merely
touches on this topic. Acceptance has been evaluated in
robotic surgery [1-3] as well as in works which focus on
the physician-robot relationship [4, 5]. Attia et al. [6] intro-
duced a framework for trusted autonomy within surgical
robotics. However, in this work, only the robot-surgeon rela-
tionship is analyzed. Torrent-Sellens et al. [7] analyzed trust
in robot-assisted surgeries within Europe. Results show that
introducing surgical systems mainly depends on the patient’s
wishes. However, in surgical robotic systems, patients are not
interacting directly with the system. In robotic surgeries, in
general, the patient is anesthesized and acceptance is only a
matter of population trust in the statistical outcome of such
robotic surgeries. Acceptance plays a different role when
the robot interacts with a fully awake patient. Elderly care
describes such a scenario and acceptance for robotic systems
has been evaluated in this area [8—11]. In a clinical context,
Bodenhagen et al. [12, 13] analyzed the effect of different
interaction channels in trusting the robot. It was shown that
transparency can increase trust and transparency itself can
be increased through communication. Weigelin et al. [14]
concluded that vocal interactions increase trust compared to
only kinesthetic interactions.

Please note that different from usual scenarios, in cases
that include fully awake patients, the robotic system wishes to
interact with the patient, not the other way around. Therefore
we are referring to these scenarios as robot—patient cases
rather than patient-robot ones.

This paper presents an analysis of acceptance in medical
robotic systems, focusing on systems that require robot—
patient interaction. We evaluate the effect of interaction and
communication on acceptance in the setting of a robotic ultra-
sound (US) scanning procedure. Furthermore, we analyze
two different evaluation metrics.

The research in robotic ultrasound currently strongly
focuses on methodological improvements in scanning algo-
rithms and data post-processing. Lietal. [15] summarized the
latest work in robotic US research. Research topics include
the aspects of force [16, 17], compounding optimization [18],
anatomy extraction [19], optimal view navigation [20], sen-
sor fusion [21-24] and collaborative robotics [25]. So even
though this field shows much progress, the topic of accep-
tance is not well studied.
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This work aims to close this gap and explores the topic
of acceptance in medical robotic imaging. We exemplify
this with a robotic ultrasound scanning procedure. However,
insights can be transferred to similar robot—patient interac-
tion scenarios. Specifically, we will look at acceptance in the
context of a robotic ultrasound scanning of the neck. The neck
is an especially critical and sensitive area. We, therefore, can
assume that acceptance-enhancing aspects for this anatomy
can be easily translated to other anatomies and examinations.

Methods

In this work, we make the first attempt to objectively mea-
sure patient acceptance for medical robotic imaging systems.
Through acceptance, a person believes that actions per-
formed by the robot are useful and will not harm the person.
Even though this definition is very understandable, it is diffi-
cult to quantify. The robot’s actions can seem more apparent
or unclear, while relying on something is very subjective,
depending on previous experiences, and other factors. There-
fore, analyzing the topic of acceptance is threefold: How can
we ensure acceptance in medical robotic systems? Which
parameters in the interaction can be varied to influence accep-
tance? Moreover, how do we measure acceptance? In the
following, we propose a pipeline and an associated user study
to answer these questions.

The presented pipeline (Fig. 1, right) allows for gestural
and visual interaction, and communication with the robot.
Therefore, these three types can be analyzed. Furthermore,
the pipeline permits to tweak the content of each block sep-
arately. All interactions and communications are designed
based on an analysis of sonographers’ usual interactions with
patients in routine clinical settings. Similar to a sonographer,
the robot first introduces itself and asks whether the patient
has already received a US thyroid scan and is familiar with
the process. Taking inspiration from a human-to-human set-
ting, we believe that this superficial conversation can relax
the situation. The robot then waits for an answer before con-
tinuing with the interaction step. This communication gives
the patient the feeling that the robot is taking the patient’s
response into account. Similar to a human sonographer, the
robot executes an initial gestural interaction before exam-
ining the area of interest. In this case, the robot suggests
a friendly high five to implicitly show action and location
awareness while further connecting to the patient. Upon
receiving consent from the patient, the robot executes the
high five but does not touch the patient’s hand due to hygiene
regulations. After this interaction, the robot asks whether it
is allowed to approach the neck for the US scan. Once again,
the patient has to consent to this action, while the robot shows
awareness by reacting to the patient’s reply. The robot then



International Journal of Computer Assisted Radiology and Surgery (2023) 18:1261-1267 1263

approaches the neck and performs the examination. Lastly,
it retracts and says goodbye.

The accompanying user study aims at comparing accep-
tance in interactive and non-interactive scenarios by eval-
uating an interactive and communicative, pipeline-based
approach against the same task without any interaction. In
the presented study, this task is defined as the movement
of the robotic US probe to the neck to enable US scanning
of the thyroid. In the non-interactive case, the robot simply
approaches the neck, while the interactive version is executed
as described above.

Next to proposing an interactive and communicative
method, both methods also have to be evaluated. For this,
we propose using questionnaires and heart rate record-
ings. The questionnaire gathers the participants’ opinions
on both approaches. We are adding an additional measure-
ment by incorporating a heart rate analysis. In the remaining
manuscript, interaction also includes communication aspects
if not mentioned otherwise.

Experiments and results
Setup

The setup can be seen on the left side of Fig. 1. It consists of
a robotic manipulator (KUKA LBR iiwa, KUKA AG, Augs-
burg, Germany), a RGB-D camera (RealSense D435, Intel,
USA), attached to the robotic manipulator by a custom-made
holder, an ultrasound machine (Siemens ACUSON Juniper,
Siemens Healthineers, Germany) with a linear transducer
mounted to the robot and a workstation (Ubuntu 18.04, ROS
melodic). The user is also provided with an emergency stop,
which immediately stops the robot if needed. The work-
station runs OpenPose [26, 27] and the robot navigation.
OpenPose detects human body, facial and hand keypoints
in real time. The robot is controlled via iiwa_stack [28]. Fur-
thermore, a safety margin of two centimeters was introduced
for the points of contact on hand and neck.

Evaluation

We evaluated the interactive method against a method with-
out interaction, both in which the task finished with the robot
moving toward the neck. Acceptance in the system was eval-
uated based on the measured heart rate and a questionnaire
which is detailed in Table 1. For the former, a heart rate
monitor was attached to the participant’s chest (HRM-Dual,
Garmin, USA). The heart rates were compared during the
movement of the US probe to the neck for both versions.
The questionnaire was based on work by Schaefer et al. [29],
which focuses on long-term and collaborative interaction, but
was adapted to our case. The original questionnaire consists

of 40 questions with a ranking from 0 to 100 % dependant
on how often the robot fulfills the statement. Similar to their
proposed 14-item subset, we chose 16 statements from the
original questionnaire which were applicable to our setup.
Thereby, we, for example, removed statements that ana-
lyzed a collaborative interaction. Furthermore, we adapted
the answers to a 5-point Likert scale (Table 2) because each
participant experiences each procedure only once.

The trust score was computed by assigning a value to
each option of the Likert scale (Table 2). The results of
Statements 2, 6, and 11 are inverted, respectively. The term
"pleasant’” could be interpreted subjectively by each partici-
pant. Statements 10 and 11 were both included to enable a
differentiation between malfunctioning and functioning in a
way that creates bigger expectations than normal function-
ing. The overall trust score is then computed as an average
of all statements.

For the user study, 20 participants were recruited (10 male,
10 female, 20-33 years, mean: 25.8 (£ 2.62) years), result-
ing in an interdisciplinary group of medical and computer
science researchers. All of them were unfamiliar with the sys-
tem. The experience with robotic applications ranged from
low (14 participants) to medium (4 participants) to high (2
participants). All participants experienced both approaches
in a randomized order, directly one after the other. Partici-
pants were informed about the goal and process of the study.
No preliminary training was necessary.

Results

The average trust score over all participants amounted to
3.61 £ 0.50 and 4.43 £ 0.40 for the no interaction and the
full interaction case, respectively. Figure 2 shows the overall
trust score of each participant for no interaction (yellow) and
the full interaction (green) scenario. In 19 out of 20 cases, the
complete interaction case led to a higher trust score. Inter-
estingly, robotic experience and gender parameters do not
correlate with the trust score. Furthermore, we did not see a
significant training improvement from the first to the second
testing approach in any order. Figure3 shows trust scores
dependent on each questionnaire statement. It can be seen
that statements 3, 8, 12, 14, and 15 show the most significant
increase in trust score in the interactive scenario compared
to no interaction.

To objectively evaluate the stress level of the participants,
the heart rate values are analyzed. First, the median in a
resting state was computed for each participant. Then the
difference between median and heart rates during the pro-
cedure was computed. Figure4 shows the average result of
this comparison over all participants and some examples for
specific participants. The average heart rate difference com-
pared to rest state shows a decrease in heart rate of 1.8 BPM
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Fig. 1 Left: the setup, in which data from the camera is used to run
OpenPose to detect hand and neck keypoints. The camera and US probe
are attached to the robotic manipulator through a custom-printed holder.
A stop button is used as a safety measure to stop the robot’s motion at

any time. Right: Overview of the proposed method, divided into ver-
bal cues (green, top row), robot actions (blue, bottom row), and human
interaction (yellow, middle row). Dotted lines represent the interactions
between the three main parts

Table 1 Questionnaire
statements, adapted from [29].
The users were asked to rank the
statements in five categories
from strongly agree to strongly
disagree

. The robot is responsible
. The robot is incompetent
. The robot is friendly

. The robot is reliable

. The robot is unresponsive

1
2
3
4
5. The robot is pleasant
6
7. The robot is autonomous
8

. The robot is predictable

9. The robot acts consistently

10. The robot functions successfully

11. The robot malfunctions

12. The robot communicates clearly

13. The robot meets the needs of the task

14. The robot provides appropriate information
15. The robot communicates with people

16. The robot performs exactly as instructed

Table 2 Likert scale answer and

assigned trust score value Questionnaire Strongly disagree Disagree Neutral Agree Strongly agree
Value 1 2 3 4 5
5.0 - no interaction
mmm full interaction
45 -
4.0 -
g 35 -
O
a
B 30-
=
bt
2.5-
2.0 -
=
oo- O W O O O O
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

volunteer ID

Fig.2 Block diagram showing the overall trust score for each participant in the no interaction (yellow) and full interaction (green) cases
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in the no interaction condition and a stronger decrease of 3.1
BPM in the full interaction condition.

Discussion

Performing and evaluating the user study resulted in different
learnings.

Results from the questionnaire are promising, showing
that human-kind interactions with the robotic system increase
the trust score. By analyzing the questionnaire statements
separately, it is apparent that statements 12, 14, and 15
focus on communication. Therefore, the results show that
the interactive method entails better communication with the
participants. Statement 8 concerns the predictability of the
system. The increased trust score shows that communicat-
ing information is beneficial. Lastly, statement 3 concerns
the friendliness of the system and therefore touches on the
aspect of acceptance on an emotional level. The results show
that with the proposed interaction, the acceptance aspect can
also be increased. In three statements (7, 10, and 11), the no
interaction scenario achieves a marginally higher trust score
than the full interaction. The results of statements 10 and 11
can be explained by two questionnaire responses that could
be considered as outliers. In these cases, the robot’s motion
did not perform typically, thereby decreasing the trust score
in the robot to function successfully. Statement 7 evaluates
how autonomous the robot is being perceived. The results
show that by introducing interactions, the robotic system is
perceived to be less autonomous.

Even though the average trust scores for the full interaction
of statements 5, 8,9, 12, and 16 are high (4.3, 4.1, 4.25, 4.75,
4.45, respectively), all statements contain responses with a
trust score of two. These outliers indicate that the content
and type of different interactions are perceived subjectively.
Additionally, participant feedback suggests that communi-

5 6 7 8 9 10 11 12 13 14 15 16
questionnaire statement

cation was more appreciated than the initial gestural high
five.

To objectively evaluate the impact of interactions on
patient acceptance, we also gathered heart rate data, specif-
ically analyzing the difference in heart rates compared to
resting heart rates. The results show a slightly stronger
decrease in heart rates in the full interaction scenarios. This
decrease could marginally indicate that interaction reduces
the stress level during the procedure. However, most indi-
vidual results only show a slight difference in heart rates
(see Fig.4, left). Therefore, choosing a more stress-reducing
scenario per participant is difficult. By including a heart
rate analysis, we showed a different measurement to the
questionnaire. The former analysis marginally supports the
questionnaire results, as a reduction in stress can also be
related to a higher acceptance.

This study shows that interactions can improve the accep-
tance of a robotic ultrasound scanning system. By choosing
the neck as the area of interest, this application tackles a
susceptible and critical structure of the human body. There-
fore, we believe that this study’s results can also be translated
to robotic ultrasound scanning of other anatomies. Further-
more, we believe that insights from this study can be used
to improve the acceptance of different robotic imaging sys-
tems in general. In the future, more extensive and diverse
user studies are necessary to evaluate the interaction effect
on different populations and analyze the effect of different
interaction and communication types.

Based on participants’ feedback, the robot trajectory also
influences the acceptance of the robotic system. In future
works, this aspect should therefore be analyzed. A more
human-mimicking robot motion could, for example, increase
acceptance.

This initial study was conducted with young volunteers
and showed promising results on the impact of interaction and
communication on acceptance. However, this cohort does not
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Fig.4 Comparison between the resting heart rate (HR() and the heart
rate during the procedure (HR). Right: Mean and standard deviation of
the heart rate difference to the resting state over all participants. Left:

resemble most actual patient cohorts in thyroid diagnostics.
In general, these patients are older and less used to mod-
ern technology. Future studies should therefore be performed
with patient groups to analyze the effect of interactions and
communication in more detail and in a more realistic envi-
ronment. Insights from these studies would then also help
to introduce more patient- and examination-specific inter-
actions. A bigger cohort size would also allow for different
ablation studies, for example, analyzing the effect of commu-
nication to no communication, the effect of different voices
or the effect of different verbal cues.

Lastly, this paper proposed an initial robot—patient inter-
action to increase acceptance in robotic imaging systems.
However, the results showed that the type and content of
interactions could be perceived differently. Therefore, future
interactions could be tailored to each specific patient. In that
case, previous interactions with robotic systems and other
factors can be used to define a patient- and examination-
specific interaction. Furthermore, different patient infor-
mation, such as name and age, could be extracted from
patient files to enable more realistic and pleasant communi-
cations. This additional information would allow researchers
to extend the current sequential workflow to a branched one
that allows for deviations in answers and interactions. So do
not be surprised, if the robotic sonographer asks you: Do
you feel better since we last met in October?’

Conclusion

The presented work analyzed the impact of robot—patient
interaction on acceptance in robotic ultrasound scanning.
A questionnaire was used to evaluate acceptance, and heart
rate monitoring was used for stress evaluation. Results show
that interactions before the examination can improve patient
acceptance. Communication is crucial in increasing accep-
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examples from individual participants, top row: the full interaction is
favorable, bottom row: both options are favorable

tance, and the robotic system is perceived as friendlier if
patient interactions are taken into account. The heart rate
analysis shows that interactions could reduce the patient’s
stress level. Learnings from this work can be used to adapt
other medical robotic systems requiring patient interaction
and pave the path toward patient- and examination-specific
interaction designs for these systems.

Supplementary Information  The online version contains supplemen-
tary material available at https://doi.org/10.1007/s11548-023-02948-
5.

Acknowledgements The authors would like to thank all volunteers for
participating in the study.

Funding Open Access funding enabled and organized by Projekt
DEAL.

Declarations

Conflict of interest The authors declare no conflict of interest.

Consent for participation Consent for participation and publication of
the anonymized data was taken from all participants. No ethical approval
was required for this user study.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing, adap-
tation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons licence, and indi-
cate if changes were made. The images or other third party material
in this article are included in the article’s Creative Commons licence,
unless indicated otherwise in a credit line to the material. If material
is not included in the article’s Creative Commons licence and your
intended use is not permitted by statutory regulation or exceeds the
permitted use, you will need to obtain permission directly from the copy-
right holder. To view a copy of this licence, visit http://creativecomm
ons.org/licenses/by/4.0/.


https://doi.org/10.1007/s11548-023-02948-5
https://doi.org/10.1007/s11548-023-02948-5
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

International Journal of Computer Assisted Radiology and Surgery (2023) 18:1261-1267

1267

References

10.

11.

12.

13.

15.

BenMessaoud C, Kharrazi H, MacDorman KF (2011) Facilitators
and barriers to adopting robotic-assisted surgery: contextualizing
the unified theory of acceptance and use of technology. PLoS ONE
6:1-11. https://doi.org/10.1371/journal.pone.0016395

Knoop H, Raczkowsky J, Wyslucha U, Fiegele T, Eggers G,
Worn H (2007) Integration of intraoperative imaging and surgical
robotics to increase their acceptance. Int J Comput Assist Radiol
Surg 1(5):243-251

McDermott H, Choudhury N, Lewin-Runacres M, Aemn I, Moss
E (2020) Gender differences in understanding and acceptance of
robot-assisted surgery. J Robot Surg 14(1):227-232

Sierra Marin SD, Gomez-Vargas D, Céspedes N, Miinera M,
Roberti F, Barria P, Ramamoorthy S, Becker M, Carelli R, Cifuentes
CA (2021) Expectations and perceptions of healthcare profes-
sionals for robot deployment in hospital environments during the
covid-19 pandemic. Front Robotics Al 8. https://doi.org/10.3389/
frobt.2021.612746

Vichitkraivin P, Naenna T (2021) Factors of healthcare robot adop-
tion by medical staff in thai government hospitals. Heal Technol
11(1):139-151

Attia M, Hossny M, Nahavandi S, Dalvand M, Asadi H (2018)
Towards trusted autonomous surgical robots. In: 2018 IEEE inter-
national conference on systems, man, and cybernetics (SMC), pp
40834088, https://doi.org/10.1109/SMC.2018.00692
Torrent-Sellens J, Jiminez-Zarco Al, Saigi-Rubié F (2021)
Do people trust in robot-assisted surgery? Evidence from
Europe. Int J Environ Res Public Health. https://doi.org/10.3390/
ijerph182312519

Hall AK, Backonja U, Painter I, Cakmak M, Sung M, Lau T,
Thompson HJ, Demiris G (2019) Acceptance and perceived use-
fulness of robots to assist with activities of daily living and
healthcare tasks. Assist Technol 31(3):133-140. https://doi.org/10.
1080/10400435.2017.1396565. (pMID: 29125804)

Broadbent E, Stafford R, MacDonald B (2009) Acceptance of
healthcare robots for the older population: review and future direc-
tions. Int J Soc Robot 1(4):319-330

Wu YH, Wrobel J, Cornuet M, Kerhervé H, Damnée S, Rigaud AS
(2014) Acceptance of an assistive robot in older adults: a mixed-
method study of human-robot interaction over a 1-month period in
the living lab setting. Clin Interv Aging 9:801

Koceski S, Koceska N (2016) Evaluation of an assistive telepres-
ence robot for elderly healthcare. J Med Syst 40(5):1-7
Bodenhagen L, Fischer K, Weigelin HM (2017) The influence
of transparency and adaptability on trust in human-robot medical
interactions. In: 2nd workshop on behavior adaptation, interaction
and learning for assistive robotics

Fischer K, Weigelin HM, Bodenhagen L (2018) Increasing trust
in human-robot medical interactions: effects of transparency and
adaptability. Paladyn J Behav Robot 9(1):95-109. https://doi.org/
10.1515/pjbr-2018-0007

Weigelin BC, Mathiesen M, Nielsen C, Fischer K, Nielsen J (2018)
Trust in medical human-robot interactions based on kinesthetic
guidance. In: 2018 27th IEEE international symposium on robot
and human interactive communication (RO-MAN), pp 901-908,
https://doi.org/10.1109/ROMAN.2018.8525677

Li K, Xu Y, Meng MQH (2021) An overview of systems and tech-
niques for autonomous robotic ultrasound acquisitions. IEEE Trans
Med Robot Bionics 3(2):510-524

Virga S, Zettinig O, Esposito M, Pfister K, Frisch B, Neff T, Navab
N, Hennersperger C (2016) Automatic force-compliant robotic
ultrasound screening of abdominal aortic aneurysms. In: 2016
IEEE/RSJ international conference on intelligent robots and sys-
tems (IROS), IEEE, pp 508-513

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

Jiang Z, Zhou Y, Bi Y, Zhou M, Wendler T, Navab N (2021)
Deformation-aware robotic 3d ultrasound. IEEE Robot Autom Lett
6:7675-7682

Sutedjo V, Tirindelli M, Eilers C, Simson W, Busam B, Navab N
(2022) Acoustic shadowing aware robotic ultrasound: lighting up
the dark. IEEE Robot Autom Lett 7(2):1808-1815. https://doi.org/
10.1109/LRA.2022.3141451

Zielke J, Eilers C, Busam B, Weber W, Navab N, Wendler T (2022)
Rsv: robotic sonography for thyroid volumetry. IEEE Robot Autom
Lett 7(2):3342-3348. https://doi.org/10.1109/LRA.2022.3146542
Bi Y, Jiang Z, Gao Y, Wendler T, Karlas A, Navab N (2022)
Vesnet-rl: simulation-based reinforcement learning for real-world
us probe navigation. IEEE Robot Autom Lett 7:1-1. https://doi.
org/10.1109/LRA.2022.3176112

Esposito M, Busam B, Hennersperger C, Rackerseder J, Lu A,
Navab N, Frisch B (2015) Cooperative robotic gamma imaging:
enhancing us-guided needle biopsy. In: International conference
on medical image computing and computer-assisted intervention,
Springer, pp 611-618

Hennersperger C, Fuerst B, Virga S, Zettinig O, Frisch B, Neff
T, Navab N (2016) Towards mri-based autonomous robotic us
acquisitions: a first feasibility study. IEEE Trans Med Imaging
36(2):538-548

Zettinig O, Shah A, Hennersperger C, Eiber M, Kroll C, Kiibler
H, Maurer T, Milletari F, Rackerseder J, Schultezu Berge C et al
(2015) Multimodal image-guided prostate fusion biopsy based on
automatic deformable registration. Int J Comput Assist Radiol Surg
10(12):1997-2007

Esposito M, Busam B, Hennersperger C, Rackerseder J, Navab N,
Frisch B (2016) Multimodal us-gamma imaging using collabora-
tive robotics for cancer staging biopsies. Int ] Comput Assist Radiol
Surg 11(9):1561-1571

Busam B, Esposito M, Che’Rose S, Navab N, Frisch B (2015) A
stereo vision approach for cooperative robotic movement therapy.
In: Proceedings of the IEEE international conference on computer
vision workshops, pp 127-135

Cao Z, Hidalgo Martinez G, Simon T, Wei S, Sheikh YA (2019)
Openpose: realtime multi-person 2d pose estimation using part
affinity fields. IEEE Trans Pattern Anal Mach Intell 43(1):172-86
Simon T, Joo H, Matthews I, Sheikh Y (2017) Hand keypoint detec-
tion in single images using multiview bootstrapping. In: CVPR
Hennersperger C, Fuerst B, Virga S, Zettinig O, Frisch B, Neff
T, Navab N (2017) Towards mri-based autonomous robotic us
acquisitions: a first feasibility study. IEEE Trans Med Imaging
36(2):538-548

Schaefer K (2016) Measuring Trust in Human Robot Interactions:
Development of the “Trust Perception Scale-HRI”, pp 191-218.
https://doi.org/10.1007/978-1-4899-7668-0_10

Publisher’s Note Springer Nature remains neutral with regard to juris-
dictional claims in published maps and institutional affiliations.

@ Springer


https://doi.org/10.1371/journal.pone.0016395
https://doi.org/10.3389/frobt.2021.612746
https://doi.org/10.3389/frobt.2021.612746
https://doi.org/10.1109/SMC.2018.00692
https://doi.org/10.3390/ijerph182312519
https://doi.org/10.3390/ijerph182312519
https://doi.org/10.1080/10400435.2017.1396565
https://doi.org/10.1080/10400435.2017.1396565
https://doi.org/10.1515/pjbr-2018-0007
https://doi.org/10.1515/pjbr-2018-0007
https://doi.org/10.1109/ROMAN.2018.8525677
https://doi.org/10.1109/LRA.2022.3141451
https://doi.org/10.1109/LRA.2022.3141451
https://doi.org/10.1109/LRA.2022.3146542
https://doi.org/10.1109/LRA.2022.3176112
https://doi.org/10.1109/LRA.2022.3176112
https://doi.org/10.1007/978-1-4899-7668-0_10

	On the importance of patient acceptance for medical robotic imaging
	Abstract
	Introduction
	Methods
	Experiments and results
	Setup
	Evaluation
	Results

	Discussion
	Conclusion
	Acknowledgements
	References




