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Abstract

We study the loss landscape of training problems for deep artificial neural networks
with a one-dimensional real output whose activation functions contain an affine seg-
ment and whose hidden layers have width at least two. It is shown that such problems
possess a continuum of spurious (i.e., not globally optimal) local minima for all tar-
get functions that are not affine. In contrast to previous works, our analysis covers all
sampling and parameterization regimes, general differentiable loss functions, arbitrary
continuous nonpolynomial activation functions, and both the finite- and infinite-
dimensional setting. It is further shown that the appearance of the spurious local
minima in the considered training problems is a direct consequence of the universal
approximation theorem and that the underlying mechanisms also cause, e.g., L?-best
approximation problems to be ill-posed in the sense of Hadamard for all networks that
do not have a dense image. The latter result also holds without the assumption of local
affine linearity and without any conditions on the hidden layers.
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1 Introduction

Due to its importance for the understanding of the behavior, performance, and lim-
itations of machine learning algorithms, the study of the loss landscape of training
problems for artificial neural networks has received considerable attention in the last
years. Compare, for instance, with the early works [4, 7, 56] on this topic, with the
contributions on stationary points and plateau phenomena in [1, 10, 15, 18, 52], with
the results on suboptimal local minima and valleys in [3, 11, 20, 25, 37, 41, 49, 54],
and with the overview articles [6, 46, 47]. For fully connected feedforward neural
networks involving activation functions with an affine segment, much of the research
on landscape properties was initially motivated by the observation of Kawaguchi [30]
that networks with linear activation functions give rise to learning problems that do
not possess spurious (i.e., not globally optimal) local minima and thus behave—at
least as far as the notion of local optimality is concerned—Iike convex problems. For
related work on this topic and generalizations of the results of [30], see also [21, 31,
45, 54, 55]. Based on the findings of [30], it was conjectured that “nice” landscape
properties or even the complete absence of spurious local minima can also be estab-
lished for nonlinear activation functions in many situations and that this behavior is
one of the main reasons for the performance that machine learning algorithms achieve
in practice, cf. [21, 45, 53]. It was quickly realized, however, that, in the nonlinear
case, the situation is more complicated and that examples of training problems with
spurious local minima can readily be constructed even when only “mild” nonlineari-
ties are present or the activation functions are piecewise affine. Data sets illustrating
this for certain activation functions can be found, for example, in [43, 48, 54]. On the
analytical level, one of the first general negative results on the landscape properties
of training problems for neural networks was proven by Yun et al. in [54, Theorem
1]. They showed that spurious local minima are indeed always present when a finite-
dimensional squared loss training problem for a one-hidden-layer neural network with
a one-dimensional real output, a hidden layer of width at least two, and a leaky ReLU-
type activation function is considered and the training data cannot be precisely fit with
an affine function. This existence result was later also generalized in [25, Theorem
1] and [34, Theorem 1] to finite-dimensional training problems with arbitrary loss for
deep networks with piecewise affine activation functions, in [20, Corollary 1] to finite-
dimensional squared loss problems for deep networks with locally affine activations
under the assumption of realizability, and in [11, Corollary 47] to finite-dimensional
squared loss problems for deep networks involving many commonly used activation
functions. For contributions on spurious minima in the absence of local affine linearity,
see [11, 20, 41, 48, 54].

The purpose of the present paper is to prove that the results of [54] on the existence
of spurious local minima in training problems for neural networks with piecewise
affine activation functions are also true in a far more general setting and that the
various assumptions on the activations, the loss function, the network architecture,
and the realizability of the data in [11, 20, 25, 54] can be significantly relaxed. More
precisely, we show that [54, Theorem 1] can be straightforwardly extended to networks
of arbitrary depth, to arbitrary continuous nonpolynomial activation functions with an
affine segment, to all (sensible) loss functions, and to infinite dimensions. We moreover
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establish that there is a whole continuum of spurious local minima in the situation of
[54, Theorem 1] whose Hausdorff dimension can be estimated from below. For the
main results of our analysis, we refer the reader to Theorems 3.1 and 3.2. Note that
these theorems in particular imply that the observations made in [25, 34, 54] are not
a consequence of the piecewise affine linearity of the activation functions considered
in these papers but of general effects that apply to all nonpolynomial continuous
activation functions with an affine segment (SQNL, PLU, ReLU, leaky/parametric
ReLU, ISRLU, ELU, etc.), that network training without spurious local minima is
impossible (except for the pathological situation of affine linear training data) when
the simple affine structure of [30] is kept locally but a global nonlinearity is introduced
to enhance the approximation capabilities of the network, and that there always exist
choices of hyperparameters such that gradient-based solution algorithms terminate
with a suboptimal point when applied to training problems of the considered type.

We would like to point out that establishing the existence of local minima in training
problems for neural networks whose activation functions possess an affine segment is
not the main difficulty in the context of Theorems 3.1 and 3.2. To see that such minima
are present, it suffices to exploit that neural networks with locally affine activations
can emulate linear neural networks, see Lemmas 4.4 and 4.5, and this construction has
already been used in various papers on the landscape properties of training problems,
e.g., [11, 20, 24, 25, 54]. What is typically considered difficult in the literature is
proving that the local minima obtained from the affine linear segments of the activa-
tion functions are indeed always spurious—independently of the precise form of the
activations, the loss function, the training data, and the network architecture. Com-
pare, for instance, with the comments in [54, Section 2.2], [11, Section 2.1], and [25,
Section 3.3] on this topic. In existing works on the loss surface of neural networks, the
problem of rigorously proving the spuriousness of local minima is usually addressed
by manually constructing network parameters that yield smaller values of the loss func-
tion, cf. the proofs of [54, Theorem 1], [34, Theorem 1], and [25, Theorem 1]. Such
constructions “by hand” are naturally only possible when simple activation functions
and network architectures are considered and not suitable to obtain general results.
One of the main points that we would like to communicate with this paper is that the
spuriousness of the local minima in [54, Theorem 1], [25, Theorem 1], [11, Corol-
lary 47], [34, Theorem 1], and [20, Corollary 1] and also our more general Theorems
3.1 and 3.2 is, in fact, a straightforward consequence of the universal approximation
theorem in the arbitrary width formulation as proven by Cybenko, Hornik, and Pinkus
in [17, 26, 42], or, more precisely, the fact that the universal approximation theorem
implies that the image of a neural network with a fixed architecture does not possess
any supporting half-spaces in function space; see Theorem 4.2. By exploiting this
observation, we can easily overcome the assumption of [25, 34, 54] that the activation
functions are piecewise affine linear, the restriction to the one-hidden-layer case in
[54], the restriction to the squared loss function in [11, 20, 54], and the assumption
of realizability in [20] and are moreover able to extend the results of these papers to
infinite dimensions.

Due to their connection to the universal approximation theorem, the proofs of
Theorems 3.1 and 3.2 also highlight the direct relationship that exists between the
approximation capabilities of neural networks and the optimization landscape and
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well-posedness properties of the training problems that have to be solved in order
to determine a neural network best approximation. For further results on this topic,
we refer to [14] and [42, Section 6], where it is discussed that every approximation
instrument that asymptotically achieves a certain rate of convergence for the approx-
imation error in terms of its number of degrees of freedom necessarily gives rise to
numerical algorithms that are unstable. In a spirit similar to that of [14], we show
in Sect. 5 that the nonexistence of supporting half-spaces exploited in the proofs of
Theorems 3.1 and 3.2 also immediately implies that best approximation problems for
neural networks posed in strictly convex Banach spaces with strictly convex duals
are always ill-posed in the sense of Hadamard when the considered network does not
have a dense image. Note that this result holds regardless of whether the activation
functions possess an affine segment or not and without any assumptions on the widths
of the hidden layers. We remark that, for one-hidden-layer networks, the corollaries
in Sect. 5 have essentially already been proven in [28, 29], see also [40]. Our analysis
extends the considerations of [28, 29] to arbitrary depths.

We conclude this introduction with an overview of the content and the structure of
the remainder of the paper:

Section 2 is concerned with preliminaries. Here, we introduce the notation, the
functional analytic setting, and the standing assumptions that we use in this work. In
Sect. 3, we present our main results on the existence of spurious local minima, see
Theorems 3.1 and 3.2. This section also discusses the scope and possible extensions
of our analysis and demonstrates that Theorems 3.1 and 3.2 cover the squared loss
problem studied in [54, Theorem 1] as a special case. Section4 contains the proofs of
Theorems 3.1 and 3.2. In this section, we establish that the universal approximation
theorem indeed implies that the image of a neural network in function space does not
possess any supporting half-spaces and show that this property allows us to prove the
spuriousness of local minima in a natural way. In Sect. 5, we discuss further implica-
tions of the geometric properties of the images of neural networks exploited in Sect. 4.
This section contains the already mentioned results on the Hadamard ill-posedness of
neural network best approximation problems posed in strictly convex Banach spaces
with strictly convex duals. Note that tangible examples of such spaces are L?-spaces
with 1 < p < 00, see Corollary 5.3. The paper concludes with additional comments
on the results derived in Sects. 3, 4 and 5 and remarks on open problems.

2 Notation, Preliminaries, and Basic Assumptions

Throughout this work, K € R, d € N, denotes a nonempty compact subset of the
Euclidean space R?. We endow K with the subspace topology tx induced by the
standard topology on (R<, | - |), where | - | denotes the Euclidean norm, and denote the
associated Borel sigma-algebra on K with B(K). The space of continuous functions
v: K — R equipped with the maximum norm |[v]c(k) := max{|v(x)|: x € K} is
denoted by C (K). As usual, we identify the topological dual space C (K)* of (C(K), ||-
llc(x)) with the space M(K) of signed Radon measures on (K, B(K)) endowed
with the total variation norm || - || A¢(x), see [23, Corollary 7.18]. The corresponding
dual pairing is denoted by (-, -)c(x): M(K) x C(K) — R. For the closed cone of
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nonnegative measures in M (K), we use the notation M, (K). The standard, real
Lebesgue spaces associated with a measure space (K, B(K), u), u € M4 (K), are
denoted byL (K),1 < p < o0, and equipped with the usual norms || - || L0 (K)» See [5,
Section 5.5]. For the open ball of radius » > 0 in a normed space (Z, || - ||z) centered
at a point z € Z, we use the symbol BZ(z), and for the topological closure of a set
E C Z, the symbol clz(E).

The neural networks that we study in this paper are standard fully connected feed-
forward neural networks with a d-dimensional real input and a one-dimensional real
output (with d being the dimension of the Euclidean space R? O K). We denote the
number of hidden layers of a network with L € N and the widths of the hidden layers
withw; € N,i =1, ..., L. For the ease of notation, we also introduce the definitions
wo := d and wyy1 := 1 for the in- and output layer. The weights and biases are
denoted by A; € R¥i*¥i-t and b; € R%i,i =1, ..., L+ 1, respectively, and the acti-
vation functions of the layersby o;: R — R,i =1, ..., L. Here and in what follows,
all vectors of real numbers are considered as column vectors. We will always assume
that the functions o; are continuous, i.e., o; € C (R) foralli =1,..., L. To describe
the action of the network layers, we define (pA’ L RWi-1  RWi i =1,...,L+1,
to be the functions

Aibi . Arirb
97 (@2) =01 (Aiz+bi), Yi=1,..., L, ¢ 7" (2) = Apyiz+ b,

with o; acting componentwise on the entries of A;z +b; € R™. Overall, this notation
allows us to denote a feedforward neural network in the following way:

Y, ): R S R, Y, x) = (wff;l"”“l o opit b') x). @1

Here, we have introduced the variable o := {(A;, b; )}L+l as an abbreviation for the
collection of all network parameters and the symbol “o” to denote a composition. For
the set of all possible «, i.e., the parameter space of a network, we write

D= Hoc_{(Al,b)}LH A; € RWXUi-l b c RYi | Vi =1,...,L+1}.

We equip the parameter space D with the Euclidean norm | - | of the space R™,
m:=wp+1(wr+1)+---4+wi(wo+1), that D can be transformed into by rearranging
the entries of «. Note that this implies that m = dim(D) holds, where dim(-) denotes
the dimension of a vector space in the sense of linear algebra. Due to the continuity of
the activation functions o;, the map ¥ : D x R¢ — R in (2.1) gives rise to an operator
from D into the space C(K). We denote this operator by W, i.e.,

V:D— C(K), VY():=v(a,-): K—>R. 2.2)

Using the function W, we can formulate the training problems that we are interested
in as follows:
Minimize LV (), yr) wrt. o € D. P)
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Here, £: C(K) x C(K) — R denotes the loss function and yr € C(K) the target
function. We call £ Géteaux differentiable in its first argument at (v, y7) € C(K) X
C(K) if the limit

LW +sh,yr) — L, y7) .

N

R

01 L(v, yr; h) ;== lim
s—0+F

existsforall h € C(K) andifthemap 0, L(v, yr; -): C(K) — R,h — 01 L(v, yr; h),
is linear and continuous, i.e., an element of the topological dual space of C(K). In this
case, 01 L(v, yr) := 31 L(v, yr; -) € M(K) is called the partial Gateaux derivative of
L at (v, yr) w.r.t. the first argument, cf. [8, Section 2.2.1]. As usual, a local minimum
of (P) is a point @ € D that satisfies

LY (), yr) > L(¥(@), yr), Ya € BP(a),

for some r > 0. If » can be chosen as +oo, then we call @ a global minimum of (P).
For a local minimum that is not a global minimum, we use the term spurious local
minimum. We would like to point out that we will not discuss the existence of global
minima of (P) in this paper. In fact, it is easy to construct examples in which (P) does
not admit any global solutions, cf. [40]. We will focus entirely on the existence of
spurious local minima that may prevent optimization algorithms from producing a
minimizing sequence for (P), i.e., a sequence {ay}7>; C D satisfying

lim L(W(a), yr) = inf L(¥ (@), yr).
k— 00 aeD

For later use, we recall that the Hausdorff dimension dimy/(E) of aset E C R™ is
defined by

dimy,(E) = inf {s € [0, 00) | Hs(E) = 0},

where H; (E) denotes the s-dimensional Hausdorff outer measure

Hy(E) := lim (inf {Z diam(E))*

e—07t =

EC U E;, diam(E)) < e}) . 23)

=1

Here, diam(-) denotes the diameter of a set and the infimum on the right-hand side of
(2.3) is taken over the set of covers { £}7° s see [19, Sections 3.5, 3.5.1c]. Note that the
Hausdorff dimension of a subspace is identical to the “usual” dimension of the subspace
in the sense of linear algebra. In particular, we have dim(D) = dimy/ (D) = m.

3 Main Results on the Existence of Spurious Local Minima

With the notation in place, we are in the position to formulate our main results on the
existence of spurious local minima in training problems for neural networks whose
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activation functions possess an affine segment. To be precise, we state our main obser-
vation in the form of two theorems—one for activation functions with a nonconstant
affine segment and one for activation functions with a constant segment.

Theorem 3.1 (Case I: activation functions with a nonconstant affine segment) Let
K C RY, d € N, be a nonempty compact set and let : D x RY — R be a neural
network with depth L € N, widths w; € N, i =0, ..., L + 1, and nonpolynomial

continuous activation functions o;: R — R, i = 1,..., L, as in (2.1). Assume that:
(1) w; > 2 holds foralli =1,..., L.
(ii) oy is affine and nonconstant on an open interval I; # W foralli =1, ..., L.

(i) yr € C(K) is nonaffine, i.e., Aa,c) e R x R: yr(x) = a'x+c¢, Vx € K.
@iv) L: C(K) x C(K) — R is Gateaux differentiable in its first argument with a

nonzero partial derivative at all points (v, yr) € C(K) x C(K) with v # yr.
(v) L and yr are such that there exists a global solution (a, ¢) of the problem

Minimize L(z4.c, yr) Wt (a,c) € RY xR st Za,c(x) = a'x+c.

Then there exists a set E C D of Hausdorff dimension dimy(E) > m —d — 1 such
that all elements of E are spurious local minima of the training problem

Minimize L(¥V(a), yr) w.rt. a € D P)
and such that it holds
LW(a),yr) = min  L(Zgc, yr), Ya € E.
(a,c)eRd xR

Theorem 3.2 (Case II: activation functions with a constant segment) Suppose that
K c R4, d € N, is a nonempty compact set and let : D x R — R be a neural
network with depth L € N, widths w; € N,i =0, ..., L + 1, and nonpolynomial
continuous activation functions o;: R — R, i =1, ..., L, as in (2.1). Assume that:
(i) oj is constant on an open interval 1; # () for some j € {1,...,L}.

(i1) yr € C(K) is nonconstant, i.e., #c e R: yr(x) =c¢, Vx € K.

(iii) £: C(K) x C(K) — R is Gateaux differentiable in its first argument with a

nonzero partial derivative at all points (v, yr) € C(K) x C(K) with v # yr.
(iv) L and yt are such that there exists a global solution ¢ of the problem

Minimize L(zc,yr) wrt. c € R st z.(x) =c.

Then there exists a set E C D of Hausdorff dimension dimy (E) > m — 1 such that
all elements of E are spurious local minima of the training problem

Minimize LV (a), yr) w.rt o € D (P)
and such that it holds

LWV (), yr) = miﬂrg L(z¢, yr), Yo € E.
ce
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The proofs of Theorems 3.1 and 3.2 rely on geometric properties of the image W (D)
of the function ¥ : D — C(K) in (2.2) and are carried out in Sect. 4, see Theorem 4.2
and Lemmas 4.4 to 4.7. Before we discuss them in detail, we give some remarks on
the applicability and scope of Theorems 3.1 and 3.2.

First of all, we would like to point out that—as far as continuous activation functions
with an affine segment are concerned—the assumptions on the maps o; in Theorems
3.1 and 3.2 are optimal. The only continuous o; that are locally affine and not covered
by Theorems 3.1 and 3.2 are globally affine functions and for those it has been proven
in [30] that spurious local minima do not exist so that relaxing the assumptions on
o; in Theorems 3.1 and 3.2 in this direction is provably impossible. Compare also
with [21, 31, 45, 54, 55] in this context. Note that Theorem 3.1 covers in particular
neural networks that involve an arbitrary mixture of PLU-, ISRLU-, ELU-, ReLU-,
and leaky/parametric ReLU-activations and that Theorem 3.2 applies, for instance, to
neural networks with a ReLU- or an SQNL-layer; see [38] and [11, Corollary 40] for
the definitions of these functions. Because of this, the assertions of Theorems 3.1 and
3.2 hold in many situations arising in practice.

Second, we remark that Theorems 3.1 and 3.2 can be rather easily extended to neural
networks with a vectorial output. For such networks, the assumptions on the widths
w; in point (i) of Theorem 3.1 have to be adapted depending on the in- and output
dimension, but the basic ideas of the proofs remain the same, cf. the analysis of [25]
and the proof of [11, Corollary 47]. In particular, the arguments that we use in Sect. 4
to establish that the local minima in E are indeed spurious carry over immediately.
Similarly, it is also possible to extend the ideas presented in this paper to residual
neural networks. To do so, one can exploit that networks with skip connections can
emulate classical multilayer perceptron architectures of the type (2.1) on the training
set K by saturation, cf. [11, proof of Corollary 52], and that skip connections do not
impair the ability of a network with locally affine activation functions to emulate an
affine linear mapping, cf. the proofs of Lemmas 4.4 and 4.5. We omit discussing these
generalizations in detail here to simplify the presentation.

Regarding the assumptions on £, it should be noted that the conditions in points (iv)
and (v) of Theorem 3.1 and points (iii) and (iv) of Theorem 3.2 are not very restrictive.
The assumption that the partial Gateaux derivative d; L(v, yr) is nonzero for v # yr
simply expresses that the map L£(-, yr): C(K) — R should not have any stationary
points away from yr. This is a reasonable thing to assume since the purpose of the loss
function is to measure the deviation from y7 so that stationary points away from yr are
not sensible. In particular, this assumption is automatically satisfied if £ has the form
L, yr) = F(v — yr) with a convex function F: C(K) — [0, co) that is Gateaux
differentiable in C' (K )\ {0} and satisfies ' (v) = Oiff v = 0. Similarly, the assumptions
on the existence of the minimizers (a, ¢) and ¢ in Theorems 3.1 and 3.2 simply express
that there should exist an affine linear/constant best approximation for yr w.r.t. the
notion of approximation quality encoded in £. This condition is, for instance, satisfied
when restrictions of the map L(-, y7): C(K) — R to finite-dimensional subspaces
of C(K) are radially unbounded and lower semicontinuous. A prototypical class of
functions L that satisfy all of the above conditions are tracking-type functionals in
reflexive Lebesgue spaces as the following lemma shows.
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Lemma3.3 Let K C RY be nonempty and compact, let i € M. (K) be a measure
whose support is equal to K, and let 1 < p < 0o be given. Define

L£:C(K) x C(K) = [0,00), L(v,yr) :=/ lv — yr|Pdp. 3.1)
K

Then the function L satisfies the assumptions (iv) and (v) of Theorem 3.1 and the
assumptions (iii) and (iv) of Theorem 3.2 for all yr € C(K).

Proof From the dominated convergence theorem [5, Theorem 3.3.2], it follows that
L: C(K) x C(K) — [0, o0) is Gateaux differentiable everywhere with

(01L(v, y1). 2 (k) = / psgn( — yp)lv — yr|P"'zdpu, Vv, yr.z € C(K).
K
3.2)
Since C(K) is dense in LZ(K) for all 1 < g < oo by [23, Proposition 7.9], (3.2)
yields

WL, yr) =0e M(K) <= f plv—yr|P~'du = 0. (3.3)
K

Due to the continuity of the function |[v — y7|”~! and since the assumptions on p
imply that ©(O) > 0 holds for all O € tg\{?}, the right-hand side of (3.3) can
only be true if v — y7 is the zero function in C(K), i.e., if v = y7. This shows that £
indeed satisfies condition (iv) in Theorem 3.1 and condition (iii) in Theorem 3.2 for all
yr € C(K).Tosee that £ also satisfies assumption (v) of Theorem 3.1 and assumption
(iv) of Theorem 3.2, it suffices to note that || - ||L£(K) defines a norm on C(K) due to
the assumptions on p. This implies that restrictions of the map L(-, yr): C(K) — R
to finite-dimensional subspaces of C(K) are continuous and radially unbounded for
all arbitrary but fixed yr € C(K) and that the theorem of Weierstrass can be used to
establish the existence of the minimizers (a, ¢) and ¢ in points (v) and (iv) of Theorems
3.1 and 3.2, respectively. O

Note that, in the case u = %ZZZI Sy K = {x1,...,x,) C RY deN,neN,
i.e., in the situation where p is the normalized sum of n Dirac measures supported at
points xx € Rik=1,....,n,a problem (P) with a loss function of the form (3.1) can
be recast as

I
Minimize —E [V (o, x) — yr (xp)|P wart. a € D. (3.4)
n
k=1

In particular, for p = 2, one recovers a classical squared loss problem with a finite
number of data samples. This shows that our results indeed extend [54, Theorem 1],
where the assertion of Theorem 3.1 was proven for finite-dimensional squared loss
training problems for one-hidden-layer neural networks with activation functions of
parameterized ReLU-type. Compare also with [11, 20, 25, 34] in this context. Another
natural choice for i in (3.1) is the restriction of the Lebesgue measure to the Borel
sigma-algebra of the closure K of a nonempty bounded open set  C R<. For this
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choice, (P) becomes a standard L?-tracking-type problem as often considered in the
field of optimal control, cf. [12] and the references therein. A further interesting exam-
pleisthe case K = clpa ({xk},fi pand p = Z,fil ¢k 8y, involving a bounded sequence
of points {x;}72, C R? and weights {er)f2, C (0, 00) with Y72 | cx < oco. Such
a measure p gives rise to a training problem in an intermediate regime between the
finite and continuous sampling case.

We remark that, for problems of the type (3.4) with p = 2, it can be shown that
the spurious local minima in Theorems 3.1 and 3.2 can be arbitrarily bad in the sense
that they may yield loss values that are arbitrarily far away from the optimal one
and may give rise to realization vectors {v/(a, x;)};_, that are arbitrarily far away in
relative and absolute terms from every optimal realization vector of the network. For a
precise statement of these results for finite-dimensional squared loss problems and the
definitions of the related concepts, we refer the reader to [11, Corollary 47, Definition
3, and Estimates (39), (40)]. Similarly, it can also be proven that the appearance of
spurious local minima in problems of the type (3.4) can, in general, not be avoided by
adding aregularization term to the loss function that penalizes the size of the parameters
in o, see [11, Corollary 51]. We remark that the proofs used to establish these results
in [11] all make use of compactness arguments and homogeneity properties of £
and thus do not carry over to the general infinite-dimensional setting considered in
Theorems 3.1 and 3.2, cf. the derivation of [11, Lemma 10].

As a final remark, we would like to point out that, in the degenerate case n = 1, the
training problem (3.4) does not possess any spurious local minima (as one may easily
check by varying the bias b 41 on the last layer of y). This effect does not contradict
our results since, for n = 1, the set K is a singleton, every yr € C(K) = R can be
precisely fit with a constant function, and condition (iii) in Theorem 3.1 and condition
(ii) in Theorem 3.2 are always violated. Note that this highlights that the assumptions
of Theorems 3.1 and 3.2 are sharp.

4 Nonexistence of Supporting Half-Spaces and Proofs of Main Results

In this section, we prove Theorems 3.1 and 3.2. The point of departure for our analysis
is the following theorem of Pinkus.

Theorem 4.1 [42, Theorem 3.1] Let d € N. Let 0: R — R be a nonpolynomial
continuous function. Consider the linear hull

V := span {xl—)o(aTx+c) |a eRd,ceR} C C(RY). 4.1)

Then the set V is dense in C(R?) in the topology of uniform convergence on compacta.

Note that, as V contains precisely those functions that can be represented by one-
hidden-layer neural networks of the type (2.1) with oy = o, the last theorem is
nothing else than the universal approximation theorem in the arbitrary width case, cf.
[17, 26]. In other words, Theorem 4.1 simply expresses that, for every nonpolynomial
o € C(R), every nonempty compact set K C R?, every yr € C(K), and every
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& > 0, there exists a width w; € N such that a neural network 1 with the architecture
in(2.1),depth L = 1, width w; > w1, and activation function o is able to approximate
yr in (C(K), || - lc(k)) up to the error &. In what follows, we will not explore what
Theorem 4.1 implies for the approximation capabilities of neural networks when the
widths go to infinity but rather which consequences the density of the space V in (4.1)
has for a given neural network with a fixed architecture. More precisely, we will use
Theorem 4.1 to prove that the image W (D) C C(K) of the function ¥: D — C(K)
in (2.2) does not admit any supporting half-spaces when a neural network ¥ with
nonpolynomial continuous activations o; and arbitrary fixed dimensions L, w; € Nis
considered.

Theorem 4.2 (Nonexistence of supporting half-spaces) Let K € R, d € N, be a
nonempty compact set and let ¥: D x RY — R be a neural network with depth
L e N, widths w; € N,i =0,..., L+ 1, and continuous nonpolynomial activation
functions 0;: R — R, i = 1,..., L, as in (2.1). Denote with V: D — C(K) the
function in (2.2). Then a measure u € M(K) and a constant ¢ € R satisfy

(ms 2y < ¢, Yz eWw(D), “4.2)

if and only if © = 0 and ¢ > 0.

Proof The implication “<=" is trivial. To prove “=", we assume that ¢ € R and
uw € M(K) satisfying (4.2) are given. From the definition of W, we obtain that
BY(x) € ¥(D)holds forall 8 € Rand all ¢ € D. If we exploit this property in (4.2),
then we obtain that ¢ and p have to satisfy ¢ > 0 and

(. 2) ey =0, ¥z e W(D). 4.3)

It remains to prove that p vanishes. To this end, we first reduce the situation to the
case w; = --- = wy = 1. Consider a parameter @ € D whose weights and biases
have the form

T - ,
L= ( a; ) A= <az 01><(wi1—1)> . i=2,...,L+1,
O(wlfl)xd O(wi—l)xwi—l

o Ci s
b; = (Owil)’ i=1,...,L+1,

for some arbitrary but fixed a; € Rd, a € Ri=2,...,L+1,and ¢; € R,
i=1,...,L+1,where0,x, € RP*% and 0, € R” denote the zero matrix and zero
vector in RP*7 and R?, p, g € N, respectively, with the convention that these zero
entries are ignored in the case p = 0 or ¢ = 0. For such a parameter &, we obtain
from (2.1) that

2

(4.4)

Y@, x) = (075 o001 (x), Vx e RY,
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holds with the functions ;"' : RY — R, 6“1 R — R,i =2,..., L+ 1, given by

071 (2) = o (an + cl) @) =i (@izt ), Vi=2,... L,
Giiﬁ"‘“' (z2) :=ary1z+crya.

In combination with (4.3) and the definition of W, this yields that

O 0007y = [ (O 6 0071) () d) = 0

4.5)
holds forall a;, c;,i =1, ..., L+ 1. Next, we use Theorem 4.1 to reduce the number
of layers in (4.5). Suppose that L > 1 holds and let a;, ¢;, i € {1,..., L + 1}\{L},

be arbitrary but fixed parameters. From the compactness of K and the continuity of
the function K 5 x > (077" 0---06""") (x) € R, we obtain that the image
F = (GZL:I“CL_] 0---0 Of"”) (K) C Riscompact, and from Theorem 4.1, it follows
that there exist numbers n; € N and By, vk, Ak € R,k =1,...,n1,1 € N, such

that the sequence of continuous functions
ny
g: F >R, 2> Y Maor(Briz + vea),
k=1

converges uniformly on F to the identity map for [ — oo. Since (4.5) holds for all
choices of parameters, we further know that

1
/ apihiior (Bea (0757 o0 077 (x) + i) + n—chldM(X) =0
K

holds for all k = 1, ..., n; and all [ € N. Due to the linearity of the integral, we can
add all of the above equations to obtain that

[ il o o0 ] +evvidut) =0, Ve,
K

holds and, after passing to the limit / — oo by means of the dominated convergence
theorem, that

/ ar1 (077" o 001) (1) 4+ cp1dp(x) = 0.
K

Since aj, ci, i € {1,..., L 4+ 1}\{L}, were arbitrary, this is precisely (4.5) with the
L-th layer removed. By proceeding iteratively along the above lines, it follows that 1
satisfies

/ ar+101(af x +c1) +cpp1dp(x) =0
K
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for all ap+1,cr+1,¢c1 € Rand all a; € R4, Again by the density in (4.1) and the
linearity of the integral, this identity can only be true if (i, z)c(x) = 0 holds for all
z € C(K). Thus, u = 0 and the proof is complete. O

Remark 4.3 e Theorem 4.2 is, in fact, equivalent to Theorem 4.1. Indeed, the impli-
cation “Theorem 4.1 = Theorem 4.2” has been proven above. To see that
Theorem 4.2 implies Theorem 4.1, one can argue by contradiction. If the space V
in (4.1) is not dense in C (R?) in the topology of uniform convergence on compacta,
then there exist a nonempty compact set K C R¢ and a nonzero i € M(K) such
that (u, v)C(K) = 0 holds for all v € V, cf. the proof of [42, Proposition 3.10].
Since Theorem 4.2 applies to networks with L = 1 and w; = 1, the variational
identity (i, v) (k) = Oforall v € V can only be true if © = 0. Hence, one arrives
at a contradiction and the density in Theorem 4.1 follows. Compare also with the
classical proofs of the universal approximation theorem in [17] and [26] in this
context which prove results similar to Theorem 4.2 as an intermediate step. In
combination with the comments after Theorem 4.1, this shows that the arguments
that we use in the following to establish the existence of spurious local minima
in training problems of the form (P) are indeed closely related to the universal
approximation property.

e Itis easy to check that the nonexistence of supporting half-spaces in Theorem 4.2
implies that, for every finite training set K = {xy, ..., x,} and every network
with associated function ¥: D — C(K) = R” satisfying the assumptions of
Theorem 4.2, we have

sup inf |y—yrl> < 1. (4.6)
yreRe: |yp|=1 Y€V (D)

This shows that Theorem 4.2 implies the “improved expressiveness”’-condition in
[11, Assumption 6-1I)] and may be used to establish an alternative proof of [11,
Theorem 39, Corollary 40]. We remark that, for infinite K, a condition analogous
to (4.6) cannot be expected to hold for a neural network. In our analysis, Theorem
4.2 serves as a substitute for (4.6) that remains true in the infinite-dimensional
setting and for arbitrary loss functions.

We are now in the position to prove Theorems 3.1 and 3.2. We begin by constructing
the sets of local minima E C D that appear in these theorems. As before, we distin-
guish between activation functions with a nonconstant affine segment and activation
functions with a constant segment.

Lemma 4.4 Consider a nonempty compact set K C R¢ and a neural network yr : D x
RY — R with depth L € N, widths w; € N, and continuous activation functions o;
as in (2.1). Suppose that L: C(K) x C(K) — R and yr € C(K) are given such that
L, yr, and the functions o; satisfy the conditions (ii) and (v) in Theorem 3.1. Then
there exists a set E C D of Hausdorff dimension dimy(E) > m —d — 1 such that all
elements of E are local minima of (P) and such that

LV(a),yr) = min  L(Za.c, YT) 4.7)
(a,c)eR4 xR
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holds for all « € E, where z, . is defined by 74 (x) 1= alx+ cforall x € R4,

Proof Due to (ii), we can find numbers ¢; € R, g; > 0, 8; € R\{0}, and y; € R such
that o;(s) = Bis + y; holds forall s € I; = (¢; — ¢, ¢ci +¢&)andalli =1,...,L,
and from (v), we obtain that there exist 2 € RY and ¢ € R satisfying

L(za.cr 1) = L(zac, yr), Y(a,c) e RT x R,

Consider now the parameter ¢ = {(A;, Ei)}iL:J’ll € D whose weights and biases are

given by

Al — €1 a' e RWI*%o,
2maxyeg |a ul + 1 \O@w;—1)xwp
I;l = Cllwl € Rwl,
A-i — & (1 le(wil—l)) e Rwixwiq , i = 2, e L’
,Bi_18i_1 O(wif])xwi,l (4.8)
bi :=cily;, — (ci—1Bi=1 +Vi—D ALy, eR", i=2,... L,
- 2 max a'ul+1
AL—H — ueK| | (1 le(wL—l)) c ]RwL“X“)L,

Brer
bry1:=¢—(cLBr +yL)Ars11y, € RV,

where the symbols 0,,, € RP*? and 0, € R” again denote zero matrices and zero
vectors, respectively, with the same conventions as before and where 1, € R” denotes
a vector whose entries are all one. Then it is easy to check by induction that, for all
x € K, we have

Avx+ by = “l G5 ) 4 ity € e — e o™
1 ' Tmaxper @ u + 1 \Ow—1 11w, 1—e€1,c1+e)",
< [ Aib Avb . i a'x
A-<;'l"1 1"x)+b‘= _ +cily,
i (pl—l o 0@1 ( ) 1 2maquK |aTu|+1 Owi—l LW

e(ci— g,ci+e)™, Vi=2,...,L,
(4.9)
and

= Apy1.b ALb _ _
W(Ol,x):<(pl‘i*1'] L+10~--og011 ]>(x)=aTx+c.

The parameter « thus satisfies W(@) = zzz € C(K). Because of the compactness
of K, the openness of the sets (¢; — &, ¢; + &)V, i = 1, ..., L, the affine-linearity
of o; on (¢; — €, ¢; + &), and the continuity of the functions D x R? 5 («, x) >
Arx+b; € R® and D xR 5 (a, x) > Ai(9 7" o- 0@ (x)) +b; € R™,
i = 2,...,L, it follows that there exists » > 0 such that all of the inclusions in
(4.9) remain valid for x € K and @ € B,D (&) and such that ¥ («) € C(K) is affine
(i.e., of the form z, ) for all & € B,D(&). As zz.z is the global solution of the best
approximation problem in (v), this shows that & is a local minimum of (P) that satisfies
4.7).
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To show that there are many such local minima, we require some additional notation.
Henceforth, withay, ..., ay, € R4 we denote the row vectors in the weight matrix A
and with eq, ..., ey, € R the standard basis vectors of R*!. We further introduce
the abbreviation &’ for the collection of all parameters of i that belong to the degrees
of freedom Ap41, ..., A2,br, ..., b1, and az, ..., ay,. The space of all such «’ is
denoted by D’. Note that this space has dimension dim(D’) = m—d —1 > 0. We again
endow D’ with the Euclidean norm of the space R”~¢~! that D’ can be transformed
into by reordering the entries in ’. As before, in what follows, a bar indicates that we
refer to the parameter @ € D constructed in (4.8), i.e., ai refers to the k-th row of A1,
a € D' refersto (Apy1,..., A2, by, ..., b1, G, ..., ay,),etc.

To construct a set E C D as in the assertion of the lemma, we first note that
the local affine linearity of o;, the definition of &, our choice of r > 0, and the
architecture of v imply that there exists a continuous function ®: D’ — R which
satisfies ®(a’) + by 41 = ¢ and

L
V(a, x) = (H ﬂi) (ALt1AL ... A x + @) +bri (4.10)

i=1

forall x € K and all @ = {(A;, b))} € BP (@), cf. (4.9). Define

L
®:D - R, OW):= (]‘[5,) (AL41AL ... A | ,

i=1

and
L

A:D - R, A@W):= <Hﬂ,~) (Ar+1AL ... Ad)ey.

i=1
Then (4.10) can be recast as
V(e x) = 0@@) x+A@)a] x+@()+bry1, ¥x € K, Yo e BP(@). (4.11)
Note that, again by the construction of & in (4.8), we have ®(&’) = 0, A(a’) # 0, and
A(&)a, = a. In particular, due to the continuity of A: D" — R, we can find r’ > 0

such that A (o) # 0 holds for all o’ € Brl?, (@’). This allows us to define

A@).  O@)
AH) ! T M)’

g1: B @) > RY, g1(@) =
and
2:BY @) > R, g@):=é— o).
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By COl’lStI‘l._lCtiOIl, these functions g; and g, are continuous and satisfy g1(@’) = ay,
g2(@’) = b4y, and

OW) x+Al)gi1(@) x+ @)+ g(d)=a x+¢ (4.12)

for all a’ € Brl,)/ (@) and all x € R?. Again due to the continuity, this implies that,
after possibly making r’ smaller, we have

E:= {oz eD ‘ o € BY'@),a1 = g1@). b1 = gz(a/)} c B2 (@).
For all elements & of the resulting set E, it now follows from (4.11) and (4.12) that

Y (@, x) =0@) x + A@)aj x + ®@) + br
=0@) x+A@)g@) x +d@)+g@)=a'x+¢ Vxek.

Thus, ¥ (&) = z5,z and, due to the definitions of r, a, and c,

LOV(@), yr) = L(zae yr) = min  L(zge yr) = min_ L(¥(a), yr)

(a,c)eR4 xR aeBP (@)

foralla € E C B,D (). This shows that all elements of E are local minima of (P)
that satisfy (4.7). Since E is, modulo reordering of the entries in «, nothing else than
the graph of a function defined on an open subset of R”~¢~! with values in R?*!, the
fact that the Hausdorff dimension of E in D is at least m — d — 1 immediately follows
from the choice of the norm on D and classical results, see [19, Corollary 8.2c]. O

Lemma 4.5 Consider a nonempty compact set K C R? and a neural network yr : D x
R? — Rwithdepth L € N, widths w; € N, and continuous activation functions o; as
in (2.1). Suppose that L: C(K) x C(K) — Rand yr € C(K) are given such that L,
yr, and the functions o; satisfy the conditions (i) and (iv) in Theorem 3.2. Then there
exists a set E C D of Hausdorff dimension dimy (E) > m — 1 such that all elements
of E are local minima of (P) and such that

LV (), y1) = Icréiﬂg L(ze, y1) (4.13)

holds for all « € E, where z is defined by z.(x) := c¢ for all x € R?.

Proof The proof of Lemma 4.5 is analogous to that of Lemma 4.4 but simpler: From
(i), we obtain that there exist an index j € {1,..., L} and numbers ¢; € R, ¢; > 0,
and y; € Rsuch that 0(s) = y; holds forall s € I; = (c; — &, cj + €;), and from
(iv), it follows that we can find a number ¢ € R satisfying L(z¢, yr) > L(zz, yr) for
all ¢ € R. Define @ = {(A;, l;,-)}ilel to be the element of D whose weights and biases
are given by

A =0 eRYX™i-1 Vie{l,....,L+1}, bj:=0eRY, Vie{l,...,LI\{j}.

l;j = lewj e R%, and 5L+1 = € RWL+H!,
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where 1, € R?, p € N, again denotes the vector whose entries are all one. For this a,
it clearly holds W(«) = z; € C(K) and

_ o Ab I . :
Aj (@jill J 10...0(p11 1(x)>+bj=cj1wj G(Cj— Sj,c]'—i-sj)w"

for all x € K. Let us denote the collection of all parameters of ¥y belonging to the
degrees of freedom Ay 4y, ..., Ajand by, ..., b; with &’ and the space of all such o’
with D’ (again endowed with the Euclidean norm of the associated space R”~! analo-
gously to the proof of Lemma 4.4). Then the compactness of K, the openness of /;, the
fact that o is constant on /, the definition of &, the architecture of v, and the continu-
ity of the function D x R? 5 (a, x) Aj(wfj" To.iio g&f" '(x)) +bj e RY
imply that there exist » > 0 and a continuous ®: D’ — R such that ®(&’) = 0 holds
and

Yo, x) = @) +bry1, VxeK, Vae BrD(&). (4.14)

Define g: D' — R, g(a’) := ¢ — ®(a’). Then g is continuous, it holds g (@) = by 41,
and we can find a number ’ > 0 such that

E.= {a €D ( o' € BY @), brsy = g(o/)} c B2 @).
For all @ € E, it now follows from (4.14) and the definition of g that
V(@ x)=®@)+ b =0@)+g@)=¢ Vxek.
Due to the properties of ¢ and the definition of r, this yields

LV (@), yr) = L(z¢, yr) = min L(z¢, yr) = min L(V (@), y1)
ceR eBP(a

(@)

o

foralla € E C BrD (). Thus, all elements of E are local minima of (P) satisfying
(4.13). That E has Hausdorff dimension at least dim(D) — 1 follows completely
analogously to the proof of Lemma 4.4. O

As already mentioned in the introduction, the approach that we have used in Lemmas
4.4 and 4.5 to construct the local minima in E is not new. The idea to choose biases and
weights such that the network inputs only come into contact with the affine linear parts
of the activation functions o; can also be found in various other contributions, e.g., [11,
20, 24, 25, 54]. The main challenge in the context of Theorems 3.1 and 3.2 is proving
that the local minima in Lemmas 4.4 and 4.5 are indeed spurious for generic yr and
arbitrary o;, L, w;, and L. The following two lemmas show that this spuriousness can
be established without lengthy computations and manual constructions by means of
Theorem 4.2.

Lemma 4.6 Suppose that K, V¥, w;, L, o;, yr, and L satisfy the assumptions of The-
orem 3.1 and let z, . € C(K) be defined as in Lemma 4.4. Then it holds

inf LW (), yr) < min  L(zq.c, YT)- (4.15)
aeD (a,c)eR4 xR
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Proof We argue by contradiction. Suppose that the assumptions of Theorem 3.1 are
satisfied and that (4.15) is false. Then it holds

LV (), yr) > min  L(Zae, y7) = L(za,é, y1), Yo € D, (4.16)
(a,c)eRI xR

where (a, ¢) € R? xR is the minimizer from assumption (v) of Theorem 3.1. To see that
this inequality cannot be true, we consider network parameters « = {(A;, b; )}L+] eD
of the form

A
A = - Rwlxwo’
: (Al) ©

Al' — ( Ai OlX(ll’)jl—l)) c Rwixw,—,l’ i = 27 o L,

Ow;—1)x1 A; 4.17)

Apt1 = (Apy1 Apyp) € RVLAIXVL

b; ) _ .
b; = (i)eRw’, i=1,...,L, bry1:=br41+bry1 €R
i

Wltharb1trarybutﬁxedA1 eR™ A, eR,i=2,...,L+1,bjeR,i=1,...,L+
1 Al c R(wl I)Xd A c R(wl_l)x(wl 1— 1) i = 2 L, A~L+l c Rlx(wL_l),

b, eR¥=' i=1,...,L,and bL+1 e R. Here, Opxg € Rpx‘f again denotes a zero
matrix. Note that such a structure of the network parameters is possible due to the
assumption w; > 2,i = 1,..., L, in (i). Using (2.1), it is easy to check that every

o of the type (4.17) satisfies ¥ (a, x) = ¥ (&, x) + ¥(&, x) for all x € R?, where
& is a neural network as in (2.1) with depth L = L, widths w,=1,i=1,...,L,
activation functions o;, and network parameter & = {(A;, b )}L+1 and where 1} is a
neural network as in (2.1) with depth L = L,widths w; = w; —1,i =1,...,L,
activation functions o;, and network parameter &« = {(A,-, Ei)}ilel. In combination
with (4.16), this implies

L¥(@) 4+ ¥ (&), yr) > L(zaz yr), Yae D, Vae D. (4.18)

Here, we have used the symbols D and D to denote the parameter spaces of ¥ and v/,
respectively, and the symbols W and W to denote the functions into C(K) associated
with ¥ and ¢ defined in (2.2). Note that, by exactly the same arguments as in the
proof of Lemma 4.4, we obtain that there exists @ € D with ¥(@) = Zg,é- Due to
(4.18) and the fact that A L+1 and bL+ 1 can be rescaled at will, this yields

L(zaz+sV(@), yr) = L(zaz yr), Va €D, Vs e (0,00). (4.19)
Since z; ; # yr holds by (iii) and since £ is Gateaux differentiable in its first argument
with a nonzero derivative d; L (v, yr) at all points (v, yr) € C(K) x C(K) satisfying
v # yr by (iv), we can rearrange (4.19), divide by s > 0, and pass to the limits — 0

(for an arbitrary but fixed & € D) to obtain
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<81£(za-,a, V7, \Iz(&)> >0, VaeD, (4.20)
C(K)

with a measure 91 L£(zz.z, yr) € M(K)\{0}. From Theorem 4.2, we know that (4.20)
can only be true if 91 L£(zz.z, yr) = 0 holds. Thus, we arrive at a contradiction, (4.16)
cannot be correct, and the proof is complete. O

Lemma 4.7 Suppose that K, ¥, w;, L, o;, yr, and L satisfy the assumptions of The-
orem 3.2 and let 7, € C(K) be defined as in Lemma 4.5. Then it holds

inf L(W (), yr) < min L(z¢, y7). 4.21)
aeD ceR

Proof The proof of Lemma 4.7 is analogous to that of Lemma 4.6 but simpler. Suppose
that (4.21) is false and that the assumptions of Theorem 3.2 are satisfied. Then it holds

L (a), yr) = miﬂg L(ze, yr) = L(zz, yr), Va €D, (4.22)
ce

where ¢ € R denotes the minimizer from point (iv) of Theorem 3.2. By exploiting
that the parameter @ = {(A;, b,-)}l.l‘=+11 € D is arbitrary, by shifting the bias by 41 by ¢,

and by subsequently scaling Az+1 and by 41 in (4.22), we obtain that
L(zz +sVY(a), yr) > L(zz, y7), Ya € D, Vs € (0, ). (4.23)

In combination with assumptions (ii) and (iii) of Theorem 3.2, (4.23) yields—
completely analogously to (4.20)—that there exists a measure 9;1L(zz, yr) €
M(K)\{0} satisfying

(01L(zz, y1), W(@) (k) =0, Va € D.

By invoking Theorem 4.2, we now again arrive at a contradiction. Thus, (4.22) cannot
be true and the assertion of the lemma follows. O

To establish Theorems 3.1 and 3.2, it suffices to combine Lemmas 4.4 and 4.6 and
Lemmas 4.5 and 4.7, respectively. This completes the proof of our main results on the
existence of spurious local minima in training problems of the type (P).

Remark4.8 e As it is irrelevant for our analysis whether the function o >
L(¥(a), yr) appearing in (P) is used to train a network or to validate the gener-
alization properties of a trained network, Theorems 3.1 and 3.2 also establish the
existence of spurious local minima for the generalization error.

e We expect that it is possible to extend Theorems 3.1 and 3.2 to training problems
defined on the whole of R? provided the activation functions o; and the loss
function £ are sufficiently well-behaved. We omit a detailed discussion of this
extension here since it requires nontrivial modifications of the functional analytic
setting and leave this topic for future research.
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e The distinction between the “nonconstant affine segment”-case and the “constant
segment”’-case in Theorems 3.1 and 3.2 and Lemmas 4.4 to 4.7 is necessary. This
can be seen, e.g., in the formulas in (4.8) which degenerate when one of the slopes
Bi is equal to zero.

e If a network of the type (2.1) with an additional activation function o7 41 acting on
the last layer is considered, then one can simply include o7 into the loss function
by defining ﬁ(v, yr) = L(op41 o v, yr). Along these lines, our results can be
applied to networks with a nonaffine last layer as well (provided the function L
still satisfies the assumptions of Theorems 3.1 and 3.2).

5 Further Consequences of the Nonexistence of Supporting
Half-Spaces

The aim of this section is to point out some further consequences of Theorem 4.2. Our
main focus will be on the implications that this theorem has for the well-posedness
properties of best approximation problems for neural networks in function space. We
begin by noting that the nonexistence of supporting half-spaces for the image ¥ (D)
in (4.2) implies that the closure of W (D) can only be convex if it is equal to the whole
of C(K). More precisely, we have the following result:

Corollary 5.1 Let K C RY, d € N, be a nonempty and compact set and let y: D x
RY — R be a neural network as in (2.1) with depth L € N, widths w; € N, and
continuous nonpolynomial activation functions o;. Suppose that (Z, | - ||z) is a real
normed space and that .: C(K) — Z is a linear and continuous map with a dense
image. Then the set clz(t(V (D)) is either nonconvex or equal to Z.

Proof Assume that clz(¢(W(D))) is convex and that clz (1(¥(D))) # Z. Then there
exists z € Z\clz(t(¥(D))) and it follows from the separation theorem for convex
sets in normed spaces [22, Corollary I—1.2] that we can find v € Z*\{0} and ¢ € R
such that

(v, (V@) z = (), ¥(@)g, = ¢ VYaeD. (5.1

Here, Z* denotes the topological dual of Z, (-, -}z : Z* x Z — R denotes the dual
pairing in Z, and *: Z* — C(K)* = M(K) denotes the adjoint of ¢ as defined in
[13, Section 9]. Due to Theorem 4.2, (5.1) is only possible if ¢*(v) = 0, i.e., if

(), v)C(K) =, 1(v)); =0, YveCK).

As ((C(K)) is dense in Z, this yields v = 0 which is a contradiction. Thus, the set
clz (t(W(D))) is either nonconvex or equal to Z and the proof is complete. m]

We remark that, for activation functions possessing a point of differentiability with
a nonzero derivative, a version of Corollary 5.1 has already been proven in [40,
Lemma C.9]. By using Theorem 4.2 and the separation theorem, we can avoid the
assumption that such a point of differentiability exists and obtain Corollary 5.1 for
all nonpolynomial continuous activations o;. In combination with classical results on
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the properties of Chebychev sets, see [50], the nonconvexity of the set clz (¢ (W (D)))
in Corollary 5.1 immediately implies that the problem of determining a best approxi-
mating element for a given u € Z from the set clz (¢(W(D))) of all elements of Z that
can be approximated by points of the form ¢(W(«)) is always ill-posed in the sense
of Hadamard if Z is a strictly convex Banach space with a strictly convex dual and
t(W (D)) is not dense.

Corollary 5.2 Let K, ¥, L, w;, i, (Z, || - |z), and ¢ be as in Corollary 5.1. Assume
additionally that (Z, || - || z) is a Banach space and that (Z, || - || z) and its topological
dual (Z*, | - |lz+) are strictly convex. Define Tl to be the best approximation map
associated with the set clz (t(V(D))), i.e., the set-valued projection operator

:Z=Z, ur> argmingg, oy llu—zlz- (5.2)

Then exactly one of the following is true:

(1) clz(t(V(D))) is equal to Z and T1 is the identity map.

(ii) There does not exist a function w: Z — Z such that w(z) € I1(z) holds for all
z € Z and such that v is continuous in an open neighborhood of the origin.

Proof This immediately follows from Corollary 5.1, [28, Theorem 3.5], and the fact
that the set clz (¢(W(D))) is a cone. O

Note that there are two possible reasons for the nonexistence of a selection & with
the properties in point (ii) of Corollary 5.2. The first one is that there exists an element
u € Z for which the set I'1(u) is empty, i.e., for which the best approximation problem
associated with the right-hand side of (5.2) does not possess a solution. The second
one is that [T(#) # ¢ holds for all u € Z but that every selection 7 taken from IT is
discontinuous at some point u, i.e., that there exists an element u € Z for which the
solution set of the best approximation problem associated with the right-hand side of
(5.2) is unstable w.r.t. small perturbations of the problem data. In both of these cases,
one of the conditions for Hadamard well-posedness is violated, see [27, Section 2.1], so
that Corollary 5.2 indeed implies that the problem of determining best approximations
is ill-posed when clz (¢ (W (D))) # Z holds.

To make Corollary 5.2 more tangible, we state its consequences for best approxi-
mation problems posed in reflexive Lebesgue spaces, cf. Lemma 3.3. Such problems
arise when Z is equal to Lﬁ(K) for some © € M (K) and p € (1, 00) and when
t: C(K) —» L,’z (K) is the inclusion map. In the statement of the next corollary, we
drop the inclusion map ¢ in the notation for the sake of readability.

Corollary 5.3 Suppose that K C R?, d € N, is a nonempty compact set and that
is a neural network as in (2.1) with depth L € N, widths w; € N, and continuous
nonpolynomial activation functions o;. Assume that @ € M4 (K) and p € (1, o0)
are given and that the image V(D) of the map W : D — C(K) in (2.2) is not dense
in Lﬂ(K). Then there does not exist a function  : L,’i(K) — LZ(K) such that

7 (u) € arg min wpy llu — Z”Lﬁ(K) , Yue LI(K), (5.3)

ecl
L)

holds and such that 1 is continuous in an open neighborhood of the origin.
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Proof From [36, Example 1.10.2, Theorem 5.2.11], it follows that L,’i(K ) is uniformly
convex with a uniformly convex dual, and from [23, Proposition 7.9], we obtain that
the inclusion map ¢: C(K) — Lﬁ(K ) is linear and continuous with a dense image.
The claim thus immediately follows from Corollary 5.2. O

As already mentioned in Sect. 1, for neural networks with a single hidden layer, a
variant of Corollary 5.3 has also been proven in [28, Section 4]. For related results,
see also [29, 40]. We obtain the discontinuity of LZ (K)-best approximation operators
for networks of arbitrary depth here as a consequence of Theorem 4.2 and thus, at
the end of the day, as a corollary of the universal approximation theorem. This again
highlights the connections that exist between the approximation capabilities of neural
networks and the landscape/well-posedness properties of the optimization problems
that have to be solved in order to determine neural network best approximations.

We remark that, to get an intuition for the geometric properties of the image W (D) C
C(K) that are responsible for the effects in Theorem 3.1, Theorem 3.2, and Corollary
5.3, one can indeed plot this set in simple situations. Consider, for example, the case
d=1,K ={-1,0,2}, u =6-1+80+ 6, L =1, w; = 1, and p = 2, where
8, again denotes a Dirac measure supported at x € R. For these K and ., we have
C(K) = L2 (K) = R? and the image W (D) C C(K) of the map W in (2.2) can be
identified with a subset of R3, namely,

w(D) = {z € R3 ‘ 2= (W@ 1), ¥(@ 0). Y(e. 2)) for some € D} .

Further, the best approximation problem associated with the right-hand side of (5.3)
simply becomes the problem of determining the set-valued Euclidean projection of a
point u € R onto clgs (¥ (D)), i.e.,

Minimize |u —z| w.rt. z € clps(W(D)). (5.4)

This makes it possible to visualize the image W (D) and to interpret the Li(K )-
best approximation operator associated with ¢r geometrically. The sets W (D) that are
obtained in the above situation for the ReLLU-activation oy (s) := max(0, s) and the
SQNL-activation

-1 ifs < -2
s+s2/4 if —2<s5s<0
s—s2/4 if0<s <2

1 ifs >2

Osqnl (8) 1=

can be seen in Fig. 1. Note that, since both of these functions are monotonically
increasing, the assumption L = wj = 1 and the architecture in (2.1) imply that
0,1,0)" ¢ clgps (W (D)) holds. This shows that, for both the ReLU- and the SQNL-
activation, the resulting network falls under the scope of Corollary 5.3. Since oy}, and
Ogqnl POSsess constant segments, the training problems

Minimize |u — WV (x)| wrt. o€ D (5.5)
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Fig. 1 Scatter plot of the image W (D) of the function WV: D — C(K) = Li(K) =~ R3 inthe case d = 1,
K={-1,0,2},u =86_1+80+ 2, L =1,and w; = 1 for the ReLU- and the SQNL-activation function.
For the weights A, A2 € R, we used samples from the interval [—10, 10], and for the biases by, by € R,
from the interval [—5, 5]. Solving the problems (5.4) or (5.5) for a given u corresponds to calculating the
set-valued Euclidean projection of u onto these sets

associated with these activation functions are moreover covered by Theorem 3.2, cf.
Lemma 3.3. As Fig.1 shows, the sets W(D) obtained for orey and ogqn along the
above lines are highly nonconvex and locally resemble two-dimensional subspaces of
R3 at many points. Because of these properties, it is only natural that the resulting
Li (K)-best approximation operators, i.e., the Euclidean projections onto clp3 (W (D)),
possess discontinuities and give rise to training problems that contain various spurious
local minima. We remark that the examples in Fig. 1 improve a construction in [11,
Section 4], where a similar visualization for a more academic network was considered.
We are able to overcome the restrictions of [11] here due to Theorems 4.1 and 4.2. Note
that depicting the image W (D) of a neural network along the lines of Fig. 1 only works
well for very small architectures. Larger networks are too expressive to be properly
visualized in three dimensions.

We would like to point out that the “space-filling” cases clz (t(V(D))) = Z and
ClLﬁ(K)(qJ(D)) = LZ(K) in Corollaries 5.1 to 5.3 are not as pathological as one
might think at first glance. In fact, in many applications, neural networks are trained
in an “overparameterized” regime in which the number of degrees of freedom in
exceeds the number of training samples by far and in which v is able to fit arbitrary
training data with zero error, see [2, 9, 15, 33, 39, 44]. In the situation of Lemma 3.3,
this means that a measure p of the form y = % Y k-1 8x, supported on a finite set
K = {x1,...,x,} C RY, n € N, is considered which satisfies n <« m = dim(D).
The absence of the ill-posedness effects in Corollary 5.3 is a possible explanation for
the observation that overparameterized neural networks are far easier to train than
their non-overparameterized counterparts, cf. [2, 33, 39, 44]. We remark that, for
overparameterized finite-dimensional training problems, numerically determining a
minimizer is also simplified by the fact that, in the case m = dim(D) > n, the Jacobian
of the map D > o > W(x) € C(K) = R” typically has full rank on a large subset
of the parameter space D, cf. [32, 37]. Note that, for infinite K, there is no analogue
to this effect since the Gateaux derivative of the map D > o +— W(«) € C(K) can
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never be surjective if C (K) is infinite-dimensional. Theorems 3.1 and 3.2 further show
that the Jacobian of the mapping D > o — W(x) € C(K) = R” can indeed only
be expected to have full rank on a large set (e.g., a.e.) when an overparameterized
finite-dimensional training problem is considered, but not everywhere.

Even though there is no sensible notion of “overparameterization” in the infinite-
dimensional setting, it is still possible for a neural network to satisfy the conditions
clz((¥(D))) = Z and cle(K)(\IJ(D)) = L% 1 (K) in Corollaries 5.1 to 5.3 for a
non-finite training set K. In fact, in the case d = 1, it can be shown that the set of
activation functions that give rise to a “space-filling” network is dense in C'(R) in the
topology of uniform convergence on compacta. There thus indeed exist many choices
of activation functions o : R — R for which the density conditions clz (¢« (V' (D))) =
and cle(K)(\IJ(D)) =L} w(K) in Corollaries 5.1 to 5.3 hold for arbitrary spaces Z
and arbltrary measures /. To be more precise, we have:

Lemma 5.4 Consider a nonempty compact set K C R and a neural network r as in
(2.1) with depth L € N, widths w; € N, and d = 1. Suppose that o; = o holds for all
i =1,..., L witha function 0 € C(R). Then, for all ¢ > 0 and all nonempty open
intervals I C R, there exists a function 6 € C(R) such that o = & holds in R\,
such that | (s) — 6 (s)| < € holds for all s € R, and such that the neural network ¥
obtained by replacing o with o in  satisfies clc (k) (¥(D)) = C(K).

Proof The lemma is an easy consequence of the separability of (C(K), || - llc(k)), cf.
[35]. Since we can replace K by a closed bounded interval that contains K to prove
the claim, since we can rescale and translate the argument x of v by means of A
and b1, and since we can again consider parameters of the form (4.4), we may assume
w.l.o.g. that K = [0, 1] holds and that all layers of v have width one. Suppose that a
number ¢ > 0 and a nonempty open interval / are given. Using the continuity of o,
it is easy to check that there exists a function 6 € C(R) that satisfies 0 = ¢ in R\/,
lo(s) —a(s)| <e/2foralls € R, and 6 = const in (a, a + 1) for some a € R and
n > 0 with (a,a +n) C I.Let {p}2, C C([0, 1]) denote the countable collection
of all polynomials on [0, 1] that have rational coefficients and that are not identical
zero, starting with p1(x) = x, and let ¢ : R — R be the unique element of C (R) with
the following properties:

i) ¢ =0inR\(a,a + 1),
(ii) ¢ is affine on [a + n(1 — 272kt 4 + n(1 —27%)] forall k € N,
(i) ¢(a+ n(1 —272F2) 427 Fx) = p(x)e/ 2kl pellcqo, 1) for all x € [0, 1]
and all k € N.

We define 6 := ¢ + ¢. Note that, for this choice of o, we clearly have 6 € C(R),
o =qdin R\I,and |o(s) — o (s)| < e forall s € R. It remains to show that the neural
network w associated with & satisfies clc (o, 1 )(‘-IJ(D)) = C([0, 1]). To prove this, we
observe that, due to the choice of p; and the properties of & and ¢, we have

-G (a + %nx) — %5(a) =pi(x)=x, Vxel0,1]. (5.6)
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This equation allows us to turn the functions (p;\i’b[ R—->R,i=1,...,L—1,

into identity maps on [0, 1] by choosing the weights and biases appropriately and to
consider w.l.o.g. the case L = 1, cf. the proof of Theorem 4.2. For this one-hidden-
layer case, we obtain analogously to (5.6) that

_ 2klplleqo.n 5

2k pllcqo.)) -~
SO 5 ; &(a) = pi(x)

. (a (1 — 272K+ 4 n2—2k+1x)

holds for all x € [0, 1] and all k¥ € N. For every k € N, there thus exists a parameter
ar € D satisfying U(ay) = Pk € C([0, 1]). Since {p}p2, is dense in C([0, 1])
by the Weierstrass approximation theorem, the identity clc(o,17) (I(D)) = C([0, 1])
now follows immediately. This completes the proof. O

Under suitable assumptions on the depth and the widths of ¥, Lemma 5.4 can also
be extended to the case d > 1, cf. [35, Theorem 4]. For some criteria ensuring that the
image of W is not dense, see [40, Appendix C3]. We conclude this paper with some
additional remarks on Theorems 3.1 and 3.2 and Corollaries 5.2 and 5.3:

Remark 5.5 e As the proofs of Theorems 3.1 and 3.2 are constructive, they can be
used to calculate explicit examples of spurious local minima for training problems
of the type (P). To do so in the situation of Theorem 3.1, for example, one just has
to calculate the slope @ € R? and the offset ¢ € R of the affine linear best approxi-
mation of the target function yr € C(K) w.r.t. £ and then plug the resulting values
into the formulas in (4.8). The resulting network parameter @ = {(A;, b))} IL:+11 eD
then yields an element of the set E of spurious local minima of (P) in Theorem 3.1
as desired. We remark that, along these lines, one can also easily construct “bad”
choices of starting values for gradient-based training algorithms that cause the
training process to terminate with a suboptimal point (as any reasonable gradient-
based algorithm stalls when initialized directly in or near a local minimum). We
omit including a numerical test of this type here since such experiments have
been conducted in various previous works. We exemplarily mention the numerical
investigations in [24, Section 2], in which a deep multilayer perceptron model
is trained on CIFAR-10 by means of the logistic loss and in which the authors
provoke gradient-based algorithms to fail by choosing an initialization near a spu-
rious minimum of the type discussed above (albeit without the knowledge that this
local minimum is indeed always spurious); the numerical experiments in [43] on
the appearance, impact, and role of spurious minima in ReLU-networks; and the
numerical tests in [48, Sections 3, 4], which are concerned with training problems
for shallow networks on the XOR dataset.

e In contrast to the proofs of Theorems 3.1 and 3.2, the proofs of Corollaries 5.2 and
5.3 are not constructive. This significantly complicates finding explicit examples
of points u € Lﬁ(K ) at which the function 7 in Corollary 5.3 is necessarily
discontinuous and at which the ill-posedness effects documented in Corollaries 5.2
and 5.3 become apparent—in particular as these points u can be expected to occupy
a comparatively small set, cf. [51]. Atleast to our best knowledge, the construction
of explicit data sets and test configurations which provably illustrate the effects in
Corollaries 5.2 and 5.3 has not been accomplished so far in the literature (although
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numerical experiments on instability effects are rather common, cf. [16]). We
remark that, in [11], it has been shown that training data vectors, which give
rise to ill-posedness effects, can be calculated for finite-dimensional squared loss
training problems by solving a certain max-min-optimization problem, see [11,
Lemma 12 and proof of Theorem 15]. This implicit characterization might provide
a way for determining “worst case”-training data sets for problems of the type (P).
We leave this topic for future research.
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