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Abstract: The pursuit of the Sustainable Development Goals has highlighted rural electricity con-
sumption patterns, necessitating innovative analytical approaches. This paper introduces a novel
method for predicting rural electricity consumption by leveraging deep convolutional features ex-
tracted from satellite imagery. The study employs a pretrained remote sensing interpretation model
for feature extraction, streamlining the training process and enhancing the prediction efficiency. A
random forest model is then used for electricity consumption prediction, while the SHapley Additive
exPlanations (SHAP) model assesses the feature importance. To explain the human geography
implications of feature maps, this research develops a feature visualization method grounded in
expert knowledge. By selecting feature maps with higher interpretability, the “black-box” model
based on remote sensing images is further analyzed and reveals the geographical features that affect
electricity consumption. The methodology is applied to villages in Xinxing County, Guangdong
Province, China, achieving high prediction accuracy with a correlation coefficient of 0.797. The
study reveals a significant positive correlations between the characteristics and spatial distribution
of houses and roads in the rural built environment and electricity demand. Conversely, natural
landscape elements, such as farmland and forests, exhibit significant negative correlations with
electricity demand predictions. These findings offer new insights into rural electricity consumption
patterns and provide theoretical support for electricity planning and decision making in line with the
Sustainable Development Goals.

Keywords: rural electricity consumption; deep convolutional features; feature visualization;
geographical features

1. Introduction

In 2015, the United Nations included energy as one of the 17 Sustainable Development
Goals (SDGs) in the 2030 Agenda for Sustainable Development [1]. SDG 7.1 aims to ensure
access to affordable, reliable, and modern energy services for all [2,3]. According to official
SDG 7.1.1 data, about 789 million people lacked access to electricity in 2018 [4]. However,
these statistics are aggregated at the national level [5], making it difficult to understand
the distribution of this population on a finer spatial scale, especially in data-scarce rural
areas, thereby hindering further humanitarian aid planning [6]. Therefore, there is a lack of
fine-scale, global electricity data and measurement methods related to SDG 7.1.
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The integration of satellite imagery and machine learning (SIML) has opened up a
significant area for the application of Al to remotely estimate the socio-economic and
environmental conditions of data-scarce regions to address global challenges [6-9]. Over
the past two decades, there has been a rapid increase in the development and application of
various machine learning models in energy systems [10,11]. A systematic review of 70 jour-
nal articles published between 2015 and 2018 on building energy performance prediction
found that 61% of the studies focused on individual buildings, while 39% focused on the
urban scale [12]. These studies heavily relied on data-driven approaches, utilizing data on
building characteristics, occupants, and climate to predict energy efficiency and consump-
tion patterns [13-15]. Furthermore, satellite remote sensing imagery is increasingly being
applied in energy consumption forecasting [16-18]. Currently, the remote sensing field
primarily uses nighttime light satellite imagery to estimate electricity consumption [19-22].
For example, Elvidge et al. estimated electricity consumption using radiance-calibrated
images extracted from DMSP/OLS low-light nighttime images captured from 1996 to 1997,
noting that these images can be used to accurately estimate electricity consumption [23,24].

This is particularly relevant in rural areas with scarce data. But can satellite remote
sensing imagery be used to accurately determine electricity consumption levels in these
regions [25]? Rural areas are relatively dispersed, and nighttime light data often lack
sufficient accuracy in these regions, leading to significant variability and fluctuations.
However, many small rural communities and individual households, both in developed
and developing countries, do not generate detectable levels of nighttime radiation by
satellites [26]. This limits the application of nighttime light data on a fine scale in rural
areas [27,28].

Daytime satellite imagery can clearly record geographic elements resulting from
human activities [29,30]. Human socio-economic activities inevitably lead to changes
in geology and geomorphology, forming corresponding geographic elements, such as
buildings, farmlands, roads, etc., which can reflect the socio-economic status of settlements,
such as poverty [6-8]. Can daytime satellite imagery reflect average levels of electricity
consumption and which geographic elements in the imagery are related to it [31,32]?
Currently, there is almost no relevant research revealing these relationships.

The explainable artificial intelligence (XAI) aspect of SIML might answer this ques-
tion [33], which is also a core challenge in SIML development, i.e., explainability [34].
The development of machine learning, especially deep learning, has made Al models
increasingly complex and powerful, but these models have become more opaque [35]. The
research direction of XAl aims to make machine learning models capable of providing
explanations in terms understandable to humans [36]. It is proposed that through SIML
methods, users can fit various socio-economic and environmental attributes globally [37],
such as income levels, population density, and forest cover, and achieve good fitting re-
sults [8]. Deep convolutional features are highly effective at capturing complex spatial
patterns in satellite imagery, which are strongly correlated with electricity consumption [38].
For example, factors like building density and land use type significantly impact energy
consumption. Through automated feature extraction, convolutional neural networks can
learn nonlinear relationships from this spatial data [39]. Moreover, the widespread use of
deep learning in energy forecasting further demonstrates its effectiveness in tasks similar
to predicting electricity consumption [40,41]. However, there is no suitable XAl in the SIML
field that can effectively explain the relationships between deep convolutional features and
the topics of interest.

Consequently, an innovative explainable SIML approach is designed for predicting
village-level average electricity consumption using satellite remote sensing deep feature
maps. Furthermore, it endeavors to establish and elucidate the relationships among these
elements from a rural planning perspective. Rural buildings are the most important assets
for a rural household, reflecting the social-economic status of the rural area to a great
extent [42,43]. The pretrained Mask R-CNN model, which specializes in building-footprint
extraction, is employed to generate feature maps of various geographic elements from high-
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resolution satellite imagery [44]. It is hypothesized that the feature maps are highly related
to household electricity consumption. Thus, a random forest model is constructed to relate
feature values to electricity consumption levels, and the SHapley Additive exPlanations
(SHAP) is used to identify the most critical features and explain their meanings and
relationships [45].

The main innovations and contributions of this paper can be summarized as follows:
First, this study designed an innovative framework for the prediction and interpretation
of electricity consumption using high-resolution remote sensing images. Subsequently,
remote sensing image features were extracted as explanatory variables, but these features
contained a lot of redundant information. Therefore, this paper used the SHAP model
to screen for the most important features that explain electricity consumption. To further
explain the geographical significance of these features, expert knowledge and visual feature
maps were employed to interpret the extracted features. Finally, the correlations between
key geographical features and electricity consumption were analyzed, and these features
were used to predict electricity consumption levels.

2. Data and Methods

This study takes the electricity consumption of villages in Xinxing County, Guangdong
Province, as a case study. It uses the feature pyramid network (FPN) from a Mask RCNN
model trained on previous work to generate a series of feature maps from daytime satellite
imagery and establishes a regression relationship between these feature maps and village
electricity consumption to interpret them in terms of human geography. This section
explains the core data, principles of FPN, and basic technical framework.

2.1. Case Area and Data
2.1.1. Case Area

Xinxing County is located in the central western part of Guangdong Province, China
(Figure 1). It is 58 km (about one hour’s drive) from the urban area of Yunfu city and
more than 130 km (1.5 hours” drive) from Guangzhou. It has several highways and
roads connecting it to the outside, placing it within a 2 h transportation circle of the
Pearl River Delta.
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Figure 1. The location of Xinxing County in Guangdong.
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Xinxing County is a typical mountainous agricultural county. Surrounded by moun-
tains, it features a topography that is higher in the south and lower in the north. Rivers
form several narrow and wide valley areas, where fertile soil, sufficient light and heat
make it very suitable for agricultural cultivation. The income level of rural residents in
Xinxing County is relatively high. The income level of rural residents in Xinxing County is
relatively high. In 2021, the per capita disposable income of rural residents reached CNY
21,983. As of 2021, 43% of the population still lived in rural areas.

To analyze electricity consumption patterns and spatial characteristics, a fishnet grid
of 500 m x 500 m was superimposed on the area (Figure 1). Each grid cell represented
an aggregated spatial unit for electricity consumption data, allowing us to examine the
distribution of energy use at the village level while maintaining consistency with the
satellite imagery. This grid-based approach enables detailed spatial analysis of rural
development patterns, helping to identify key areas of high or low electricity consumption,
which may correlate with factors such as household density, infrastructure quality, or
economic activity.

2.1.2. Village Electricity Data

The electricity consumption data used in this study were obtained from China South-
ern Power Grid Company Limited, with all data collected for the year 2021. In recent
years, Southern Power Grid has been strengthening the construction of rural digital power
grids in Guangdong Province, capable of collecting monthly household electricity con-
sumption for each meter, with detailed spatial location information. Generally, meters are
attached to farmhouses, and the level of electricity usage may be visible for farmhouses or
the entire village environment. For example, new farmhouses may have higher levels of
electricity consumption.

For user privacy and confidentiality, household electricity consumption was aggre-
gated into 500 m x 500 m grids, representing the village scale. Average electricity consump-
tion was calculated by averaging the annual household electricity consumption within the
grid, excluding any individual-scale information. Additionally, random disturbances were
added to the average electricity consumption to obscure the exact amount of electricity
used, so the data only represent the average electricity level of a 500 m x 500 m grid.

Since this study focuses on village development and planning, grids with a building-
to-area ratio of less than 10% were filtered out using a building extraction algorithm.
Ultimately, 547 grids (villages) of 500 m x 500 m were used in this study.

2.1.3. Remote Sensing Data

The remote sensing data used in this study are high-resolution images from Google
Earth, collected in 2021 to ensure alignment with the electricity consumption data. These
data consist of tile images that comprise red, green, and blue spectral bands, with a
spatial resolution of 0.25 m. This level of detail renders the images highly discernible and
interpretable to the human eye. The 547 grids (villages) used for electricity data were
matched with their corresponding remote sensing tiles, ensuring consistency in both space
and time for the analysis.

2.2. Pretrained Mask R-CNN for Feature Extraction

Buildings are widely recognized as one of the most intuitive indicators of electricity
consumption. To extract image features related to buildings, this study employed a Mask
R-CNN model [46], which was trained on a diverse dataset of 15,000 labeled samples
collected from across the country, serving as the foundational framework [23]. The national
model of this framework demonstrates impressive performance, achieving an accuracy of
0.776, a recall of 0.755, and an F1 score of 0.765. These outstanding metrics indicate that the
model has successfully captured and extracted deep features related to buildings. Through
SHAP analysis, we evaluated the importance of the features within the FPN and elucidated
the practical significance of key features and their correlation with electricity consumption.
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Daytime satellite imagery

FPN is a method for extracting multiscale feature maps by constructing pyramid
structures, allowing for the extraction of features from targets of different scales [47].
In traditional feature extraction, images undergo convolution and pooling, obtaining
low-level features such as edges, textures, and colors in shallow networks [48,49], while
deeper networks obtain more abstract semantic features used for target classification and
segmentation. However, these networks have single-scale features, making them unsuitable
for images with multiscale targets. For dense, small targets, details are easily lost after
multiple convolutions, leading to poor detection performance. The use of different levels
of feature maps directly for prediction, although achieving multiscale prediction ability,
lacks the integration of feature maps [50,51]. Shallow feature maps retain a large amount of
information for predicting small targets [52], such as shapes and edges, but lack semantic
information, leading to misclassification.

FPN addresses the above problems by allowing deep feature maps to merge with
shallower feature maps, causing lower feature maps to retain their shape characteristics,
like edges, textures, and colors, while also containing deep semantic information. Through
the pyramid structure, the network can process targets or image features on different scales
simultaneously. Lower feature maps correspond to smaller targets or local details, while top
feature maps correspond to larger targets or global semantic information. The network can
select appropriate feature maps based on specific tasks. Overall, the process of generating
feature maps can be divided into bottom-up and top-down processes (Figure 2).

Lateral connections
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Bottom-up Top-down 256 channels of feature map

Figure 2. Feature pyramid work flowchart.

Bottom-Up Process: This process is the forward process of traditional convolutional
neural networks, extracting image features through five stages, with the last feature map
of each stage as the final output, forming the feature pyramid. For Mask R-CNN models,
ResNet is mainly used. The feature activation of the last residual structure of each stage
is used as the feature map output. As shown in the figure, the output modules were
{C2, C3, C4, C5}, corresponding to the outputs of conv2, conv3, conv4, and conv5. These
feature maps contain deep and abstract semantic information on remote sensing images.

Top-Down Process: By interpolating the feature map of the upper layer, the size was
increased to match the size of the next layer feature map. Then, a 1 x 1 convolution
operation was performed on the corresponding feature map from the side and merged
with the upsampled feature map, forming new feature maps. Finally, a 3 x 3 convolution
kernel was used to convolve the new feature maps to generate the {P2, P3, P4, P5} feature
maps. These feature maps possess both abstract semantic information and high-resolution
spatial information of remote sensing images. The P series feature maps were ultimately
used for target detection tasks.

The final feature maps show spatial differentiation of high and low values. High-value
areas are positive activation areas, indicating that the network has detected the target or
feature of interest at that position or channel. Low-value areas are negative activation
areas, indicating that the target or feature of interest was not found at that position. The
boundary between positive and negative is usually zero or the average value. This study
used the average value to distinguish between positive and negative activation areas and
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positively activated areas as the main feature inputs to study their relationships with
electricity consumption.

2.3. Framework for Electricity Forecasting and Feature Interpretability

This study proposes an explainable regression (XRegression) framework to understand
the geographic elements in satellite imagery and establish relationships with average elec-
tricity consumption levels, achieving electricity prediction and explanation. XRegression
includes the following three steps (Figure 3):

(1) Feature maps extraction: this step uses a Mask R-CNN model to extract building fea-
tures from satellite images, using the FPN to obtain feature maps with clear spatial and
high-level semantic information and convert them into deep convolutional features.

(2) Feature maps selection: this step uses a random forest model to establish mapping
relationships among variables, then uses the SHAP model to filter a small number of
key explanatory features, facilitating the interpretation of the relationship between
independent and dependent variables.

(3) Feature maps explanation and electricity prediction: this step explores the geographic
connotations of key features by feature visualization and combines rural planning
expertise to analyze their relationships with electricity consumption.

Step 3: Feature visualization and interpretation
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Figure 3. Flowchart of the electricity forecasting and feature explanation analysis.

e  Step 1: Deep Convolutional Feature Extraction

This step is aimed at extracting clear deep convolutional feature maps containing
geographic element information from satellite imagery. Deep learning models generally
produce deep convolutional features through the network backbone. The Mask R-CNN
model used the ResNet + FPN combination structure, representing deep convolutional
features in a pyramid form (Figure 2), providing deep convolutional feature information for
subsequent target detection and semantic segmentation functions. FPN involves bottom-
up pathways, top-down pathways, and lateral connections. The bottom-up pyramid
{C2, C3, C4, C5} represents the outputs of conv2, conv3, conv4, and conv5, with semantic
information increasing from low to high, but the resolution of the feature maps decreases
from high to low. The dilemma of choosing between semantic information and spatial reso-
lution hinders subsequent explainable feature extraction. The new pyramid {P2, P3, P4, P5}
increases spatial resolution four-fold and maintains the same high-level semantic infor-
mation, so subsequent steps only need to choose one layer based on the target scale. This
study selected P2 to obtain the most spatial information.
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Further, these feature maps need to be reduced to feature vectors. Each feature map is
generated by different neurons (operators) targeting different image contents, so positive
and negative activations generally exist. Positive activation indicates that the geographic
element’s image matches the shape targeted by the operator, while negative activation
indicates the opposite shape. No activation (mean value between positive and negative)
indicates that the geographic element’s image is not related to the shape targeted by the
operator. To understand each neuron’s targeted shape, this study focuses on positive
activations. Therefore, each feature map, M, is computed using the following equation:

N M.
=Ly )

where x represents the average feature value of the positively activated geographic elements
in feature map M, M; represents the activation value of the i pixel in the feature map, and
N is the number of positively activated pixels.

This approach is similar to global average pooling but focuses on positively activated
areas. This pooling method effectively reduces the number of parameters, directly extract-
ing meaningful features from the fully connected layer, enhancing network performance,
preventing overfitting, and improving model explainability.

e  Step 2: Construction of Regression Model

This study used a random forest model to predict electricity consumption and em-
ployed the SHAP model to evaluate the contribution of different feature maps, filtering out
the 5 or 10 most important dimensions of the features. Then, new random forest models
were constructed using key feature maps, ensuring that a small number of the feature maps
achieved good prediction results.

SHAP is a method for explaining machine learning model predictions. It helps deter-
mine the influence of each input feature on the model’s output. It quantifies each feature’s
contribution to the prediction results, aiding in understanding how the model makes deci-
sions. The dynamic combination of random forest models and SHAP models facilitates the
filtering of key features from 256 dimensions.

To measure the regression capability of the model, this study used correlation coef-
ficient (r), mean absolute error (MAE), and root mean squared error (RSME) as accuracy
evaluation metrics. Although the random forest algorithm is a model that is insensitive to
hyperparameters, the hyperparameters were optimized in the model, including the number
of trees, number of features, minimum samples per leaf, and maximum depth of trees. The
grid search algorithm was utilized to find the optimal combination of hyperparameters,
using the correlation coefficient, r, as well as the MAE, as evaluation metrics.

e  Step 3: Feature Map Visualization and Explanation

Combining key features from Step 2 with their corresponding feature maps from
Step 1, this study explores the geographic elements reflected by these key features. The
feature maps were enlarged to the same size as the satellite images and overlaid to visualize
the activated content. In this step, rural planning expertise is combined with feature
visualization results to explain why geographic elements in deep convolutional features
are related to average electricity consumption levels.

3. Result
3.1. Correlation Analysis between Feature Maps and Electricity Consumption

The average monthly electricity consumption of the 547 villages varied significantly.
The overall electricity consumption shows a normal distribution, with an average value of
127 kWh, a maximum value of 283, a minimum value of 29, and a variance of 1307. This
indicates that there is considerable variation in living standards across different villages.
The question arises of whether larger variances in electricity consumption correspond to
variations in certain aspects of the feature map values.
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Using the average value of positively activated pixels as the feature value of the map,
the Pearson correlation coefficient between the feature values and electricity consumption
is calculated (Figure 4). The results show an average absolute value of the correlation
coefficient of 0.22, indicating significant correlations among the 256-dimensional features
extracted by the building remote sensing interpretation model and electricity consumption.
The average value of the positive correlation coefficients is 0.23, with a maximum of 0.46,
while the average value of the negative correlation coefficients is —0.2, with a minimum of
—0.46. There are 188 significant correlation coefficients, accounting for 73%, and 80 with an
absolute value greater than 0.3, accounting for 31%.

a. b.
80~
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Feature Value of M32
Feature Value of M245
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Monthly Electricity Consumption Per Household Monthly Electricity Consumption Per Household
Figure 4. Statistical analysis of a village’s electricity consumption: (a) normal distribution of the
village’s monthly electricity consumption per household; (b) frequency of the correlation coefficient

between electricity consumption and feature value; (c,d) two examples, M32 and M245, which display
the correlation.

Based on these findings, this study further asked whether a small number of key
feature map combinations can predict village electricity consumption levels, making the
feature maps highly interpretable, i.e., positively activated areas are identifiable.

3.2. Assessment of Key Feature Importance

This study used a random forest model to predict the average monthly electricity
consumption per household in the villages. The 256-dimensional feature map of the P2 layer
was used as the feature vector input after global average pooling, while the corresponding
village average electricity consumption was used as the label input. The model parameters
were trained using ten-fold cross-validation. The results show that the model achieved a
high correlation coefficient of 0.77, with an MAE of 13.9 and an RMSE of 25.5. Therefore,
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the feature maps extracted from the feature pyramids can effectively predict electricity
consumption variations in the corresponding areas.

To filter the key feature maps, this study further used the SHAP model to evaluate the
collinearity of each dimension’s features (Figure 5). The top 20 feature maps by contribution
value are shown in the Figure 5. The 122nd feature map contributed the most to the pre-
diction results, with higher feature values corresponding to lower electricity consumption.
The 80th, 30th, 32nd, and 165th feature maps had higher feature values corresponding to
higher electricity consumption.

122 [ High
» I e R
» ® + ——
s I o S annadi
165 [N 32 il
g i e
212 [
212 fomn
s 248 e
150 I i e .
123 [l 123 -+ E
164 [l 164 -4 2
141 [l 141 '._ o £
156 [ 156 -
174 [l 174 e
205 [l e -
oM 60 *. .o
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162 [l © +
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7R 38 a—
sl Low
- 60 -4 -1 0 0 40

SHAP value (impact on model output)
0 2 4 6 8 10 12 14
mean(|SHAP value|) (average impact on model output magnitude)

(@) (b)

Figure 5. The top 20 correlative feature maps inferred by the SHAP model: (a) Overall importance
(absolute values) of each feature map, (b) Importance of each feature map for each sample.

If the top 10 features were used to retrain the model, the correlation coefficient
(r) reached 0.780. If the top five features were used, the correlation coefficient (r) re-
mained 0.778; if the top three features were used, the correlation coefficient (r) dropped to
0.724 (Table 1). Therefore, the top five feature maps can be considered essential inputs for
predicting village electricity consumption.

Table 1. Prediction accuracy using different dimensions of features.

. . Relative Root Relative Number of
Dimensions ! MAE RMSE Absolute Error Squared Error Instances
256 0.797 11.681 24.062 40.50% 60.31% 547
Top 10 0.780 12.834 24912 44.49% 62.44% 547
Top 5 0.778 13.683 25.022 47.44% 62.72% 547
Top 3 0.724 14.771 27.434 51.21% 68.76% 547

3.3. Feature Interpretability Analysis and Relationship with Electricity Consumption

This section aims to explain the meanings of the geographic elements contained in
each feature through feature visualization and analyze their underlying relationships from
the perspective of rural geography. The previous text uses the SHAP model to obtain the
five feature maps with the highest contributions. Through feature visualization, according
to their primary positions of positive activation, these five feature maps can be defined
as follows: all houses (M156), new houses (M30), roads and alleys (M80), farmland and
forests (M122), and others (M32). The five major feature maps are significantly correlated
with average household electricity consumption in villages, with farmland and forest
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features negatively correlated with electricity consumption, and the others positively
correlated (Table 2).

Table 2. Feature categories corresponding to feature maps and their correlation coefficients with
electricity consumption.

Type Feature Map Correlation Coefficient (r)
All Houses M156 0.20253
New Houses M30 0.15763
Roads and Alleys M80 0.18907
Farmland and Forests M122 —0.3051
Others M32 0.47596

Firstly, housing features are important variables related to electricity consumption.
M165 and M30 primarily activate building areas. As shown in the Figure 6, almost all
building rooftops are highlighted, indicating that these areas are the most interesting to the
feature map. From the perspective of positive activation, these areas contribute significantly
to recognizing farmhouses at these locations. Thus, the feature pyramid successfully
captures the farmhouse features at these locations. Through global average pooling, the
feature map obtains the overall farmhouse features. Different images have different overall
farmhouse features, corresponding to varying electricity consumption levels.

Feature Map Mixed with

Village’s Satellite Imagery

M165 Feature Map Monthly Electricity Feature Value

Satellite Imagery Consumption
99 0.433
144 0.526
201 0.709

Figure 6. Feature map M165 reflects house information (activated areas primarily correspond to
building rooftops).

Housing is an important spatial carrier for household electricity consumption. Most
daily activities of rural residents occur inside houses, with household electrical appliances
mainly attached to houses. Appliances such as air conditioners, refrigerators, televisions,
washing machines, and computers inside houses need to be connected to the power supply
to function normally. Therefore, the presence of houses is the basis for the presence of
electricity consumption in the area. The level of electricity consumption may be reflected
in housing features. For example, larger and newer houses may have more electrical
appliances and, thus, higher electricity consumption.
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The core activation of the M30 feature map is the location of new houses, further
illustrating the correlation between housing features and electricity consumption (Figure 7).
As shown in the figure, the original remote sensing image of the village shows both new
and old houses. Old houses have gray roofs, smaller sizes, lower floors, and are clustered
together. New buildings have white or light-colored roofs, larger sizes, more building floors,
and are close to major external roads. The activated parts of the feature map are mainly
on the rooftops of new buildings, indicating that this feature map primarily extracts new
house features. Newer houses often have more modern and efficient electrical appliances,
typically with better energy efficiency and lower electricity consumption. In contrast,
older houses may use older appliances with lower energy efficiency and higher electricity
consumption. Therefore, the age of a house is an important supplement in predicting
household electricity consumption.

Eeature Map Vixed with M165 Feature Map Monthly Electricity Feature Value
Satellite Imagery Consumption

Village’s Satellite Imagery

99 0.554
144 0.601
201 0.693

Figure 7. Feature map M30 reflects new house information (activated areas primarily correspond to
rooftops of newly constructed buildings, with newer buildings showing brighter activations, while
older buildings exhibit weaker activations).

Road features are another important variable influencing village electricity consump-
tion. Village roads are essential for daily production and life in villages. “To get rich, build
roads first.” Roads promote the flow of rural elements and optimize resource allocation,
bringing wealth to an area. Therefore, road construction features are closely related to elec-
tricity consumption levels. As shown in the Figure 8, the activation degree of feature maps
at the spatial positions of external roads in villages is particularly noticeable. Especially for
villages near industrial areas, the primary activation is for asphalt on urban main roads.

Farmland and forest features have a negative relationship with village electricity con-
sumption. As shown in the Figure 9, the feature map mainly activates large green areas of
forests and farmlands. The green of forests is more prominent than that of farmlands, with
higher activation brightness. Therefore, this study speculates that the information extracted
by this feature map is related to mountainous areas. Xinxing County is a mountainous
agricultural county, with the terrain mainly consisting of mountains. Thus, many of the
villages are mountain villages. The average household electricity consumption of 56 kWh
in the village is an important example, being far from the county town and deep in the
mountains of Huangwo village, Lidong town, located in a narrow valley leading to the
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town area. With inconvenient transportation and severe population outflow, the living elec-
tricity consumption level is also low. Thus, the appearance of forest features significantly
reduces the electricity consumption level of the area, which is the main reason why M122 is
highly negatively correlated with electricity consumption.

Feature Map Mixed with M165 Feature Map Monthly Electricity Feature Value

Village’s Satellite Imagery

Satellite Imagery Consumption
122 0.453
139 0.608
276 0.723

Figure 8. Feature map M80 reflects road information (buildings closer to roads are more likely to be
activated).
Feature Map Mixed with

Village’s Satellite Imagery M165 Feature Map Monthly Electricity po,¢ure Value

Satellite Image . Consumption
56 0.926
127 0.608
201 0.583

Figure 9. Feature map M122 reflects information on forestry and farms (activated areas primarily
correspond to forests and farmland).
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The feature pyramid integrates deep semantic information with shallow morphological
information. The activated parts of the feature map may reflect some important features of
the input data, but all activated parts are not necessarily interpretable. For example, M32
has a high correlation coefficient of 0.40 with electricity consumption, but the core activated
areas are unknown from the feature map. Buildings, farmland, forests, and open spaces are
all activated (Figure 10), indicating that M32 is somewhat sensitive to these different types
of areas. Therefore, this study cannot determine its main features, classifying it as other
or composite features, indicating that it contributes to electricity consumption prediction
from multiple aspects.

Heature N'[ap Mized with M165 Feature Map Monthly Electricity Feature Value
Satellite Imagery Consumption

Village’s Satellite Imagery

117 0.561
147 0.677
201 0.760

Figure 10. Feature map M32 reflects comprehensive information (activated features cover various
types, such as buildings, farmland, forests, and open spaces, representing composite characteristics).

Interpreting feature maps is a challenge in deep learning because neural network
decision processes are highly complex and nonlinear. Although this study could analyze
the relationship between activated parts and input data, understanding the exact meaning
of specific features may require more research and experimentation.

3.4. Hyperparameter Sensitivity Analysis

The hyperparameters, including number of trees, number of features, minimum sam-
ples per leaf, and maximum depth of trees, were optimized in the random forest algorithm.
We utilized the grid search algorithm to determine the accuracy of all combinations of
the hyperparameters using the correlation coefficient, r, and the MAE as the evaluation
metrics. When r reaches the maximum while MAE reaches the minimum, the optimal
hyperparameters were obtained. In this study, the number of trees, maximum depth of
trees, minimum samples per leaf, and number of features were set to 500, 50, 3, and all,
respectively (Figure 11).
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Figure 11. Hyperparameter sensitivity analysis for Random Forest. (a) Number of trees. (b) Maximum
depth of trees. (c) Minium samples per leaf. (d) Number of features.

4. Discussion
4.1. Effectiveness of the Proposed Method

Previous studies have focused solely on the direct prediction of electricity consump-
tion from images, neglecting which information in the images contributes to the results
and their underlying human geographic significance. To address this, this study proposes
an interpretable electricity prediction framework that combines deep convolutional fea-
tures, feature visualization, and multivariate linear regression models to predict average
electricity consumption levels in villages. The study first used the Mask R-CNN network
pretrained on large-scale village images to obtain features that represent village informa-
tion. Subsequently, the random forest algorithm was used to regress these features against
electricity consumption data. The experimental results show a correlation of 0.797 between
the 256-dimensional features and electricity consumption, indicating that the extracted
feature maps, indeed, contain information that can explain differences in electricity usage.
To further analyze the impact of these features on electricity prediction, the SHAP model
was used to interpret the feature importance. We found that using only the top 10 most
important features can result in a similar accuracy as that using all 256 features. This
suggests significant information redundancy in the 256-dimensional features, highlighting
the necessity of feature selection. The study also evaluated the performance of the top
three and top five features in predicting electricity consumption and found that the top five
features provided the most explanatory power.

To further explain the human geographic implications of features predicting elec-
tricity consumption, this study visualized the feature maps and assigned geographical
connotations based on expert knowledge. The experimental results show that the top five
features include information reflecting dimensions such as new and old houses, roads,
farmland, and forests, providing a theoretical basis for electricity consumption prediction.
Furthermore, the study explored the relationship between these geographical features and
electricity consumption, using the average value of positively activated pixels in feature
maps as feature values to highlight important objects in each feature map. The experiment
revealed that new and old houses and roads have a significant positive correlations with
electricity consumption, indicating that human activities and behaviors, indeed, deter-
mine electricity usage. Farmland and forests show a significant negative correlation with
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electricity consumption, suggesting that production, living, and ecological spaces in these
villages are separate. It also demonstrates that using the top five features for electricity
consumption prediction is reasonable and feasible.

4.2. Limitations of Methods and Applications

It is important to consider the potential biases in the electricity consumption dataset.
Because of the scarcity of real power consumption data and user privacy protection, this
study utilized the aggregated power consumption records in the study area, Xinxing
County. Two types of biases are potentially introduced into the model. The first type of bias
is regional sample bias, related to geographic heterogeneity, which follows the universal
pattern described by the second law of geography. It refers to the impact of geographical
differences due to natural, economic, social, and other factors that may introduce regional
bias. The universal pattern represents the challenge that GeoAl is seeking to address. The
second type of bias is the random disturbances added to protect user privacy. To mitigate
these potential biases, we employed 10-fold cross-validation and randomly dropping
branches of random forests. We believe these commonly used techniques reduce the risk of
overfitting to our dataset.

In terms of methodology, although pretrained image features have high correlations
with electricity consumption, especially the top 5 features that can be interpreted geo-
graphically, the results show that the top 10 features have even higher correlations with
electricity consumption. The reason for not using the top 10 features to predict electricity
consumption is that some feature visualization maps are difficult to explain through expert
knowledge. These features may represent nonlinear abstract information, such as settle-
ment morphology, spatial layout of elements, and element proportion combinations, rather
than single-element representations. Therefore, the interpretability of features needs further
research, especially in explaining macro-level abstract information. Additionally, the SHAP
model requires improvements to better capture complex geographical relationships. It is
precisely because SHAP does not have enough understanding of complex features that the
extracted key features have certain deviations, which affects the final results. Secondly,
since the feature maps are converted into feature values by averaging the positively ac-
tivated pixels, the information on the original features is compressed to a certain extent,
which also affects the final prediction result.

Similarly, because of the current immaturity of machine learning interpretability, some
limitations have been imposed on our research. Because of the difficulty in obtaining
electricity data, this study focused on one county, which may represent only one type of
village pattern and could differ from others. However, the main purposes of this study
were to determine whether electricity consumption can be predicted from remote sensing
images and to explain the geographical features that influence electricity prediction. In
different regions, these features and regression coefficients may vary, but the prediction and
explanation patterns remain essentially the same. Therefore, the framework and approach
proposed in this paper can be applied to study different rural settlements and are equally
applicable to large-scale regional predictions, potentially revealing spatial heterogeneity in
village electricity consumption and geographical features.

5. Conclusions

This study proposes a straightforward XAI framework that combines deep convo-
lutional features, feature visualization, and multiple linear regression models to predict
average electricity consumption levels in villages. The study identifies key deep con-
volutional features affecting average electricity consumption levels, including new /old
farmhouses, external roads, farmland, forests, and public spaces. These features reflect the
socio-economic vitality of villages, answering why deep convolutional features can predict
average electricity levels, providing a method for national- and global-level electricity
mapping in response to SDG 7.
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Currently, there is no suitable XAl in the SIML field that can effectively explain the
relationship between deep convolutional features and the topics of interest. This study
proposes an effective XAI framework that constructs an explanatory model between deep
convolutional features and average electricity levels using a simple multiple linear model.
The model shows strong prediction results in both training and testing sets, indicating its
generalizability for predicting average electricity levels. Additionally, the model combines
feature visualization to analyze to which geographic elements the key deep convolutional
features correspond. This interpretability increases the reliability of the method. Instead
of relying on abstract numerical features that may be difficult to relate to real-world
scenarios, the study uses feature maps corresponding to tangible environmental elements.
This approach provides both predictions and explanations of which specific geographic
elements contribute to electricity consumption patterns.

This framework has the limitation of not considering the impact of electricity-fee
reduction policies for low-income households. In regions with poverty assistance, house-
holds benefiting from electricity-fee reduction policies may appropriately increase their
electricity consumption to improve their living standards. However, upgrading geographic
elements, such as houses, roads, and farmland, remains challenging. This means there
may be situations in which the average electricity level implied by the village’s geographic
elements do not fully match the actual electricity consumption. Although this situation is
usually rare, linear models cannot simulate this, leading to some errors in the results. Fu-
ture research will consider using nonlinear regression models to construct more advanced
explanatory models to address this issue.
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