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Abstract—The rising prevalence of real-time applications that
require deterministic communication over mobile networks ne-
cessitates the joint operation of both mobile and fixed network
components. This joint operation requires designing components
that interact between the two technologies to provide users with
latency and packet loss guarantees. In this work, we demonstrate
a fully integrated 5G-DetNet that can guarantee the end-to-
end demands of different flows. Moreover, we show how such
a network can be implemented using low-cost hardware and
open-source software, making it accessible to many 5G testbeds.
The features demonstrated in this work are a network manager
that does the routing and scheduling, an application function
in the 5G core that interfaces with the network manager, and
a network-side translator for user-plane management and de-
jittering of the real-time streams.

Index Terms—deterministic networking, software-defined net-
working, 5G testbed, network controller

I. INTRODUCTION

Emerging applications such as Internet of Things (IoT), tele-
operation, and next-generation manufacturing have heightened
the demand for time-sensitive and reliable network traffic.
These applications necessitate precise End-to-End (E2E) la-
tency and packet delivery guarantees to function effectively.
While traditional networks prioritize network stability and
reliability, they often fail to ensure the real-time data delivery
required by the above-listed modern applications. To address
this gap, IEEE 802.1 Time Sensitive Networking (TSN) and
IETF DetNet provide deterministic connectivity and Quality
of Service (QoS) within Ethernet and IP networks.

Most emerging time-sensitive applications require wireless
communication because of mobility or infrastructure con-
straints. Due to wide-area coverage, bespoke network man-
agement including Quality of Service, and high data rates, 5G
and emerging 6G networks are promising candidates to fulfill
the wireless requirements of these applications. Integrating
TSN or DetNet with 5G is crucial to extend wired networks’
deterministic capabilities and provide E2E determinism across
networks [1].

The 5G and TSN/DetNet convergence has been introduced
in 3GPP Release 16 [2] and 18. This standard recommends
adding a device-side translator, a network-side translator, and
an Application Function (AF) in the mobile network core to
connect a 5G network to a DetNet. The first two should be
used for the user plane, and the last one for control plane
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integration of DetNet and 5G. Then, the whole 5G system
can be seen as a transit node or a forwarding device in the
larger DetNet network. Most DetNet networks require their
nodes to have deterministic features. The per-class or per-
flow delay and buffer size should be known and bounded.
However, a 5G system is complex; therefore, it is difficult to
determine these quantities for a 5G system and report them
to a DetNet controller [3]. Parameters such as bandwidth,
scheduling algorithm, numerology, and TDD patterns can
impact the packet latencies in a 5G system. Furthermore,
conditions such as channel quality, network load, and the
number of connected users can lead to a dynamic change of
the real-time behavior of a 5G system. It is crucial for a typical
DetNet device to work in close coordination with other bridges
and endpoints in the network. Therefore, realizing the 5G
system interfaces - even according to the prescribed standard -
with the DetNet system requires special attention and bespoke
implementation.

Experimental validation and evaluation of emerging tech-
nologies on hardware platforms are pivotal for their acceptance
within the industry. Complex systems such as 5G and DetNet
need to be rigorously validated and evaluated by academia on
research platforms and testbeds. This ensures reliable perfor-
mance before such systems must be produced and deployed at
scale. Our work in this paper outlines integrating a low-cost
DetNet network with a 5G system to demonstrate E2E packet
delivery guarantees on a 5G testbed. To our knowledge, such a
combined system - built according to 3GPP recommendations
- has been previously evaluated on simulations [4]–[6] omit-
ting hardware-level implementation that is presented in this
work. The hardware implementations in existing literature [7],
[8], do not demonstrate an E2E solution, with a full DetNet and
5G, but focus only on the Radio access network (RAN) part
of 5G. Next to providing the design of our demonstrator setup
using low-cost compoenents, the lessons learned from our
demonstration are helpful for the wider academic community
working on problems related to 5G-DetNet integration.

II. SYSTEM DESIGN

A. DetNet System

The DetNet system is shown in the right part of Figure 1.
We use Low-Cost Deterministic Network (LCDN) [9] as the
fixed DetNet system derived from Chameleon [10]. LCDN
is a DetNet method that can be implemented on low-cost
consumer-grade switches and end-hosts. It performs joint rout-
ing and scheduling to organize flows in a network with low-
cost switches to meet the latency and packet loss guarantees



Fig. 1. Overview of the demonstration testbed. The left half is the 5G system,
the right half is the DetNet system, the bottom half is the data plane, and the
top half is the control plane. Two UEs produce traffic with the same destination
(D) in the DetNet. DetNet’s CNM registers and configures the flows to meet
their packet delay deadlines. The CNM connects to the DetNet AF in the 5G
control plane to do this.

specified for the flow. LCDN uses source routing and policing
of flows at the end hosts. The Central Network Manager
(CNM) in LCDN is the DetNet Centralized Controller Plane
function (CCPF) that decides all the schedules and routes.
Regardless of the DetNet method used, the function of any
CCPF is to (1) keep track of the network topology, (2) keep
track of the flows present in the network, (3) set up the end
hosts and switches to perform joint routing and scheduling, (4)
accept, reject or reconfigure flows in the network. The CNM
needs to know specific properties of the switch, such as the
forwarding delay per class and buffer sizes. LCDN obtains the
lldp information to discover and keep track of the topology
and a lightweight Linux middleware in the end-hosts that can
be configured via HTTP. We use the same switches as in the
LCDN [9] paper; hence, these properties for the switches are
apriori known.

Before starting a flow, the end host requests the CNM
(via the middleware) to determine whether a flow can be
installed in the network. This request contains the flow’s traffic
specification (TSpec) - the source and destination IP, the burst
and rate of the flow, and the required latency bound.

The CNM checks the topology, performs the LCDN opti-
mization pipeline, and returns the path of the flow (VLAN ID),
the class of flow (VLAN priority). Henceforth, the middleware
tags every packet for this flow with the given VLAN and
VLAN priority and runs a policing function that maintains that
flow’s rate and burst specifications. This tagging procedure in
the middleware is performed by the Linux tc utility and does
not require any custom-built packages. A RESTful server in
the middleware communicates with the CNM.

B. 5G System

The general architecture of the 5G system in the demo is
shown in the left half of Figure 1. The 5G system should
also look like a transit node and report its parameters to the
DetNet controller [2]. However, these parameters for a 5G
system are more difficult to ascertain. First, since no lldp
protocol runs in the 5G system, the UEs connected to it
must be reported to the CNM using a subscription to Session
Management Function (SMF) application. We implemented
a DetNet AF that connects to the DetNet controller via an
HTTP interface. The AF subscribes to the SMF and constantly
polls to check the currently active UEs and reports them

to the CNM. Moreover, the AF subscribes to the indication
messages of the gNB via the Near-RT RIC to know the current
Time Division Duplex (TDD) pattern and scheduler policy
as well as the channel quality and Modulation and Coding
Scheme (MCS) of a UE. Then, the AF calculates the worst-
case uplink and downlink latency of every User Equipment
(UE) and reports it to the CNM. A QoS-aware scheduler
depending on 5QIs is absent in the OpenAirInterface gNB
we used in the 5G system (5GS). A per-class approach at the
gNB scheduler using slicing can be implemented. However,
this is optimized only for throughput and not for latency. We
will work on implementing a custom scheduler that guarantees
per-flow latency and reports it to the AF in our future work.
Hence, for this demo, the worst-case latency of a flow only
depends on the rate, burst, and the Transport Block Size (TBS)
of the UE.

We also added an appendage of the Network-side TSN
translator (NW-TT) to the 5G User Plane Function (UPF).
The NW-TT is essentially an extension of the LCDN end-
host middleware, as it must tag the packets with the correct
VLAN and VLAN priority. However, it cannot be configured
to perform the multiple spanning tree protocol used by LCDN
to partition the network into VLANs for source routing.
Therefore, the NW-TT must be configured to tag packets
at its egress like other end-hosts using the tc utility and
route packets per flow. Here, we use the ip route utility
in Linux. According to 3GPP Release 16, the NW-TT can
additionally incorporate a hold-and-forward buffer to mitigate
the jitter of traffic flows from the 5GS to the DetNet network.
The TDD pattern of the 5G system adds significant jitter to
the flows as all uplink flows are clustered when the pattern
allows for uplink packets and vice-versa. Inspired by [11], one
version of this buffer was implemented to reduce jitter. The
hold-and-forward buffer implements a per-flow or per-class
matching by putting the packets in the corresponding queue.
The mechanism involves retaining the first burst packet for a
specified duration, buffering subsequent packets, and releasing
them periodically at a pre-configured rate.

III. DEMONSTRATION

The testbed comprises a 5GS built using simple x-86 PCs
and Universal Software Radio Peripheral (USRP). The core
and RAN software stack is OpenAirInterface [12], a flexible
open-source platform for 5G research. The core network is
built according to the service-based architecture and network
function virtualization concept defined by 3GPP for 5G.
Hence, different network functions are packaged in docker
containers. The LCDN CNM has a web interface with a
Grafana dashboard with three panels. The same topology with
2 UEs, one gNB, 3 switches, and 2 end-hosts as shown in
Figure 1 is used for the demonstration. In the setup phase
(without any UEs connected), the topology discovery manager
configures the switches to partition the network into multiple
spanning trees, each over a given VLAN ID. The switches are
also configured to perform strict-priority (SP) scheduling at



Fig. 2. Live Topology of the system in Figure 1, as seen by the
topology manager at the CNM. While the fixed network is usually
static and changes only if a device fails or a cable is unplugged, the
5GS needs a more real-time topology monitoring system due to the
mobility of users.

the egress. For the fixed network topology in the right part of
Figure 1, three spanning trees can be created.

The first panel, example in Figure 2, renders the network
topology built by the topology manager by polling the lldp
information from the switches via a Python-based Telnet
client. When a new UE is connected, it appears on the graph
since the CNM knows of a connected UE from the AF. Due
to the dynamic nature of the 5G system, the polling rate of
the 5G system by the topology manager is much higher (5s)
than that of the fixed network (200s). The second panel shows
the logs of the CNM. An entire flow request and installation
process can be seen in these logs. First, the flow request
with TSpec arrives. Then, the Deterministic Network Calculus
(DNC) pipeline in LCDN runs, indicating whether the flow can
be accepted. If yes, it tells all related end-hosts the VLAN
ID and priority to use for that flow and reconfigures any
previously installed flows if needed. It also configures the route
and tc rules at the NW-TT via the DetNet AF. The third panel
plots the latency of the packets coming from the two UEs at
the destination as shown in Figure 3.

We use this panel to demonstrate how the latency of a flow
changes with changing network conditions and configurations.
In the demonstration, a flow with a higher priority (orange) is
given a higher VLAN priority in class-based scheduling and
routed through a less congested path and remains undisturbed
as compared to the best effort (green) in the right part of
Figure 3. We also use the plots here to demonstrate the effect
of the de-jittering function by the hold and forward buffer. This
function increases the overall latency but reduces the jitter in
the left part of Figure 3. The background traffic and de-jittering
function will be turned on periodically and switched on and
off during the demonstration.

IV. CONCLUSION AND OUTLOOK

In this paper, we present a proof of concept of a unified 5G-
DetNet system. The components used in the demonstration are
low-cost switches, USRP, x-86 PCs, and open-source software.
The use of accessible hardware and software solutions not
only reduces the overall setup costs but also promotes wider
adoption of such an integrated 5G-DetNet testbed for academia
and industries. We demonstrate how our approach can route
flows to avoid congestion and meet the specified latency

Fig. 3. The latency of packets from both the UEs to the destination.
First, The hold-and-forward buffer at the NW-TT mitigates the jitter
caused by the 5G system but increases the overall latency. The latency
and packet loss of the critical flow (orange) is preserved even under
heavy background traffic.

deadline. The 5GS is seen simply as a forwarding device by
the CNM as specified by the standard in 3GPP Release 16.
The operation of the CNM can be monitored in real-time,
via the three panels on a Grafana dashboard. In our future
work, we plan to work on a flow-based QoS-aware scheduler
at the gNB that can provide different forwarding latencies for
different flows in the 5GS.
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