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ABSTRACT

In this dissertation, nitrogen-vacancy (NV) centers in diamond are used for the detec-
tion and imaging of spin waves. For this purpose, three NV center microscopes were de-
veloped: a confocal NV center microscope using a lock-in amplifier for low-noise mea-
surements, a combined confocal NV center and time-resolved magneto-optical Kerr ef-
fect (TR-MOKE) microscope with the aim of enabling the simultaneous imaging of spin
waves using both techniques, and a widefield NV center microscope for fast data ac-
quisition. To demonstrate the functionality of these setups, optically detected magnetic
resonance measurements were performed to determine the strength of external mag-
netic fields, the coherent control of NV centers was demonstrated through pulsed mea-
surements to measure relaxation times and Rabi oscillations, and magnetic domains in
Permalloy squares were imaged. A major focus of this work lies on the use of shallowly
implanted NV centers to image spin waves in yttrium iron garnet thin films. The dis-
persion of Damon-Eshbach spin waves was determined and a comparative analysis with
TR-MOKE imaging highlights the strengths and limitations of NV-based spin wave imag-
ing.
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KURZFASSUNG

In dieser Dissertation werden Stickstoff-Fehlstellen-Zentren (NV-Zentren) in Diamant
zur Detektion und Bildgebung von Spinwellen eingesetzt. Zu diesem Zweck wurden drei
NV-Zentren-Mikroskope entwickelt: ein konfokales NV-Zentren-Mikroskop mit einem
Lock-in Verstärker für rauscharme Messungen, ein kombiniertes konfokales NV-Zentren-
und zeitaufgelöstes magneto-optisches Kerr-Effekt (TR-MOKE)-Mikroskop, mit dem Ziel
die gleichzeitige Abbildung von Spinwellen durch beide Techniken zu ermöglichen, so-
wie ein Weitfeld-NV-Zentren-Mikroskop für die schnelle Erfassung von Messdaten. Zur
Demonstration der Funktionalität der Aufbauten wurden optisch detektierte magneti-
sche Resonanzmessungen durchgeführt, um die Stärke externer Magnetfelder zu be-
stimmen. Die kohärente Kontrolle von NV-Zentren wurde durch gepulste Messungen
zur Bestimmung von Relaxationszeiten und Rabi-Oszillationen demonstriert und ma-
gnetische Domänen in Permalloy-Quadraten wurden abgebildet. Ein zentraler Schwer-
punkt dieser Arbeit liegt auf der Verwendung eines Ensembles von NV-Zentren zur Mes-
sung und Abbildung von Spinwellen in Yttrium-Eisen-Granat Dünnfilmen. Die Disper-
sion von Damon-Eshbach Spinwellen wurde sowohl durch NV-Zentren als auch durch
TR-MOKE Messungen bestimmt und eine vergleichende Analyse diskutiert die Stärken
und Schwächen der NV-basierten Abbildung von Spinwellen.
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1
INTRODUCTION

Contemporary computing systems rely on principles where information is stored in elec-
tric charge or voltage, and computation is driven by charge manipulation. Complemen-
tary metal-oxide semiconductor (CMOS) field-effect transistors, crucial to integrated cir-
cuits, offer high density, low power consumption, and cost-effectiveness [1–4]. However,
the clock speed of CMOS-based processors has plateaued as transistors approach atomic
scale, accompanied by rising fabrication costs, raising concerns regarding the viability of
Moore’s law [5], which states that the number of transistors on a microchip doubles ap-
proximately every two years. This has spurred exploration into alternative technologies
beyond CMOS to advance computation platforms [1, 6–15]. A promising field of research
is spintronics, which exploits the spin degree of freedom for information processing.

In magnon spintronics, devices and circuits utilize spin currents carried by magnons,
the quanta of spin waves. Spin transport by magnons offers advantages such as sepa-
rating spin motion from charge motion, thereby minimizing energy dissipation due to
Ohmic losses. Moreover, the magnon spectrum spans from GHz to THz frequencies, fa-
cilitating high-speed computation, as the spin wave frequency sets the maximum clock
rate of a computing device. Furthermore, the wavelength of spin waves can reach down
to just a few nanometers, with the minimum wavelength constrained by the lattice con-
stant of the magnetic material. This ultimately sets the lower limit for the size of wave-
based computing elements [16]. Consequently, spin waves facilitate efficient downscal-
ing of wave-based computing elements.

Potential applications of spin waves in information processing and spintronic devices
are for example spin wave logic gates [17] and spin wave transistors [18]. Unlike con-
ventional logic gates, which rely on the flow of electrical current, where binary states are
represented by low or high voltage, spin wave logic gates operate based on interference
patterns created when two or more spin waves interact [17]. Similarly, spin wave transis-
tors modulate the amplitude or phase of spin waves to encode and transfer information,
analogous to how traditional transistors control the flow of electrical current [18]. While
these devices have proven feasible in research settings, they remain in the experimental
phase and are not yet commercially produced. The development of such devices re-
quires a deep understanding of the properties of spin waves, including their excitations,
propagation, and interaction with other physical phenomena.

In the field of magnonics, the ferrimagnetic insulator yttrium iron garnet (YIG) is of

1
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great importance due to its extremely low intrinsic Gilbert dampingα= 2.7(5)×10−5 [19]
and the remarkably long spin wave propagation length, which can extend up to several
centimeters [20]. It is widely used as a prototypical material in various experiments [18,
21–23] and is essential for microwave technology. Furthermore, polycrystalline metallic
films of Permalloy (Py)[24, 25] are often used materials as well, as they combine a rel-
atively low magnetic damping with good suitability for microsized patterning. In this
work, we therefore use YIG and Py as example materials for the study of spin waves and
magnetic domains.

Due to the great interest in both the application of spin waves in information tech-
nology and their fundamental physics, many techniques have been developed to study
spin waves. For non-local detection of spin waves broadband ferromagnetic resonance
[26], inverse spin-Hall effect [27, 28], and inelastic neutron scattering [29–31] measure-
ment techniques are often used. Important techniques for imaging spin waves are X-ray
scattering [32–34], Brillouin light scattering [35–37], and imaging based on the magneto-
optical Kerr effect [38, 39]. However, these methods often have limitations in terms of
spatial resolution and sensitivity, particularly when studying spin waves in nanoscale
systems or beneath opaque materials, or they need large and expensive facilities for their
implementation, as in the case of X-ray microscopy.

One promising novel platform for studying spin waves is the nitrogen-vacancy (NV)
center in diamond. The NV center is a defect in the diamond lattice consisting of a sub-
stitutional nitrogen atom and a missing carbon atom [40–42]. It exhibits remarkable
properties including long spin coherence times of up to two milliseconds at room tem-
perature in highly purified diamond samples [43–45], the ability to detect magnetic fields
with high sensitivity of nT/

p
Hz and spatial resolution in the range of 10 nm to a few mi-

crons, depending on whether a single NV center or an ensemble is used [42, 46–53], and
its sensitivity to temperature variations with a resolution of mK/

p
Hz [54, 55]. By using

an ensemble of NV centers instead of a single NV, the magnetic field sensitivity can be
further enhanced by a factor of 1/

p
N , where N is the number of NV centers [56]. Using

high-density ensembles of NV centers, magnetic field sensitivities of pT/
p

Hz [45] can
be achieved. These properties, combined with a high photostability at room tempera-
ture [45] make NV centers an ideal candidate for detecting magnetic fields and spin wave
excitations.

In particular, NV centers can be used to image spin waves by detecting their magnetic
stray field. By coupling the NV center to a magnetic material, either by placing a dia-
mond chip on a magnetic sample or by direct contact via a NV center tip, the NV center
can sense the magnetic field changes induced by the spin waves and provide informa-
tion about their properties such as frequency, wavelength, and damping [57]. In [58],
an ensemble of NV centers was used to characterize the spin wave damping underneath
metal electrodes in a YIG thin film. Additionally, an ensemble of NV centers was used to
study spin waves propagating underneath an optically opaque superconductor. This en-
abled insight into the nature of the spin wave-superconductor interaction and provided
the opportunity to control the propagation, dispersion, and refraction of spin waves [59].
It is also possible to detect the magnetic field noise from magnons by measuring the life-
times of nearby NV center spin states. Magnetic noise creates stray fields in the GHz
range, reducing the lifetimes of the NVs, thus allowing the measurement of the spectral
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profile of thermally excited spin wave noise, as demonstrated in [56]. In [60], relaxometry
measurements with a single NV center were used to image non-collinear antiferromag-
netic spin textures by probing the magnetic noise generated by thermal magnons. The
increased spin relaxation rate of the NV defect, induced by this magnetic noise, led to
a reduction in its photoluminescence (PL) signal under continuous laser illumination,
which enabled imaging of domain walls, spin spirals, and antiferromagnetic skyrmions.

Given the unique capabilities of NV centers to probe magnetic phenomena, this work
focuses on the implementation of NV center microscopy for the study of magnetic spin
waves and domains. It is organized as follows:

In Chapter 2, we begin with a discussion of the theoretical background of spin waves.
This chapter covers the static and dynamic properties of ferromagnets which are needed
for understanding the experimental results presented later. It includes an introduc-
tion to magnetism and magnetic domains as well as a discussion of the relevant energy
contributions in magnetic materials. The chapter also derives the conditions for fer-
romagnetic resonance and examines how the orientation of an external magnetic field
influences the spin wave dispersion. Finally, it covers inductive spin wave excitation, a
method employed in our experiments.

In Chapter 3, we examine the properties of NV centers. We first introduce the diamond
host material and then explain the characteristics of NV centers, including their charge
states and electronic structure. We then present how NV centers are used to detect static
and oscillating magnetic fields. We conclude the chapter with a discussion on detecting
and imaging spin waves using NV centers.

Chapter 4 introduces the sensing and imaging techniques employed using ensembles
of NV centers to obtain results presented in this thesis. This chapter covers the princi-
ples of confocal and widefield microscopy and discusses the spatial resolution of optical
microscopes. It describes the assembly and capabilities of three different NV center mi-
croscopes that were set up during this thesis and used for the experiments presented in
the following chapters.

In Chapter 5, we present initial measurements to characterize the diamonds used. We
first provide details about the diamond substrates and the parameters used for nitrogen
implantation. We then present optically detected magnetic resonance (ODMR) mea-
surements that examine the dependence of the PL signal on the microwave power and
the usage of a λ/2-wave plate to adjust the contrast in the detected spectra. We also de-
termine the magnitude of an external bias field, a crucial experiment for the reconstruc-
tion of magnetic vector fields. The chapter concludes with coherent NV center measure-
ments including lifetime measurements of NV states and the detection of AC magnetic
fields through Rabi oscillations.

Chapter 6 discusses the use of shallowly implanted NV centers to measure spin waves
in a magnetic thin film, specifically YIG. The chapter introduces the samples used and
determines the distance between the NV layer and the YIG surface. It covers the detec-
tion and imaging of spin waves using NV centers, the determination of the spin wave
dispersion, and a comparison to TR-MOKE imaging. The chapter continues with a phe-
nomenological model to simulate the NV spin wave measurements and concludes with
a short summary of the findings.

In Chapter 7, we investigate magnetic domains in Py squares using NV center wide-
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field imaging. This chapter first introduces the sample used and then discusses the ap-
plication of anti-reflection coatings to enhance the signal quality. It examines the im-
pact of strong field gradients on the magnetic resolution in NV widefield experiments.
Furthermore, it presents the results of imaging magnetic domains in demagnetized and
uniformly magnetized Py squares and compares these findings to L-MOKE widefield mi-
croscopy. The chapter concludes with a summary.

Finally, in Chapter 8 we provide a summary of the results and findings of the thesis
and conclude with a discussion of the advantages and limitations of NV centers for spin
wave imaging.



2
SPIN WAVES

To understand the physics of spin waves, as well as to provide the necessary theoretical
background for the experimental results presented throughout this thesis, we discuss
static and dynamic properties of ferromagnets in this chapter. We start with an intro-
duction to magnetism and magnetic domains in the Sections 2.1 and 2.3, respectively,
along with a discussion of the relevant energy contributions in magnetic materials in
Section 2.2, which is needed in the following sections to describe magnetization dynam-
ics. Starting with the Landau-Lifshitz-Gilbert equation in Section 2.5, we derive condi-
tions for ferromagnetic resonance in Section 2.6. Subsequently, we continue with the
discussion of spin wave dispersion and excitation in Section 2.7. The theoretical frame-
work presented follows the reasoning and derivations found in existing references, in-
cluding textbooks [61–65], literature [57, 66–69], supplemented by additional works [70–
76]. These sources provide the basic concepts needed to understand the findings in this
thesis.

2.1. INTRODUCTION TO MAGNETISM

Within a uniformly magnetized system with volume V , the macroscopic magnetization
M can also be expressed as

M = 1

V

∑
i
µi = mMS. (2.1)

Here, µi represents the effective magnetic moments of the individual atoms within the
system. The magnetization vector M can be decomposed into its unit vector m times
its magnitude Ms , referred to as saturation magnetization. In magnetic solids, the mag-
netic flux density B can be described by the external magnetic field strength H and the
magnetization M using the relation

B =µ0(M+H) = (χ̂+1)H, (2.2)

where µ0 = 4π× 10−7 Vs
Am represents the vacuum permeability, (χ̂+ 1) is defined as the

permeability µ̂, and χ̂ denotes the complex-valued susceptibility tensor, dictating the
anisotropic response of the material H.

5
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In the presence of an external magnetic field H, the magnetization M can be expressed
as

M = χ̂H. (2.3)

In the isotropic case, where χ̂= χ, the susceptibility enables the classification of materi-
als into diamagnets (χ< 0), paramagnets (χ> 0), ferromagnets or ferrimagnets (χ≫ 0),
as well as antiferromagnets (χ ≈ 0). In the latter three cases, magnetic moments spon-
taneously align at temperatures T < Tc , where Tc denotes the critical temperature. For
ferro- and ferrimagnets, Tc is commonly referred to as the Curie temperature. In this
thesis we focus on ferro- and ferrimagnetic materials. Among chemical elements, only
iron (Fe), cobalt (Co), nickel (Ni), and gadolinium exhibit ferromagnetism above room
temperature. Certain compounds like garnets and alloys of Fe, Ni, and Co frequently
exhibit ferri- or ferromagnetism. Examples include Yttrium Iron Garnet Y3Fe5O12 (YIG)
and permalloy Ni80Fe20 (Py), which are used throughout this work.

2.2. ENERGY CONTRIBUTIONS
To describe the magnetization ground state as well as the magnetization dynamics within
a ferromagnet, we need to consider all energy contributions that affect the orientation
of the magnetization. The total magnetic energy Etot, normalized to both the volume
V and the saturation magnetization MS, is referred to as the total energy density ϵtot =
Etot/(V MS). It can be expressed as [63]

ϵtot = ϵz +ϵex +ϵd +ϵani. (2.4)

Here, ϵz represents the normalized Zeeman energy density of the magnetization in a
static magnetic field H, ϵex is the normalized exchange energy density, ϵd refers to the
normalized dipolar energy density, and ϵani denotes the magneto-crystalline anisotropy
energy density. We define the effective magnetic field as [63]

µ0Heff =−∇mϵtot, (2.5)

where ∇m = (
Ç

Çmx
, Ç
Çmy

, Ç
Çmz

)
represents the gradient along the magnetization unit vector

m = (mx,my,mz). A short overview of relevant contributions is given in the following.

2.2.1. ZEEMAN ENERGY

The Zeeman energy Ez arises from the interaction between the magnetization M of the
system and the external magnetic field H0. It accounts for the energy change associated
with the alignment of magnetic moments in response to H0 and is expressed as

Ez =−µ0

∫
dV M ·H0. (2.6)

2.2.2. EXCHANGE ENERGY

The exchange energy Eex, which is responsible for the occurrence of spontaneous mag-
netization, arises from the interplay between the Coulomb interaction and the Pauli ex-
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clusion principle in quantum mechanics. It is determined by the exchange integral J ,
which represents the overlap of electron wave functions. As a result, the exchange energy
decreases rapidly as the spatial separation between spins increases [65]. The exchange
energy between two spins Si and Sj is expressed as [65]

Eex,ij =−2JSi ·Sj. (2.7)

When the exchange integral J is positive (J > 0), there is a preference for parallel align-
ment of spins. On the other hand, when J is negative (J < 0), an antiparallel alignment
of spins is favored. This corresponds to ferromagnetic and antiferromagnetic couplings,
respectively. In the continuum limit the resulting exchange energy is given by

Eex = A
∫

dV (∇m)2, (2.8)

where A is the exchange stiffness constant.

2.2.3. DIPOLAR ENERGY

In a magnetized sample with finite size, the presence of magnetic surface charges gives
rise to an internal magnetic field, which arises from the dipolar interaction between the
magnetic moments and opposes the externally applied magnetic field. This internal field
is commonly known as the demagnetizing field. The magnitude of the demagnetizing
field can vary significantly depending on the shape of the sample and the direction of
the magnetization. The demagnetizing energy contribution is often referred to as shape
anisotropy and is non-uniform for arbitrary shapes. It is given by

Ed =−µ0

2

∫
dV Hd ·M. (2.9)

To simplify the discussion, the analysis can be focused on ellipsoidal shapes, where the
demagnetizing fields are uniform and can be expressed as follows [64]

Hdem =−N̂M =−
Nxx Nxy Nxz

Nyx Nyy Nyz

Nzx Nzy Nzz

Mx

My

Mz

 , (2.10)

with the demagnetizing tensor N̂ . The trace of the tensor is given by the sum of its diag-
onal elements and fulfills

Tr(N̂) = Nxx +Ny y +Nzz = 1. (2.11)

This relationship holds regardless of the shape of the ferromagnetic material, though the
individual values of Nxx , Ny y , and Nzz will vary depending on the geometry.

In a coordinate system aligned with the main axes of the ellipsoid, the demagnetiza-
tion tensor can be simplified to its diagonal components Nxx, Nyy, and Nzz. The dipolar
energy density can then be simplified to

ϵd =−µ0

2
M ·Hdem = 1

2
MN̂ M. (2.12)
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When the magnetization is perpendicular to the surface of a thin film (e.g. parallel to
the z axis), the demagnetization factors are given by Nxx = Nyy = 0, and Nzz = 1, while for
magnetizations lying in the plane Nxx = Nyy = Nzz = 0. To minimize the energy density,
the magnetic moments strive to minimize stray fields. In the case of a magnetic thin film,
this is accomplished by rotating the magnetization towards the plane of the film and
avoiding the strong out-of-plane demagnetizing fields. In real samples, in the absence
of any factors favoring a specific direction, demagnetization leads to the formation of
magnetic domains, which helps to further reduce the in-plane demagnetizing fields.

2.3. MAGNETIC DOMAINS
Magnetic domains are regions within a ferromagnetic material where the magnetic mo-
ments are aligned in the same direction. The formation of magnetic domains can be un-
derstood as a mechanism to minimize the total free energy. In a uniformly magnetized
ferromagnetic sample, large magnetic surface charges develop on the opposing surfaces,
resulting in significant magnetostatic fields and, consequently, magnetostatic energy
due to these fields, as illustrated in Fig. 2.1a. The magnetostatic energy can be substan-
tial, especially if the sample has a square-like shape. By forming domains with alternat-
ing magnetization directions, the material reduces its magnetostatic energy by minimiz-
ing the stray fields. When the magnetization aligns parallel to the sample boundaries, no
surface charges are generated because the perpendicular component of the magnetiza-
tion to the sample surface is zero. This is referred to as the charge-avoidance principle
[77] (Fig. 2.1b and c). Conversely, the exchange energy is minimized when the magnetic
moments are aligned parallel. Similarly, the anisotropy energy is minimized if the uni-
form magnetization aligns with the material’s easy axis.

In the region between two magnetic domains, known as a domain wall, the magne-
tization transitions smoothly from the orientation of one domain to that of the other.
Within a domain wall, the magnetization is not aligned in parallel, resulting in increased
exchange energy and, if the magnetization deviates from the easy axis, anisotropy en-
ergy. The formation of domains and domain walls is thus a consequence of minimizing
all these contributions to the total free energy.

A common domain configuration in in-plane magnetized thin ferromagnetic films
with low anisotropy and lateral sizes in the micrometer range is the Landau state, shown
in Fig. 2.1c. In this state, the magnetization within the sample decays into four orthogo-
nal magnetized directions [62, 76, 77].

2.4. MAGNETO-OPTICAL KERR EFFECT
The interaction of light with matter is influenced by the magnetic state of the medium
and is linked with the electronic structure of the material. This interaction between elec-
tromagnetic radiation and magnetically polarized materials leads to the manifestation of
magneto optic effects. We distinguish between the Faraday effect, in which the polariza-
tion of linearly polarized light is rotated while passing through a magnetic material, and
the Kerr effect, which describes the rotation of the polarization direction of light upon
reflection from a magnetic surface. In the following, we discuss the mathematical de-



2.4. MAGNETO-OPTICAL KERR EFFECT

2

9

Figure 2.1.: (a) Illustration of a uniformly magnetized ferromagnetic sample showing
large magnetic surface charges on opposing surfaces, resulting in significant
magnetostatic fields and energy. (b) Formation of magnetic domains with
alternating magnetization directions, reducing the magnetostatic energy by
minimizing the stray fields. (c) Landau state in an in-plane magnetized thin
ferromagnetic film, where the magnetization decays into four orthogonal
magnetized directions.

scription of the Kerr effect based on [78].

Light propagation in a ferromagnet is described by the Maxwell equations and the
macroscopic properties of the ferromagnet. As the effect of a magnetic permeability
tensor µ̂(ω) on optical phenomena is small, we assume that µ̂ = µ01, where µ0 is the
magnetic permeability in vacuum and 1 is the identity matrix. Therefore, the macro-
scopic property of the material is specified by the dielectric permeability tensor ε̂(ω),
which is given by

D = ε0ε̂(ω)E, (2.13)

where D is the electric displacement vector, ε0 is the dielectric permeability in vacuum,
and E is the electric field vector of light. In the following, we will consider a material
with cubic symmetry and a magnetization M aligned with the z-direction. Due to the
magnetization M, which induces a preferential axis for the system of electrons in the
material, ε̂(ω) becomes anisotropic

ε̂(M,ω) =
 εxx εx y 0
−εx y εxx 0

0 0 εzz

 . (2.14)

We now solve the Maxwell equations,

∇×E =−µ0
ÇH

Çt
, (2.15)

∇×H = ε0ε̂
ÇE

Çt
, (2.16)
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with a plane wave ansatz of the following form

E = E0 exp[−i (ωt −k · r)], (2.17)

H = H0 exp[−i (ωt −k · r)]. (2.18)

Thereby, we find
k(k ·E)−k2E+ε0µ0ω

2ε̂(ω)E = 0, (2.19)

with the wave vector k and the frequencyω of the electromagnetic wave. A more detailed
discussion including different orientations can be found in [79]. With k2

0 = ε0µ0ω
2, N =

k/k0, and solving Eq. 2.19 we find

±i Ex = Ey , (2.20)

N 2
± = εxx ± iεx y . (2.21)

The normal modes of the light are D± = ε0N 2
±(Ex ± i Ey ), i.e., a right and a left circularly

polarized light with complex indices of N+ and N−, respectively, traveling at different
velocities within the material. The resulting phase shift induces a rotation in the po-
larization direction and ellipticity of the linearly polarized light. We can calculate the
reflection coefficients r± for the right and left circularly polarized light using the Fresnel
relations

r+ = N+−1

N++1
, r− = N−+1

N−−1
. (2.22)

As we consider linearly polarized light incident on the magnetic surface given by Ein =
(Ex ,0,0), the reflected light Eref will be given by (rx Ex ,ry Ex ,0). The reflection coefficients
rx and ry of the linear polarized can be calculated by

r+ = rx + i ry , r− = rx − i ry , (2.23)

and thus,

rx = r++ r−
2

, ry = i (r+− r−)

2
. (2.24)

The Kerr effect can now be understood as a complex rotation

Φ= θ+ iη=− ry Ex

rx Ex
, (2.25)

where θ is the Kerr angle and η the ellipticity. Using the expressions in the Eqs. 2.22 and
2.24, we find that for linearly polarized incident light, the reflected light will in general
be elliptically polarized with

θ =−Im

(
N+−N−

N+N−
−1

)
, (2.26)

η= Re

(
N+−N−

N+N−
−1

)
. (2.27)

In dependence of the orientation of the magnetization M and the plane of incidence
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(a) (b) (c)

Figure 2.2.: Geometries of the MOKE (a) Polar MOKE. The magnetization M is normal to
the surface of the magnetic sample from which the linearly polarized elec-
tromagnetic wave is reflected. After reflection the polarization is shifted by
the angle θ. (b) Longitudinal MOKE. M is aligned in the sample plane (IP)
and lies in the plane of incidence. (c) Transverse MOKE. M is aligned IP and
normal to the plane of incidence.

of the electromagnetic wave we distinguish three configurations schematically shown in
Fig. 2.2. If M is aligned with the out-of-plane direction of the sample, it is referred to as
the polar MOKE (PMOKE) effect, where the Kerr effect is strongest. The case where M is
aligned in the sample plane (IP) and parallel to the plane of incidence is called longitudi-
nal MOKE (LMOKE). When M is oriented IP, but perpendicular to the plane of incidence,
it is referred to as transverse MOKE. In Chapter 4, we will discuss how PMOKE is used
for time-resolved measurements of magnetization dynamics, known as TR-MOKE ex-
periments. This is necessary to understand the results in Chapter 6. Furthermore, in
Chapter 7 we will use LMOKE to image magnetic domains.

2.5. MAGNETIZATION DYNAMICS
The dynamics of magnetization in solid-state materials represents a collective behavior,
where magnetic moments undergo precession around the effective field direction with a
specific phase relationship. Ferromagnetic resonance occurs when the precession phase
of all magnetic moments is uniform throughout the material, as depicted in Fig. 2.3a.
Conversely, spin waves occur when there is non-uniform precession with a finite phase
difference between neighboring spins, as illustrated in Fig. 2.3b.

2.5.1. LANDAU-LIFSHITZ-GILBERT EQUATION

Having evaluated the possible energies contributing to the effective magnetic field in
2.2, we now mathematically describe the magnetization dynamics within a magnetic
sample. In static situations, the magnetic moment aligns itself parallel to the effective
field direction. However, when deviations from the equilibrium position occur, a torque
T arises [67]

T = dJ

dt
=V µ0M×Heff. (2.28)

Furthermore, M is proportional to the angular momentum J

M =−γ J

V
, (2.29)
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(a)

(b)

Figure 2.3.: Sketch illustrating the collective excitation of magnetic moments M oscillat-
ing with frequencyω around an effective field Heff. In (a) the phase difference
between the magnetic moments vanishes, resulting in a k = 0 (λ =∞) wave
vector while in (b), the phase difference is not zero resulting in a propagating
spin wave with a wave vector k > 0 and wavelength λ.

where γ = gµB /ℏ is the gyromagnetic ratio, with the Landé-factor g and the Bohr mag-
neton µB . Combining the two equations above results in the undamped Landau-Lifshitz
equation [80], which describes the torque acting on the magnetization, leading to a pre-
cessional motion of M around Heff

dM

dt
=−γµ0M×Heff. (2.30)

Up to now, we neglected that in a real system, many different dissipation mechanism
will result in a relaxation of the precession. This energy dissipation can be accounted
for by including a phenomenological damping term to Eq. 2.30, that is proportional
to a dimensionless damping constant α. Such a damping term was introduced by T.
Gilbert [68], which resulted in the famous Landau-Lifshitz-Gilbert (LLG) equation

dM

dt
=−γµ0M×Heff︸ ︷︷ ︸

precession

+ α

Ms
M× dM

dt︸ ︷︷ ︸
damping

. (2.31)

In Fig. 2.4 the damped precessional motion of M is depicted. For large α the process of
relaxation towards equilibrium occurs rapidly.

2.6. FERROMAGNETIC RESONANCE
To mathematically describe the case of ferromagnetic resonance, we employ the theo-
retical framework of the macrospin model. In that case, the effective field accounts for
the external field H0 and the demagnetizing field Hdem, but not for exchange interac-
tion. Thereby, we simplify the description of the magnetization dynamics by treating
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Figure 2.4.: Precessional motion of the magnetization M around the external field Heff at
frequency ω. The black line depicts the undamped motion of Eq. 2.30, while
the red dashed line shows the damped case described by Eq. 2.31.

the magnetic material as a single macroscopic magnetic moment, disregarding spatial
variations within the sample. This simplification holds true when factors like strong ex-
ternal magnetic fields or significant anisotropies induce fully saturated magnetization.
Furthermore, to counter the damped precession shown in Fig. 2.4 a homogeneous driv-
ing field, hrfx,y (t ) = hrfx,y · exp(−iωt ), which has a frequency matching the precession
frequency of M is also included. The total effective field is thus given by

Heff = H0 +Hdem +hrf(t ) =
−Nxx Mx (t )
−Ny y My (t )
H0 −Nzz Ms

+
hrf,x (t )

hrf,y (t )
0

 (2.32)

The subsequent derivation of the resonance condition focuses on linear response in a
sample with ellipsoidal shape. It is thus only valid for excitation fields with magnitudes
a lot smaller than the magnitude of the external magnetic field, which is in the following
assumed to point in the z-direction. In this case the z-component of the magnetiza-
tion stays almost constant, e. g. Mz ≈ Ms , and it is sufficient to reduce the problem
to two dimensions. By using the harmonic ansatz Mx,y (t ) = Mx,y · exp(−iωt ), as well
as the effective field given in Eq. 2.32, and substituting these expressions into the LLG
equation 2.31, we obtain a differential equation that represents the linear response rela-
tionship between the driving field and the magnetization(

hrf,x

hrf,y

)
= χ̂−1

(
Mx

My

)
. (2.33)

By inverting χ̂−1 and dividing it by Ms , we find the dimensionless, complex Polder sus-
ceptibility [81]

χ̂= 1

det(χ̂−1)Ms
·
(

H0 + (Ny y −Nzz )Ms − iωα
γµ0

− iω
γµ0

iω
γµ0

H0 + (Nxx −Nzz )Ms − iωα
γµ0

)
. (2.34)

The resonance frequency ωres can now be calculated by setting det(χ̂−1) = 0 and taking
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the real part of the solution, as α << 1. In the case of a ferromagnetic thin film, the
resonance frequencies are given by the Kittel equation [67]

ωres = γµ0

√
(Hres +Ms (Nxx −Nzz ))(Hres +Ms (Ny y −Nzz )). (2.35)

In Fig. 2.5a the resonance frequencies calculated from Eq. 2.35 for the in-plane (Nxx =
1, Nyy = 0, Nzz = 0) configuration are shown as a function of the external magnetic field
Hext.

2.7. SPIN WAVES

We now continue with the discussion of spin waves, where adjacent spins oscillate with
a constant phase shift between each other. The correlation between the frequency of
an excitation and its wavelength is referred to as dispersion. The gradient of the disper-
sion, known as group velocity, indicates the direction and velocity of the energy trans-
port within the system. In the following, we will discuss the analytical solution of the
LLG-Eq. 2.31, yielding the spin wave dispersion as derived by Kalinikos and Slavin [66].

2.7.1. DISPERSION

To describe the dynamics of spin waves, we need to account for the external field H0 and
the dipolar field Hdem, the exchange field Hex, and the driving field hrf. The effective
field is thus given by

Heff = H0 +Hdem +Hex +hrf(t ) (2.36)

We consider a thin film of thickness d in the yz-plane. The coordinate system is chosen
such that spin waves propagate along the z-direction. Furthermore, the polar angle θ
and the azimuthal angle φ describe the relationship between the propagation direction
k and the external field H0, indicated in Fig. 2.5b. As in the case of FMR, we assume a
small deviation from the equilibrium saturation magnetization, such that Mz ≈ MS, and
use the condition that spins near the surface are unpinned, allowing them to precess
freely. Utilizing a plane wave ansatz to solve the LLG-Eq. 2.31, the dispersion relation
reads [66]

ω=µ0γ
√

(Hi +Hex)(Hi +Hex +MSF ), (2.37)

where Hi is the effective internal field within the sample, and F is given by

F = P + sin2θi

(
1−P (1+cos2φ)+ MS

Hi +Hex
P (1−P )sin2φ

)
. (2.38)

Furthermore, P = 1−(1−e−|kz d |)/(|kz d |), and the polar angle θi between k and the effec-
tive field inside the sample Hi satisfies the following system of equations

Hi cosθi = H0 cosθ−MS cosθi

MS sin2θi = 2H0 sin(θi −θ).
(2.39)
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Three important cases of spin wave propagation are distinguished based on the ori-
entation of the magnetization in a magnetic film and the wave vector, as illustrated in
Fig. 2.5b.

(a) (b) (c)

Figure 2.5.: (a) Ferromagnetic resonance: Resonance frequencies calculated from
Eq. 2.35 if the external magnetic field µ0H is applied in the sample plane
(Nxx = 1, Ny y = Nzz = 0). (b) Configurations for BV, FV, and DE spin waves in
a thin film, determined by the angles between the magnetization direction M
and the propagation direction k. (c) Dispersion relations for BV (green), FV
(red), and DE (blue) spin waves calculated by Eq. 2.37.

• Backward Volume Waves: θ = 90◦,φ= 0◦
Spin waves that propagate parallel to the magnetization direction are called back-
ward volume (BV) spin waves due to their negative group velocity vg = Çω/Çk < 0
at small wave vectors k.

• Forward Volume Waves: θ = 0◦
If the magnetic film is perpendicularly magnetized we talk about forward volume
(FV) waves. The dispersion becomes isotropic, as all in-plane wave vectors are
perpendicular to the magnetization direction.

• Damon-Eshbach Waves: θ = 90◦,φ= 90◦
If the magnetic film is in-plane magnetized and the wave vector of the spin wave is
oriented perpendicular to this direction, magnetostatic surface waves, also known
as Damon-Eshbach (DE) spin waves, are observed. The dynamic stray field of such
waves aligns parallel to the dynamic magnetization on the top surface of the film,
while on the bottom surface, it aligns antiparallel. This characteristic results in DE
spin waves exhibiting a higher amplitude on one side of the film. Furthermore,
the amplitude of DE spin waves decays exponentially as one moves away from the
surface, as demonstrated by Damon and Eshbach [82]. The stray field Bsw(z, t ),
observed at a height x0 above the thin film, originating from a DE spin wave prop-
agating along the ±z-direction, is given by [57]

Bsw(z, t ) =−B 0
swRe[e i (kz z−ωt )(ẑ+ i sgn(kz )x̂)], (2.40)

with the stray field amplitude B 0
sw =µ0m0(1+sgn(kz )η)|k|de−kz x0 /2. Furthermore,

k is the wave vector, ω = 2π f is the frequency given by Eq. 2.37, η is the degree
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of ellipticity, d is the thickness of the magnetic thin film, and t is the time. From
Eq. 2.40 we find that right-propagating DE spin waves (+kz ) produce a left-handed
circularly polarized stray field above the sample surface, whereas left-propagating
spin waves generate a right-handed circularly polarized stray field. In this work,
we will focus on DE spin waves.

In Fig. 2.5c, the dispersion relation of BV, FV, and DE is shown. In the following section,
we discuss how spin waves can be excited inductively by a microstrip line.

2.7.2. INDUCTIVE SPIN WAVE EXCITATION

The microwave (MW) current flowing through a microstrip line fabricated on a magnetic
thin film induces an MW magnetic field, causing the magnetic moments to deviate from
their equilibrium, thus generating a spin wave propagating away from the microstrip
line.

The MW field of a microstip line oriented parallel to the y-axis with its center at x =
z = 0 is given by [57]

BMW(x, z) = µ0I

2πw

(
arctan

(
w z0

z2
0 +x2 − ( w

2

)2

)
x̂+ 1

2
ln

(
z2

0 +
(
x + w

2

)2

z2
0 +

(
x − w

2

)2

)
ẑ

)
, (2.41)

where I is the current, w the width of the microstrip line, and z0 the hight above the
sample surface.

(a) (b)

Figure 2.6.: Excitation profile of a microstrip line of width d = 5 µm oriented along the
y-axis. (a) x- and z-components of the microstrip line magnetic field in real
space given by Eq. 2.41. The yellow rectangle marks the dimension of the mi-
crostrip line. (b) Fast Fourier transformation of the in-plane MW field as a
function of the wave vector magnitude kx . If kx = n · 2π

w the excitation effi-
ciency vanishes (red dashed lines).

Fig. 2.6a shows the in-plane and out-of-plane components of the MW magnetic field
given in Eq. 2.41 for a 5 µm wide microstrip line in real-space. The excitation spectra in
k-space can be derived by Fourier-transforming the MW field of the microstrip line. In
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Fig. 2.6b the kx component of the wave vector is shown. Only specific values of the spin-
wave vector can be excited with a microstrip line. In particular, the excitation efficiency
vanishes when an integer number of wavelengths, kx = n · 2π

w , fits within the width of the
microstrip, as indicated by the red dashed lines.
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NV CENTER MAGNETOMETRY

Advancing the detection and imaging of weak magnetic fields and excitations at the
nanoscale is crucial, as many intriguing magnetic phenomena in correlated-electron
materials remain difficult to access due to the demanding combination of resolution
and magnetic-field sensitivity [83]. To address these challenges, negatively charged ni-
trogen vacancy centers in diamond have emerged as a new technique for magnetic field
sensing. Due to their atomic-sized point defect nature and potential localization in close
proximity to a diamond surface, NV centers can be positioned within a few nanometers
of magnetic samples, enabling nanoscale spatial resolution down to about 50 nm [84].
Furthermore, their non-invasive nature and high sensitivity to GHz magnetic fields make
them ideal for investigating the dynamic excitations of magnetic systems, such as spin
waves. In the chapters 5, 7, and 6 we use NV centers for static magnetic field sensing
experiments as well as to image spin waves.

In this chapter, we discuss the properties of the NV centers that are essential for un-
derstanding this work. We begin by introducing the NV center’s host material diamond
in Section 3.1. In Section 3.2, we discuss the working principles of nitrogen vacancy
(NV) centers, necessary for understanding NV center magnetometry, thereby introduc-
ing their charge states and electronic structure. We then proceed to explain how NV
centers are used to detect both static and oscillating magnetic fields in Sections 3.3 and
3.4, respectively. We conclude this chapter in Section 3.5 by discussing how NV centers
are utilized to detect and image spin waves.

3.1. DIAMOND

To comprehend the characteristics of the nitrogen vacancy center and the subsequent
results, we first want to examine the properties and growth of its host material diamond.

3.1.1. DIAMOND PROPERTIES

Diamond possesses a face-centered cubic crystal (fcc) lattice with a two-atom basis as
depicted in Fig. (3.1a). Its basic unit cell is a cube with lattice constant a = 0.357 nm [85].
The angles between between adjacent carbon-carbon bonds are approximately 109.5◦ .

19
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Diamond acts as a high band-gap semiconductor with a bandgap of 5.47 eV [86], ex-
hibiting transparency in the visible spectrum. Defects in the diamond lattice create lo-
calized states within the band-gap, enabling the absorption and fluorescence of light.
However, the rather high refractive index of diamond, n = 2.4, limits the detection effi-
ciency of fluorescence light coming from color centers [45]. The total internal reflection
angle is as small as Θc = 22.6◦, such that most of the emitted photons cannot exit the
diamonds top surface.

(a) (b)

Figure 3.1.: (a) Fcc crystal lattice of diamond with lattice constant a = 0.357 nm and
bond angles of 109.5◦. Carbon atoms are represented as blue spheres. (b)
Yellow type I diamond (bottom) and transparent type II diamond (top). Im-
ages taken from [87].

The purity and crystallinity of diamond are critical characteristics that significantly
impact its properties and potential applications. As the most common impurity in dia-
mond is nitrogen, diamonds are often classified into two types based on their nitrogen
concentration [88]. Type I diamonds contain a large concentration of nitrogen impu-
rities, with a nitrogen concentration bigger than 5 parts per million (ppm), making up
about 98 % of all natural diamonds. They are further subdivided into type Ia, with an
approximate nitrogen concentration of 3000 ppm due to aggregated nitrogen, and type
Ib, with a nitrogen concentration of about 300 ppm due to single substitutional nitrogen.
The high nitrogen concentration leads to a yellowish color of type I diamonds. Type II
diamonds, on the other hand, exhibit minimal nitrogen concentration (N < 5 ppm), mak-
ing them colorless. They are further categorized into type IIa diamonds, predominantly
synthetically created, featuring nitrogen as the primary impurity and type IIb diamonds,
where boron serves as the major impurity[87]. Fig. (3.1b) shows a colorless type II and
a yellow type I diamond. In this thesis we use (100)-oriented type IIa diamond with a
nitrogen concentration of less than 1 ppm.

3.1.2. DIAMOND GROWTH

Diamonds can be grown by two popular methods. In high pressure, high temperature
(HPHT) synthesis the natural conditions under which diamonds form in the Earth’s man-
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tle is mimiced. The process typically starts with a carbon source, often graphite, placed
in a high-pressure cell along with a metallic solvent, usually consisting of iron, nickel or
cobalt, that serves as a catalyst and transport medium, aiding in the diamond growth
process, as illustrated in Fig. (3.2a). This assembly is then subjected to extremely high
pressures around 5-6 GPa, pushing the carbon atoms into the diamond crystal lattice,
and temperatures around 1300− 1600◦C, facilitating the mobility of carbon atoms[89].
Diamonds synthesized using the HPHT method often exhibit a yellow color due to the
incorporation of nitrogen from the atmosphere and growth materials into the diamond
lattice.

(a) (b)

Figure 3.2.: (a) Sketch of a HPHT diamond growth chamber. An anvil press applies
through a transmitter solvent extremely high pressures and temperatures to
a central growth cell that contains the carbon source and a diamond seed
crystal. (b) Sketch of a CVD reactor. A diamond substrate is grown by de-
positing carbon atoms from a hydrogen and carbon containing gas.

In the chemical vapor deposition (CVD) growth method diamond seed crystals are
placed in a vacuum chamber which is filled with a hydrogen and carbon containing
gas, such as methane. A microwave beam creates a plasma by breaking down the gas
molecules, and the carbon atoms diffuse towards the colder, flat diamond seed crystals.
The hydrogen helps to maintain the purity of the growing diamond by selectively remov-
ing any non-diamond carbon impurities or amorphous carbon from the surface[90]. In
Fig. (3.2b) the sketch of a CVD reactor is shown.

3.2. NITROGEN VACANCY CENTER
The NV defect consists of a nitrogen atom substituting a carbon atom in the diamond
crystal lattice, along with a nearby vacancy, as illustrated in Fig. 3.3a. It can align along
the four < 111 > crystalline directions of the diamond lattice. The creation of NV cen-
ters is achieved through methods such as ion implantation followed by annealing [91,
92]. Ion implantation induces damage by creating carbon vacancies within the diamond
lattice as well as nitrogen impurities [93, 94]. Annealing, typically occurring at tempera-
tures ranging from 600 to 1000 ◦C, allows vacancies to become mobile and combine with
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nitrogen impurities, thereby forming NV centers [95]. The initial vertical distribution of
vacancies is determined by the acceleration voltage.

3.2.1. CHARGE STATES

Two distinct forms of the NV defect have been distinguished, the neutrally charged NV0

center and the negatively charged NV− center. When there are five electrons associ-
ated with the NV defect, two originating from dangling bonds of the nitrogen atom, and
three from the dangling bonds of the vacancy, the neutral nitrogen-vacancy center NV0

is formed with spin S = 1/2 . If an additional electron is captured by the defect from lat-
tice donors, a negatively charged NV− center forms with spin S = 1 [96, 97], as depicted in
Fig. 3.3b. For magnetometry applications, only the negatively charged form of the defect

(a) (b)

Figure 3.3.: (a) Atomic structure of the NV center in diamond (b) Negatively charged NV
center. The electronic structure is composed of six electrons: two from the
nitrogen, three from the dangling bonds of the carbon atoms adjacent to the
vacancy, and one captured from the lattice, resulting in a S = 1 quasi-particle.

is of interest, as it possesses a spin triplet ground state that can be effectively initialized,
manipulated, and optically read out[45]. Throughout the remainder of this thesis, we
will therefore refer to the NV− as the NV center.

3.2.2. ELECTRONIC STRUCTURE

The discussion of this section roughly follows [45]. The NV center energy level scheme
consists of ground (3 A2) and excited (3E) state spin triplets (S = 1), as well as intermedi-
ate singlet states (1E ,1 A1), depicted in Fig. 3.4a. The ground and excited triplet states are
both split in energy due to spin-spin interaction, resulting in a singlet state with ms = |0〉
and a doublet with ms = ±|1〉, where ms is the spin projection along the NV quantiza-
tion axis. These singlet and doublet states of the ground (excited) states are separated
by D = 2.87 GHz, (Dex = 1.42 GHz) in the absence of a magnetic field. An external field
splits the degenerate ms =±|1〉 energy levels due to the Zeeman interaction.

The NV center can undergo optical excitation via spin-conserving transitions to the
excited state. Following optical excitation, relaxation of the NV defect can occur either
through the same radiative transition, leading to broadband red photoluminescence,
or via an alternative pathway involving non-radiative intersystem crossing (ISC) to the
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(a) (b)

Figure 3.4.: (a) Energy level scheme consisting of a triplet ground state 3 A2, a triplet ex-
cited state 3E , as well as intermediate singlet states 1E and 1 A1. The green
arrows represent spin-conserving non-resonant optical excitation using a
green laser (515 nm) from the ground states to the phonon sideband (gray
area). Light red dashed arrows represent decay through spin-conserving op-
tical transitions, dark red dashed arrows indicate the infrared transition at
1042 nm between the singlet states. Furthermore, gray dashed lines repre-
sent non-radiative relaxation paths via intersystem crossing (ISC). The thick-
ness of these lines reflects the relative strength of the transition. (b) Fluores-
cence spectrum of a single NV showing a zero-phonon line at 637 nm and a
broad phonon sideband between 600 nm and 800 nm. Adapted from [98].

singlet states. The photoluminescence emission spectrum exhibits a zero-phonon line
(ZPL) at 637 nm and a broad phonon sideband (PSB), shown in Fig. 3.4b. The PSB arises
from transitions where a photon at the ZPL is accompanied by the excitation/absorption
of one phonon. Consequently, the PSB enables non-resonant optical excitation using a
green laser.

The ms = |0〉 state demonstrates a slower ISC shelving rate to the singlet states com-
pared to the ms =±|1〉 state. Furthermore, the singlet states preferentially decay towards
the ms = |0〉 state. These spin-selective mechanisms lead to a significant population of
the ms = |0〉 state upon optical pumping, enabling optical initialization into the ms = |0〉
state. Consequently, the optical transition becomes considerably brighter when the spin
resides in the ms = |0〉 state. This spin-dependent photoluminescence allows to optically
detect the NV spin state.

3.2.3. NV CENTER HAMILTONIAN

The behavior of the NV ground state in an external magnetic field is described by its
Hamiltonian Ĥ = h · Ĥ , where h is the Planck constant. As we want to calculate the
resonance frequencies of a transition, we will use units of frequency for our Hamiltonian.
By neglecting the hyperfine interaction with nearby nuclear spins in the diamond as well
as second order terms due to strain in the diamond, which are not significant in this
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thesis, Ĥ is given by [45]
Ĥ = DŜ2

z +γB ·S. (3.1)

Here, z is the quantization axis of the NV defect, γ= 2π ·28 MHZ/mT the gyromagnetic
ratio, and S = (Ŝx , Ŝy , Ŝz ) denotes the vector of Pauli spin operators for a spin-1 system

Ŝx = 1p
2

0 1 0
1 0 1
0 1 0

 , Ŝy = 1p
2

0 −i 0
i 0 −i
0 i 0

 , Ŝz =
1 0 0

0 0 0
0 0 −1

 . (3.2)

By plugging the Pauli matrices into Eq. 3.1 we find

Ĥ =

 D +γBz
γp
2

(Bx − i By ) 0
γp
2

(Bx + i By ) 0 γp
2

(Bx − i By )

0 γp
2

(Bx + i By ) D −γBz .

 (3.3)

By diagonalizing the Hamiltonian given in Eq. 3.3, its eigenvalues λi can be calculated
from the characteristic equation ||Ĥ −λi 1|| = 0, where 1 is the identity matrix. The reso-
nance condition is then obtained by

ω+(−) =λ3(2) −λ1, (3.4)

withλ3 >λ2 >λ1. In the following sections, we will use Eq. 3.4 to calculate the resonance
frequencies for an NV center in a static external (DC) field as well as to describe the spin
dynamics of an NV center in a oscillating (AC) external magnetic field.

3.3. DETECTION OF DC FIELDS

If a static external field B = Bz ẑ is applied along the NV center axis (z-direction), Eq. 3.3
simplifies to

ĤDC =
D +γBz 0 0

0 0 0
0 0 D −γBz

 . (3.5)

We find that it causes a linear shift of the two ESR frequencies

ω± = D ±γBz . (3.6)

Since we are using an ensemble of NV centers, we will not only measure the transitions
of the aligned NVs but also those of the three remaining NV families. The resonance
frequencies of these NVs can be calculated in a similar manner. When the field is aligned
with one NV direction, the projection of the field along the other three NV directions will
result in Bx and By components of the same magnitude, while Bz = 0, as the field is not
aligned with any of the three remaining axes. Thus, solving the Hamiltonian in Eq. 3.3
for B = (Bx ,By ,0) will yield the same transition frequencies for the three remaining NV
families. Consequently, in an experiment where the external field is aligned along one
NV axis, we will measure only four resonances. The outer two resonances correspond
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to the aligned NV centers, while the inner two resonances are the superposition of the
three pairs of resonances from the remaining NV families.

In Fig. 3.5a, we show the calculated ODMR frequencies for an ensemble of NV centers,
where the external magnetic field is applied along one of the four possible quantization
axes of the NVs. NV centers not aligned with the external field experience a transverse
field of the same magnitude for the remaining three quantization axes directions, result-
ing in a non-linear field dependence.

(a) (b)

Figure 3.5.: ODMR spectrum of an ensemble of NV centers when the magnetic field is
aligned along one of the four possible NV quantization axes. (a) Field depen-
dence of the transition frequencies. For aligned NVs, the frequency depen-
dence on the field is linear (black lines). The resonance frequencies of the
remaining NVs are degenerate as they experience the same magnitude of the
field projection on their quantization direction (grey lines). (b) ODMR spec-
trum (grey dots) and fit (red line) for an ensemble of NVs. The dips in the
intensity of the PL signal appear as peaks in the lock-in detected PL signal.
The external magnetic field components with respect to the aligned NV cen-
ters are B∥ = 14.6 mT and B⊥ = 1.1 mT, corresponding to a field misalignment
of θ = 4◦.

In a real experiment there will be a small misalignment between the external field and
the NV center axis. To calculate the parallel (B∥) and perpendicular (B⊥) components of
the field, we can rewrite Eq. 3.1 as Ĥ = DŜ2

z +γB∥Ŝz +γB⊥Ŝx . Using Eq. 3.4 and solving
for the field components, we find [83]:

B∥ =
p−(D +ω+−2ω−)(D +ω−−2ω+)(D +ω++ω−)

3γ
p

3D
, (3.7)

B⊥ =
p−(2D −ω+−ω−)(2D −ω++2ω−)(2D −ω−+2ω+)

3γ
p

3D
. (3.8)

The angle between the NV axis and the magnetic field can then be calculated by θ =
arctan(B⊥/B∥). A typical ODMR spectrum of an ensemble of NVs with the external mag-
netic field approximately aligned along one of the four possible NV quantization axes
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is shown in Fig. 3.5b. Since the PL signal is detected by a lock-in amplifier the dips in
the intensity of the PL signal appear as peaks in the lock-in detected signal. The lock-in
amplifier only detects signals that vary with a reference frequency. In our case, the MW
frequency is modulated by a reference frequency in the MHz range. Therefore, if the MW
is in resonance with an NV transition, the lock-in detects a signal, resulting in a peak. By
fitting the PL signal with eight Lorentzians simultaneously, we obtain the resonance fre-
quencies of the transitions. Using Eqs. 3.7 and 3.8, we find B∥ = 14.6 mT and B⊥ = 1.1 mT,
with respect to the aligned NV centers, corresponding to a field misalignment of θ = 4◦.

3.4. DETECTION OF AC FIELDS
In this section, we discuss the effect of an oscillating magnetic field on the NV center.
We begin by simplifying the three-level NV Hamiltonian into a two-level Hamiltonian
and establish the Bloch sphere representation of its wave function. By transforming the
Hamiltonian into a rotating reference frame, following [70], we show that the two NV ESR
transitions are driven by circularly-polarized magnetic fields with opposite handedness.
Finally, we discuss the coherent spin state precession of the NV center due to the ac-
field, referred to Rabi oscillation, as well as decoherence effects, resulting in a reduced
life time of the coherent spin state.

3.4.1. BLOCH SPHERE

As a transition between the states ms =±|1〉 is dipole-forbidden, we can treat the three-
level system of the NV center, aligned with the z axis and described be Eq. 3.1, as an
effective two-level system consisting of two orthogonal states |0〉 = |z+〉 and |1〉 = |z−〉,
representing either the pair of states {|0〉 , |1〉} or {|0〉 , |−1〉}. Consequently, the Pauli spin
operators Sx,y,z can be reduced to the Pauli matrices

σ̂x =
(
0 1
1 0

)
, σ̂y =

(
0 −i
i 0

)
, σ̂z =

(
1 0
0 −1

)
, (3.9)

with |0〉 and |1〉 being eigenstates of σ̂z with eigenvalues 1 and −1, respectively. The wave
function |ψ〉 of a two level system can be expressed as the superposition of the states |0〉
and |1〉 given by [99]

|ψ〉 = cos

(
θ

2

)
|0〉+ sin

(
θ

2

)
e iφ |1〉 . (3.10)

Setting 0 ≤ θ ≤ π and 0 ≤ φ < 2π, we obtain all possible states. The absolute squares of
the coefficients of |ψ〉 can be interpreted as probabilities, summing up to one. The co-
efficient associated with |0〉 is constrained to real values to eliminate the physically non-
existent degree of freedom represented by a common complex phase of both compo-
nents. A geometrical representation of |ψ〉 is given by the Bloch sphere shown in Fig. 3.6.
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Figure 3.6.: In a two-level system the wave vector |ψ〉 can be represented as a superposi-
tion of the |0〉 and |1〉 states, with coefficients determined by the angles θ and
φ.

3.4.2. ROTATING FRAME

To account for oscillating magnetic fields, we rewrite the three-level system Hamiltonian
given in Eq. 3.3 as a two-level system Hamiltonian by selecting the upper-left or bottom-
right corners of the matrix given in Eq. 3.3

Ĥ± = ω±
2

(1± σ̂z )+ γp
2

(Bx σ̂x +By σ̂y ) = Ĥ0 +Ĥac, (3.11)

where 1 is the identity matrix. Furthermore, to discuss the time evolution of the two-level
system, we transform the Hamiltonian into a rotating frame, oscillating at frequency

ω. We define a rotating wave function as |ψR〉± = Û± |ψ〉, with Û± = e±
iωt

2 σ̂z . To ob-
tain the time evolution of |ψR〉±, we use the time-dependent Schrödinger’s equation

i Ç|ψ〉
Çt = 1

h Ĥ |ψ〉 = Ĥ |ψ〉, which yields

Ç |ψ〉
Çt

= Ç

Çt

(
Û †

± |ψR〉±
)= Û †

±
Ç |ψR〉±
Çt

∓ iω
σ̂z

2
Û †

± |ψR〉± =−iĤ Û †
± |ψR〉± . (3.12)

Rewriting this, we can derive the Schrödinger equation for the rotating wave function

Ç |ψR〉±
Çt

=−i (Û±Ĥ±Û †
±∓ωσ̂z

2
) |ψR〉± =−iĤ±R |ψR〉± , (3.13)

with the new Hamiltonian in the rotating frame

Ĥ±R = Û±H±Û †
±∓ωσ̂z

2
. (3.14)

The oscillating field Bac can generally be elliptically polarized, which can be represented
as the sum of two counter-rotating circular components of amplitude BR and B ′

R . Thus,
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Ĥac is given by

Ĥac = γ

2
p

2
BR (cos(ωt )σ̂x + sin(ωt )σ̂y )+ γ

2
p

2
B ′

R (cos(ωt )σ̂x − sin(ωt )σ̂y ) (3.15)

= γ

2
p

2
cos(ωt )σ̂x (BR +B ′

R )+ γ

2
p

2
sin(ωt )σ̂y (BR −B ′

R ). (3.16)

By transforming the two-level Hamiltonian in the rotating frame by using Eq. 3.11 and
Eq. 3.14 and calculating the matrix products, we find

Ĥ+R = ω+
2

1+ 1

2
p

2
γBR σ̂x + 1

2
p

2
γB ′

R

(
σ̂x cos(2ωt )− σ̂y sin(2ωt )

)− ∆+
2
σ̂z , (3.17)

Ĥ−R = ω−
2

1+ 1

2
p

2
γB ′

R σ̂x + 1

2
p

2
γBR

(
σ̂x cos(2ωt )+ σ̂y sin(2ωt )

)+ ∆−
2
σ̂z , (3.18)

with the detuning ∆± =ω−ω± between the NV transition and the drive field Bac. In the
Eqs. 3.17 and 3.18, the terms oscillating fast at 2ωt can be dropped, as they will average
to zero [100]. These equations show that the NV transitions are driven by circularly-
polarized magnetic fields of opposite handedness. Thus, we find that the spin dynamics
in the rotating frame picture is driven by the constant fields BR,R ′ . In the following sec-
tion, we will calculate the frequency at which the spin population is oscillating.

3.4.3. RABI OSCILLATIONS

Using a Rabi sequence offers an approach to sense magnetic fields oscillating near GHz
frequencies. The NV spin state is first initialized in the |0〉 ground state by using green
laser light. After initialization an oscillating magnetic field Bac is applied for varying
times. If the drive field is in resonance with the NV spin state transition, the spin popu-
lation oscillates between these spin states. The frequency ΩR at which the NV is driven
is proportional to the strength of Bac, as depicted in Fig. 3.7a, and scales with the square
root of the microwave power [101]. It is referred to as Rabi frequency. To calculateΩR we

use Eq. 3.4 and find [70, 102] Ω± =
√
Ω2

R +∆2
±, with the Rabi frequency

ΩR,R ′ = γBR,R ′/
p

2. (3.19)

3.4.4. T1 RELAXOMETRY

Another way to detect ac magnetic fields in the GHz frequency range, is to measure the
longitudinal, or spin-lattice, relaxation time T1 of the NV center, as the presence of mag-
netic noise at the resonance frequency of the NV center spin transitions reduces its spin
lifetime. When the NV center is initially polarized into the |0〉 or ±|1〉 ground state us-
ing green light, T1 represents the characteristic time during which the spin population
returns to a thermally mixed state. It can extend up to 6 ms, especially when dominated
by phonon interactions at room temperature [101, 103]. However, the presence of mag-
netic frequency noise or other paramagnetic spins at the NV resonance frequency can
decrease T1, as shown in Fig. 3.7b. To determine T1, the evolution time τ between the
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(a) (b)

Figure 3.7.: Detection of ac magnetic fields. (a) Rabi oscillations: A higher amplitude of
the microwave field results in an increased Rabi frequency (red curve). (b) T1

relaxometry: The phonon-limited T1 decay rate (blue curve) is amplified by
high-frequency magnetic noise near the NV resonance frequency (red curve).
(Fig. adapted from [101].)

initialization and readout laser pulses is varied. T1 can then be obtained from a fit to an
exponential decay of the contrast of the photoluminescence signal [60, 104]

C (τ) =C0 ·exp(−τ/T1). (3.20)

3.5. IMAGING OF SPIN WAVES
In Section 2.7.1, we discussed that the stray field of a DE spin wave Bsw(t ) is either left-
or right-handed circular polarized, depending on the propagation direction of the spin
wave. Consequently, it will drive either ω− or ω+ transistions of the NV center, allow-
ing us to detect spin waves via their magnetic stray field. However, we do not gain any
information about the phase of the propagating spin wave, which is necessary to im-
age individual spin wave fronts. To gain this phase sensitivity, a microwave field Bmw(t )
oscillating at the same frequency as Bsw(t ) needs to be superimposed on Bsw(t ). This su-
perposition of the two ac-fields results in a standing wave pattern of the total magnetic
field, that drives the NV ESR with a spatial periodicity equal to the spin wave wavelength
[57].

3.5.1. STANDING WAVE MODEL

To phenomenologically model the resulting PL signal, we calculate the time-averaged
magnitude of the perpendicular time-dependent magnetic field < |Btot⊥ | >t relative to
the NV axis, where Btot⊥ is given by

Btot⊥ (t ) = Bsw(t )+Bmw(t ). (3.21)

Bsw(t ) and Bmw(t ) are given in the Eqs. 2.40 and 2.41, respectively. Thereby, we take
into account that ESR transitions can only be driven by rf-fields perpendicular to the NV
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quantization axis. Furthermore, we average over time, as we measure a time indepen-
dent PL signal at a fixed position on the sample, which is proportional to the magnitude
of the standing wave of the total perpendicular magnetic field.



4
EXPERIMENTAL TECHNIQUES

In this chapter, we will introduce sensing and imaging techniques relying on ensembles
of NV centers, which were used to obtain the results of this thesis. Two common meth-
ods exist in far-field optical microscopy for imaging: confocal microscopy and widefield
microscopy, as shown in Fig. 4.1.

Figure 4.1.: Confocal vs widefield illumination. (a) In the confocal configuration, the
light source is focused onto a diffraction-limited spot at the focal plane. To
capture an image, the sample is scanned. (b) In the widefield configuration,
the sample is uniformly illuminated by the light source, and the image is cap-
tured by a camera.

These techniques differ in the method of sample illumination and signal detection.
In confocal microscopy, a high numerical aperture (NA) objective focuses the coher-
ent light of a laser into a diffraction-limited spot. The measurement signal, for exam-
ple, photoluminescence (PL), is collected by the same objective. Typically, an avalanche
photodiode (APD) characterized by low dark current and efficient quantum yield at the
single-photon level detects the signal. In confocal NV center microscopy, high spatial
resolution can be attained through super-resolution techniques [105–107] or by using a
single NV center instead of an ensemble of NV centers for imaging [108, 109]. Addition-
ally, sensitivity to weak magnetic fields can be enhanced via lock-in amplified detection.

31
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Nonetheless, a major drawback of confocal microscopy is the relatively slow measure-
ment process, as scanning the sample point-by-point is necessary to obtain images over
large areas.

In contrast, widefield imaging captures large areas by uniformly illuminating the en-
tire sample. This is achieved by focusing the laser towards the back focal plane of the
objective lens to generate a broad, parallel beam illuminating the sample completely.
The resultant signal is recorded by a camera. Widefield fluorescence microscopy facili-
tates rapid imaging, which is the main benefit over confocal imaging.

During this work, three different NV center microscopes were assembled, each vary-
ing in its capabilities. In the following sections, we will explain their working principles
and discuss the benefits of each method. We will start with a discussion of the spatial
resolution of optical microscopes in Sec.4.1 and define the resolution limit according
to Rayleigh’s principle. In Sec.4.2, we will introduce a confocal NV center microscope
acquiring data by lock-in amplified detection of the PL. We then continue in Sec.4.3
with the discussion of a confocal NV center setup that is integrated into a time-resolved
MOKE setup. We finish this chapter in Sec.4.4 with the discussion of the implementation
of a widefield NV center microscope.

4.1. SPACIAL RESOLUTION
In optical imaging, an important parameter is the resolution limit that can be achieved
using a microscope. It is limited by diffraction, which occurs when light passes through
any aperture. In our case, the aperture is the microscope’s objective lens and the light
source is a laser, as indicated in Fig. 4.2.

Figure 4.2.: Coherent laser light (green lines) passing through an objective lens is focused
to a diffraction-limited spot, forming an Airy pattern at the focal plane. The
spot size depends on the laser wavelength and the numerical aperture, which
is determined by the medium’s refractive index and the lens’s maximum cone
half-angle θ.

The minimal spot size that the laser can be focused down to depends on the wave-
length λ of the laser light and the numerical aperture NA = sin(θ) ·n of the lens. Here, n
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is the index of refraction of the medium in which the lens is working, in our case nair = 1,
and θ is the half-angle of the maximum cone of light that can enter or exit the lens. The
resulting diffraction pattern, shown in Fig. 4.3a, is called the Airy pattern. It has radial
symmetry and consists of a bright central circle called the Airy disc that contains 84% of
the total light intensity. In Fig. 4.3b, the profile of the Airy pattern taken along the dashed
red line in Fig. 4.3a is shown. The diameter of the Airy disc is defined as the distance be-
tween the first minima in the diffraction pattern, as indicated by the red vertical lines in
Fig. 4.3b.

(a) (b)

Figure 4.3.: (a) Airy pattern of a single light source. 84% of the total light intensity is con-
tained in the central maximum of the Airy pattern referred to as the Airy disc.
(b) Profile of the Airy pattern taken along the red dashed line in (a). The di-
ameter of the Airy disc is indicated by the vertical red lines.

According to the Rayleigh criterion [110, 111], two light sources can still be resolved if
the central maximum of the Airy pattern of the first light source lies on the first minimum
in the diffraction pattern of the second light source. Thus, the lateral spatial resolution
limit is defined by the Airy radius given by

rAiry = 0.61λ

NA
. (4.1)

In Fig. 4.4a, the Airy pattern of two light sources that can still be resolved according to the
Rayleigh criterion is shown. Fig. 4.4b shows the profile of this Airy pattern taken along
the dashed red line. The Airy radius is indicated by the red vertical lines.

4.2. LOCK-IN AMPLIFIED CONFOCAL NV CENTER

MICROSCOPY
To achieve a high signal-to-noise ratio in our magnetometry measurements, we imple-
mented a confocal NV center microscope that uses an APD as a PL detector in combina-
tion with a lock-in amplifier. The phase-sensitive lock-in amplifier operates by detect-
ing signals precisely at a specified reference frequency, with the capability to narrow the
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(a) (b)

Figure 4.4.: (a) Airy pattern of two light sources that can still be resolved as the central
maximum of the Airy pattern of the first light source lies on the first mini-
mum in the diffraction pattern of the second light source. (b) Profile of the
Airy pattern taken along the red dashed line in (a). The lateral spatial resolu-
tion limit defined by the Airy radius in Eq. 4.1 is indicated by the vertical red
lines.

bandwidth down to 0.01 Hz, if desired [112, 113], while also capturing the phase rela-
tionship between the measured signal and the reference signal. When a signal is modu-
lated at this reference frequency, the lock-in amplifier can effectively isolate it from back-
ground noise and signals at other frequencies or with different phase relation, resulting
in a favorable signal-to-noise ratio. In NV center magnetometry experiments, where a
MW source resonantly manipulates the spin states, the lock-in amplifier can isolate the
spin signal by modulating the MW field’s frequency at the reference frequency [112].

4.2.1. SETUP

A schematic of the setup is shown in Fig. 4.5. The NV centers are optically excited by
a 515 nm laser (iBeam-smart-515s, Toptica), focused to a diffraction-limited spot by an
objective with a numerical aperture of 0.9 and a magnification of 63. Using Eq. 4.1, the
maximal achievable resolution is 350 nm. In front of the objective, a polarizer and a
λ/2-plate are employed to rotate the polarization of the laser light. This allows to maxi-
mize the contrast in the ω± transitions of NV centers aligned with an external bias field.
Furthermore, a beam splitter splits the green excitation light, partially reflecting and par-
tially transmitting it, while fully transmitting the red PL light, as indicated in Fig. 4.5. The
transmitted green light is detected by an additional photodiode for imaging the topog-
raphy of the sample. The NV PL is collected by the same objective, separated from the
excitation light by a short-pass dichroic mirror (SP DM cut-off wavelength 600 nm, Ed-
mund Optics) and a long-pass (LP) filter (cut-on wavelength 590 nm, Edmund Optics).
A lens (L) in combination with a mirror (M) is used to focus the PL light on the avalanche
photodiode (APD, Hamamatsu, S5344). Additionally, a blue light-emitting diode (LED), a
camera, and a flip mirror (FM) are used for widefield illumination to provide a live image
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Figure 4.5.: Sketch of the optical setup. A green laser excites NV centers. A polarizer and
λ/2-plate rotate the polarization of the green light. A beam splitter partially
transmits and reflects the green light, allowing for detection of the topogra-
phy image by a photodiode (diode). NV PL, separated from the green light by
a dichroic short-pass mirror (SP DM 600 nm), passes a long-pass (LP) filter
and is focused on an avalanche photodiode (APD) by a lens (L) and mirror
(M). Blue light-emitting diode (LED) light, a camera, and a flip mirror (FM)
are used for widefield illumination. A DM SP 500 nm couples the blue LED
light into the green light beam path.

of the sample. The SP DM 600 nm transmits approximately 95% of the light with wave-
lengths below 600 nm. The small fraction of blue light that is still reflected by the SP DM
600 nm is sufficient to image the sample with the camera. During the PL measurements,
the LED was always turned off. A SP DM 500 nm (cut-off wavelength 500 nm, Edmund
Optics) couples the blue LED light into the green light beam path. For simplification,
only the relevant path of the blue light is indicated in Fig. 4.5.

4.2.2. MEASUREMENT METHOD

Microwaves for driving the NVs were generated using a microwave generator (N5183A
MXG, Agilent). To measure the PL signal with a lock-in amplifier (SR830, Stanford Re-
search Systems), the microwave signal was modulated by a coaxial switch (139-ZASWA-
2-50DRA, Mouser Electronics). The reference signal needed for modulation was gener-
ated by a function generator (SFG-2110, GW Instek). The PL signal detected by the APD
passed through a voltage amplifier and was then measured by the lock-in amplifier. Each
data point was measured for 1 s at the 3rd filter order. To acquire an image, the sample
was scanned using a piezo stage (Tritor 102, Piezosystem Jena) on which the sample was
mounted. The step size in such a scan determined the resolution of the image. Fur-
thermore, an external bias field was applied by a permanent magnet mounted on a pro-
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grammable translation stage. The stray field of the permanent magnet was aligned with
an NV center axis. This setup was used for the spin wave experiments in Chapter 6.

4.3. COMBINED CONFOCAL NV CENTER / TR-MOKE
MICROSCOPY

With the aim of imaging spin waves simultaneously using both NV based microscopy
and time-resolved magneto-optical Kerr effect (TR-MOKE) microscopy, a setup combin-
ing both techniques was established. The implementation of this setup was carried out
as part of a master’s thesis project conducted by Lukas Colombo [114]. Before discussing
the implementation of the setup, we will give an introduction to TR-MOKE microscopy.

4.3.1. TR-MOKE
Time-resolved scanning Kerr microscopy is commonly employed for investigating mag-
netization dynamics, particularly spin waves [115–119]. TR-MOKE operates as an opti-
cal pump-probe technique. In our configuration, the pump is a microwave generator
used to excite coherent spin waves at frequency fpump in the gigahertz (GHz) range. The
probe is a pulsed laser with a repetition rate fprobe that maintains a constant phase rela-
tionship with respect to fpump, fulfilling fpump = n · fprobe, where n is an integer. Using
PMOKE, the out-of-plane (OOP) component of the magnetization is examined to cap-
ture a stroboscopic image of the spin wave. Since the duration of each laser pulse is
significantly shorter than one period of the excitation, the magnetization is sampled at a
distinct phase. Consequently, detecting the propagating spin wave over time at a single
sample location yields a constant signal with a specific amplitude and phase, as indi-
cated by the blue dots in Fig. 4.6. Scanning along the spin wave’s propagation direction
over the sample results in a signal oscillating at the spin wave’s wavelength.

To overcome the constraint of probing spin waves only at frequencies that are multi-
ples of the laser’s repetition rate, a technique known as super-Nyquist sampling (SNS)
MOKE can be employed [120]. In this approach, the pump frequency is tuned to any
intermediate frequency fpump = n · fprobe + fdif, where fdif is set such that the pump fre-
quency is not a multiple of the probe frequency. Since the magnetization precesses at
fpump ̸= n fprobe, detecting the OOP component at a repetition rate fprobe results in an
alias oscillating at fdif < fprobe, as shown in Fig. 4.6. However, detecting the signal at a
single spot with a lock-in amplifier locked to fdif produces a constant signal with a spe-
cific phase and amplitude of the alias. Scanning over the sample along the propagation
direction of the spin wave also resolves its wavelength in the SNS approach.

4.3.2. SETUP

The optical part of the combined NV center / TR-MOKE setup is shown in Fig. 4.7. The
description of the setup follows [114]. In the TR-MOKE part, Fig. 4.7a, a pulsed 800 nm
Ti:Sa-Laser (Mira 900, Coherent) is employed, which is first attenuated and polarized
using a half-wave plate and a polarizer. The beam then passes through a pellicle beam
splitter with 92% transmission. To combine the beams coming from the MOKE- and
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Figure 4.6.: TR-MOKE vs SNS-MOKE: A signal (gray line) oscillating at fpump can be sam-
pled with a frequency fprobe that is that is an integer fraction of fpump, as
done in TR-MOKE (blue points). Alternatively, it can be sampled with a fre-
quency that satisfies fpump = n · fprobe+ fdif (red dots), as done in SNS-MOKE,
resulting in an alias of the signal (red dashed line). In that case, locking to
the difference frequency fdif (green dots) as well resolves the amplitude and
phase of the signal.

NV-parts of the setup, a 750 nm LP DM is used. The beams are then sent to a galvo-
galvo scanning system (LSKGG4/M, Thorlabs) and a telecentric lens system, enabling
lateral movement of the beam with respect to the sample. The laser light is then fo-
cused by an objective with a numerical aperture of 0.7 and a magnification of 63 to a
diffraction-limited spot with an Airy radius of 450 nm. A camera and blue LED are in-
stalled to acquire a live-image of the sample, as well as to optically stabilize the image
with a piezo-stage below the sample. A Wollaston prism splits the returning beam into
two linearly polarized components with perpendicular polarization orientation. Each
beam is directed towards a differential detector with two photodiodes. A change in the
magnetization of the sample results in a complementary change of the intensities of the
beams, which provides the contrast in a measurement.

To keep the repetition rate of the laser constant, the laser’s cavity length is actively
adjusted to match the repetition rate with a global frequency reference by a control
loop (PhaseLock, TEM). The control loop incorporates a photodiode, a mixer, and a
proportional-integral-derivative (PID) controller. The photodiode detects the generated
pulses. This signal is mixed with the reference signal to produce a down-converted sig-
nal for use by the PID controller. The reference signal, derived from a 10 MHz rubidium
atomic clock (FS725, SRS), undergoes frequency multiplication to achieve the desired
80 MHz value. The 10 MHz reference signal is also utilized for an arbitrary waveform
generator (AWG) (AWG70001A, Tektronix) producing MW signals for the spin wave ex-
citation, as shown in Fig. 4.8. The output of the lock-in, which is the differential signal
generated by the rotation in polarization and obtained by taking the difference of the
outputs of the detectors, is referred to as the Kerr signal SKerr, while the summed signal
of the two photodiodes is referred to as the topographic signal STopo.
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Figure 4.7.: Combined NV center / TR-MOKE setup using a Galvo-Galvo Mirror system
in combination with a telecentric lens system to scan over the sample. A de-
tailed description of all parts is given in Sec. 4.3.2. (a) Components of the TR-
MOKE part. (b) Components of the NV part. Legend: DM: dichroic mirror.
LP/SP: longpass/shortpass. PBS: pellicle beam splitter. ND: neutral-density
filter. LWD: long working distance. Fig. adapted from [114].

In Fig. 4.7b the NV specific parts of the setup are shown. It uses a 515 nm diode-laser
(06-MLD, Cobolt) to excite NV centers. A 600 nm SP DM is used to split the PL from the
green laser light. After passing a neutral-density (ND) filter and a 590 nm LP filter, the PL
is detected by a single photon count module (SPCM) (ARQH-14-TR, Excelitas). The ND
filter is needed to attenuate the signal such that the SPCM is not saturated. Furthermore,
a metal box encloses the SPCM in order to reduce the photon background further. A
permanent magnet mounted on a translation stage is used to generate a magnetic bias
field.

4.3.3. SINGLE PHOTON DETECTION

The PL signal is measured using an SPCM, which outputs a single voltage pulse for every
detected photon. A time-to-digital converter (TDC) (Time Tagger 20, Swabian Instru-
ments) is used to count these voltage pulses. This is done by using a trigger assigned
to a start time tstart. Additionally, a time interval ∆t is defined during which the pulses
are measured with respect to tstart, such that the counting stops at tend = tstart +∆t . The
TDC assignes a timestamp tpulse to each pulse from the SPCM. The number of pulses
is counted as long as tstart < tpulse < tend. This sequence is repeated and the counts are
summed up according to their time stamp until enough photons are counted to achieve
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Figure 4.8.: Components of the TR-MOKE setup. An atomic clock generates a 10 MHz
reference signal used for the stabilization of the laser cavity through a phase-
locked loop (PLL) as well as for the synchronization of the pulsed laser
and AWG. The PLL consists of a photodiode detecting the laser pulses, a
proportional-integral-derivative (PID) controller connected to the laser cav-
ity, and a mixer. A differential detector acquires the signal. The differential
signal SKerr is measured by a lock-in amplifier, resulting in the Kerr signal
SKerr. The sum signal SSum detects the topography of the sample.

a reasonable signal.
A programmable, multi-channel pulse generator (PBESR-PRO-500-PCI, SpinCore) is

used to generate the trigger signals. The pulse generator is also used to control the laser
and the MW signal. Furthermore, the MW generator is connected to a programmable
attenuator, an amplifier with a fixed amplification of roughly 20 dBm, and a high-speed,
solid-state switch (ZASWA-2-50DRA+, Mini-Circuits) that is connected to one channel of
the pulse generator.

4.4. WIDEFIELD NV CENTER MICROSCOPY
In this section, we describe a widefield NV center microscope, which was built with the
aim of fast data acquisition. The implementation of this setup was carried out as part of
a master’s thesis project conducted by Ankita Nayak [121]. In the following, we will first
introduce the setup and then discuss how the measurement data was processed.

4.4.1. SETUP

For optical excitation of an ensemble of NV centers, a 532nm green laser (L1C-532S,
Oxxius) was used. A polarizer in combination with a λ/2-plate adjusted the polarization
direction of the linearly polarized green light. The collimated beam was then expanded
by a lens and focused into the back focal plane of the objective lens to generate a broad
beam illuminating the sample over a wide area, as schematically shown in Fig. 4.9. A re-
movable LP DM with a cutoff wavelength of 590 nm separated the green laser light from
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the red PL. The PL was then recorded by a scientific camera (Prime BSI, Teledyne Photo-
metrics). If the LP DM was removed, the green laser light together with the PL light was
recorded by the camera. A microwave generator (SynthHD (v2), Windfreak) in combina-
tion with an amplifier were used to drive the NV spin state transitions, and a permanent
magnet mounted on a translation stage and oriented along one of the NV axes was in-
stalled to generate a bias field.

Figure 4.9.: Optical setup of the widefield NV center microscope. NV center excitation is
achieved using a 532 nm green laser. Polarization adjustment is performed
by a polarizer (P) and a λ/2-plate. The collimated beam is expanded by a
lens (L). A removable 590 nm long pass dichroic mirror (LP DM) separates
the green laser from the red PL, which is captured by a camera.

4.4.2. DATA COLLECTION

To collect data with the widefield setup, the camera captures an image during a spec-
ified exposure time. To measure an ODMR signal in N frequency steps, N images are
acquired. To enhance the signal-to-noise ratio, this measurement sequence is repeated
M times and that data is averaged, as depicted in Fig. 4.10a. For background correction,
an image at a reference frequency far away from the ODMR dips is taken immediately
after the signal image is captured, resulting in a total of 2×N ×M recorded frames.

To analyze the collected data, the acquired images are divided into a grid of X and Y
pixels, as illustrated at the top of Fig.4.10b. The minimal pixel size is limited by Rayleigh’s
criterion given in Eq. 4.1. However, if maximal image resolution is not crucial, the signal-
to-noise ratio is improved by averaging the signal over multiple pixels. In the top figure
of Fig.4.10b, the signal stays constant over the area indicated by the red square, which al-
lows for averaging over this area. Finally, the averaged data of the readout area is plotted,
as shown at the bottom of Fig.4.10b.
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Figure 4.10.: Measurement principle of the widefield setup. (a) For experiments depen-
dent on N frequencies, N frames are recorded. To enhance the signal-to-
noise ratio, the sequence is repeated M times and averaged. (b) Top: Each
frame is divided into a grid of pixels. The red rectangle, consisting of four
minimal-sized pixels, represents an area where the signal remains constant.
Bottom: Signal comprising N data points obtained by averaging the signal
of each frame over a specified number of pixels (red rectangle in the top fig-
ure) and over the M repeated frames.





5
DIAMOND CHARACTERIZATION

In this chapter, we present the characterization measurements of the diamonds used
in this thesis. We begin by introducing the parameters of the diamond substrate in
Sec. 5.1. Following this, we discuss the dependence of the photoluminescence (PL) sig-
nal on the microwave power through optically detected magnetic resonance (ODMR)
measurements. In Sec. 5.2, we determine the magnitude of an external bias field. Fur-
thermore, by changing the polarization direction of the excitation laser light, we tune the
ODMR contrast in the PL signal. The measurements in these sections are all conducted
with the Lock-in setup presented in Sec. 4.2. We then demonstrate coherent NV center
measurements in Sec. 5.3. These measurements were conducted as part of a master’s
thesis by Lukas Colombo [114] using the setup described in Sec. 4.3.2. We first discuss
our results on the lifetime measurements of the NV states, followed by AC magnetic field
sensing experiments, where we demonstrate the dependence of the Rabi frequency on
the strength of the driving field. We close this chapter with a short summary in Sec. 5.4.

5.1. INITIAL MEASUREMENTS

5.1.1. SAMPLES

The diamond samples used in this thesis were fabricated from 2 mm × 2 mm type IIa
single-crystal diamond plates grown by chemical vapour deposition (CVD). They had a
thickness of 100 µm, Nitrogen content < 1 ppm, surface roughness < 2 nm Ra, and were
(100)-oriented (purchased from Applied Diamond). These diamonds where implanted
with 15N+ ions at an energy of 4 keV, a dose of 1.2×1013 ions/cm2, and a tilt angle of 7◦
(performed by CuttingEdge Ions). This corresponds to a implantation depth of 6.4 nm
with a longitudinal straggling of 2.6 nm. Subsequently, marks were etched on the sur-
face adjacent to the NV layer to facilitate its identification when observed under a mi-
croscope (conducted by MiDiaTec). Following this, the samples underwent annealing
in a vacuum environment of ∼ 10−6 mbar. The annealing process involved a 45-minute
ramp to 900◦C, followed by 3 hours at (900 ± 10)◦C and a 2 h ramp to room temperature,
as shown in Fig. 5.1a.

To remove the graphitic layer that formed during the annealing, the samples were acid
cleaned during 4 h by a boiling 3-acid mix consisting of 3 ml sulfuric acid (H2SO4), 3 ml
nitric acid (HNO3), and 3 ml perchloric acid (HClO4). Finally, one diamond chip was
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(a) (b)

Figure 5.1.: (a) Temperature (red) and pressure (blue) profile during the annealing pro-
cess of the diamond substrates. (b) FMR resonance frequencies (grey dots) of
the 110 nm thick YIG thin film in dependence of the external magnetic field.
The data was fitted with Eq. 2.35 (red line), resulting in a saturation magneti-
zation of µ0MS = 180 mT.

then laser cut into pieces of 1 mm × 1 mm, 0.5 mm × 1 mm, and 0.5 mm × 0.5 mm
(conducted by MiDiaTec). The purpose of the small surface area of these diamond pieces
was to reduce the distance between the sample and the NV centers, as there was a lower
chance of dirt being trapped between the sample and the diamond. The diamond chip
was then placed on the sample to be measured, with the NV centers facing the sample
surface.

The following results were measured on a Silicon substrate and two YIG substrates.
The YIG samples were fabricated with the intention to measure spin waves as presented
in Chapter 6. In this chapter however, both samples were used to drive the NV centers
for first characterization measurements. The first sample was a Silicon (Si) substrate with
two parallel microstrip lines fabricated on its surface by optical lithography and electron
beam evaporation. The microstrip lines consisted of a 5 nm thick titanium buffer layer,
which increased the adhesion to the Si substrate, and a 100 nm gold layer. The widths of
the microstrip lines were d1 = 8 µm and d2 = 5 µm.

The YIG samples were a 110 nm and a 200 nm thick YIG thin film grown on a gadolin-
ium gallium garnet substrate via liquid phase epitaxy. The 110 nm thin film possesses
a saturation magnetization µ0MS = 180 mT, as determined from fitting the FMR mea-
surements shown in Fig. 5.1b to Eq. 2.35. The 200 nm thick YIG thin film possesses a
saturation magnetization µ0MS = 185 mT, as determined in Chapter 6. Similar to the Si
substrate, microstrip lines for NV center excitation were fabricated on the YIG films using
optical lithography and electron beam evaporation. Additionally, gold rectangles were
fabricated on the YIG surface, which were not utilized in the experiments of this chap-
ter. Perpendicular to these microstrip lines, Ti (5nm)/Au (200nm) modulation microstrip
lines of varying widths, separated from the excitation microstrip lines by a 150 nm thick
SiO2 layer (red), were fabricated using the same techniques. Although not employed in
the subsequent experiments, these modulation microstrip lines increased the distance
between the NV centers and the sample surface. The excitation microstrip lines have the
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Figure 5.2.: Sample design, consisting of two excitation microstrip lines (grey), an insu-
lating SiO2 layer (red), modulation microstrip lines (blue), and gold squares
fabricated directly on the sample surface.

same dimensions in both the Si and the YIG sample. A sketch of the samples design is
shown in Fig. 5.2.

5.1.2. OPTICALLY DETECTED MAGNETIC RESONANCE

ODMR spectroscopy is the optical detection of resonance lines, which is based on the
linear relation between the resonance frequency of the electron spin and the static ex-
ternal magnetic field. In continuous-wave-ODMR (cw-ODMR), the NV center is contin-
uously irradiated with green laser light, resulting in a spin polarization of the NVs into
the mS = |0〉 ground state. At the same time, a MW field in the GHz range is applied. Its
frequency is varied and the PL signal is detected. If the MW frequency hits the resonance
frequency of the NV center, spin transitions occur into the mS =±|1〉 states, which result
in a decreased PL signal at the resonance frequency. At room temperature and with-
out the application of an external magnetic field, the NV resonance frequency lies at
2.87 GHz, as shown in Fig. 5.3.

Figure 5.3.: ODMR spectrum (grey dots) of an ensemble of NVs showing a zero-field dip
at 2.87 GHz, as determined by the Lorentzian fit to the data (red line).
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5.1.3. MICROWAVE POWER DEPENDENCE

In the following, we investigate how the zero-field PL signal in cw-ODMR measurements
depends on the MW power used to drive the NV transitions. To that end, the zero field
dip (ZFD) of the ensemble of NVs was measured for MW power levels from -10 dBm to
14 dBm, as shown in Fig. 5.4.

Figure 5.4.: Dependence of the zero field ODMR dip on the MW power. At high MW
power levels the linewidth of the signal increases due to inhomogenous line
broadening.

For a quantitative analysis, the ODMR signal I was fitted by a Lorentzian for each MW
power using the equation

I = A
∆ f 2

( f − f0)2 +∆ f 2 , (5.1)

where A is the ODMR peak amplitude,∆ f the linewidth, and f0 the resonance frequency.
The extracted amplitude and linewidth of these fits are presented in Figs. 5.5a and 5.5b.

We find that with increasing MW field strength, the amplitude of the ZFD increases. Fur-
thermore, the linewidth also increases with increasing MW field strength. The ODMR
linewidth is primarily determined by the inhomogeneous dephasing rate Γ∗2 of the NV
electron spin, influenced by magnetic interactions with spin impurities in the diamond
matrix. In high-purity CVD-grown diamonds, these impurities are mainly 13C nuclear
spins. The fluctuating magnetic field from these spins causes a Gaussian distribution
of the effective field. Furthermore, power broadening from laser light and microwave
fields also affects the linewidth [122]. Reducing MW power narrows the linewidth but de-
creases ESR signal amplitude. In the following measurements an MW power of 10 dBm
was used. A more precise determination of the most suitable MW power level would re-
quire measuring a single transition by applying a bias field and accounting for hyperfine
splitting.
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(a) (b)

Figure 5.5.: (a) ODMR amplitude as a function of the applied MW power. (b) ODMR
linewidth dependence on the MW power. The linewidth increases for
stronger MW fields due to power broadening.

5.2. STATIC MAGNETIC FIELD SENSING

In magnetometry measurements a bias field is usually applied to gain a higher field sen-
sitivity, as the zero field splitting due to strain in the diamond matrix as well as the de-
generacy in the energy levels is lifted, resulting in a sharper linewidth of the resonances.
In the following, we use ODMR measurements to detect NV transitions in the presence
of a static external magnetic field. We define our coordinate system such, that the (100)-
oriented diamond chip lies in the xy-plane, with the normal of the chip surface aligned
parallel to the z-axis. One NV center, NV1, lies in the xz-plane. The polar angle between
the NV1 direction and the z-axis is 55◦. Furthermore, an external field Bext is applied at a
polar angle θ = 55◦ relative to the z-axis and an azimuthal angle φ= 15◦ relative to the x-
axis. The orientation of the external field and the four NV center directions are depicted
in Fig. 5.6. NV1, NV2, and Bext all lie on the surface of a cone with an opening angle of
55◦, as indicated by the grey points in Fig. 5.6. NV3 and NV4 on the other hand lie on the
surface of the cone with an angle of 135◦ between its surface and the z-axis, indicated by
the grey squares in Fig. 5.6. In this coordinate system the NV directions are given by

NV1,2,3,4 =
sin(55◦)

0
cos(55◦)

 ,

−sin(55◦)
0

cos(55◦)

 ,

 0
sin(55◦)
−cos(55◦)

 ,

 0
−sin(55◦)
−cos(55◦)

 . (5.2)

Furthermore, the magnetic field vector Bext is given by

Bext = Bmag ·
sin(θ)cos(φ)

sin(θ)sin(φ)
cos(θ)

 . (5.3)
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The parallel and perpendicular projections of Bext on the four NV directions can be cal-
culated by

Bext∥i ,s = |(Bext ·NVi )NVi | := |Bext∥i,s|,
Bext⊥i ,s = |Bext −Bext∥i,s|.

(5.4)

Figure 5.6.: Illustration of the NV center orientations NV1, NV2, NV3, NV4 and the exter-
nal field direction Bext. NV1 lies in the xz-plane, with a polar angle of 55◦
relative to the z-axis. The external magnetic field Bext is applied at a polar
angle θ = 55◦ relative to the z-axis and an azimuthal angle φ= 15◦ relative to
the x-axis. NV1, NV2, and Bext lie on the surface of a cone with an opening
angle of 55◦, as shown by the grey points. NV3 and NV4 lie on the surface of
a cone with an angle of 135◦ between its surface and the z-axis, indicated by
the grey squares.

5.2.1. MAGNETIC FIELD INDUCED SPLITTING

In Fig. 5.7a, the ODMR spectrum for this orientation of the external magnetic field is
shown. As the projection of this field on the NV center axes has not the same magnitude,
a total of eight distinguishable peaks is measured. To determine the field strength of the
applied bias field, the ODMR spectrum is fitted by eight Lorentzian peaks. The fit result
is indicated as the red line in Fig. 5.7a.

Using Eqs. 3.7 and 3.8, as well as the fitted resonance frequencies, we calculate the
parallel (Bext∥,m) and perpendicular (Bext⊥,m) projections of the external field on the four
NV directions. From these projections we can determine the external field magnitude by

Bmag =
√

B 2
ext∥,m +B 2

ext⊥,m . (5.5)

The obtained values are listed in Table 5.1. Averaging over all calculated magnitudes re-
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(a) (b)

Figure 5.7.: ODMR spectrum of an NV ensemble with the magnetic field aligned along a
polar angle θ = 55◦ relative to the z-axis and an azimuthal angle φ= 15◦ rel-
ative to the x-axis (See Fig.5.6). (a) Fitting the data with eight Lorentzians
(red line) yields the resonance frequencies of each NV family NVi located
at the positions of the dashed lines. With the Eqs. 3.7, 3.8, and 5.5 we find
Bmag = (14.8± 0.01) mT. (b) Varying the amplitudes of the ODMR peaks is
achieved by rotating the polarization angleα of the laser light. The spectrum
is fitted (red line) to gain the resonance frequencies of the eight peaks indi-
cated by the dashed vertical lines.

sults in Bmag = (14.8±0.01) mT. By using the NV vectors defined in Eq. 5.2, the external

f+ (GHz) f− (GHz) Bext∥,m (mT) Bext⊥,m (mT) Bmag (mT)
NV1 3.28±0.05 ·10−3 2.47±0.05 ·10−3 14.46±0.0 3.15±0.02 14.8±0.0
NV2 3.08±0.11 ·10−3 2.82±0.10 ·10−3 4.58±0.0 14.08±0.01 14.8±0.01
NV3 3.03±0.28 ·10−3 2.88±0.26 ·10−3 2.45±0.01 14.58±0.02 14.79±0.02
NV4 3.14±0.24 ·10−3 2.73±0.25 ·10−3 7.42±0.01 12.81±0.02 14.81±0.02

Table 5.1.: Fitted frequencies together with the parallel (Bext∥,m) and perpendicular
(Bext⊥,m) projections of the external field on the four NV directions as well
as the determined magnitude of the external field Bmag.

field vector defined in Eq. 5.3, as well as Eq. 5.4, we find for the angles θ = 55◦ andφ= 15◦
the values of Bext∥i ,s and Bext⊥i ,s , which are listed in Table 5.2. These values are in good
agreement with the measured values in Table 5.1. The small deviation of the experimen-
tally determined field projections on the NV axes from the theoretical values results from
a not perfect alignment of the external field direction with the angles θ and φ.

5.2.2. POLARIZATION DEPENDENCE

To calibrate the external bias field, it is often beneficial to enhance the amplitudes of
the peaks of the ODMR spectrum corresponding to a specific family of NV centers. This
can be achieved by adjusting the polarization direction of the coherent laser light using
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Bext∥,s (mT) Bext⊥,s (mT)
NV1 14.46 3.15
NV2 4.72 14.03
NV3 2.3 14.62
NV4 7.44 12.79

Table 5.2.: Calculated parallel (Bext∥,s ) and perpendicular (Bext⊥,s ) projections of the ex-
ternal field vector on the four NV center directions, when the external field
vector is applied along the direction θ = 55◦ and φ= 15◦.

a λ/2-wave plate. In Fig. 5.7b, the ODMR spectrum for the same external field as in
Fig. 5.7a is shown, where the amplitude of the peaks was varied by changing α.

Figure 5.8.: Polarization dependence of the ODMR spectrum. As the NV1 and NV2 fam-
ilies lie in a plane perpendicular to the plane of the NV3 and NV4 families,
their amplitudes of the resonance peaks is maximized if the amplitudes of
the NV3 and NV4 peaks is minimized.

To obtain the dependence of the amplitudes of the eight peaks on the polarization
angle α, we sweep α through 360◦ and fit the ODMR spectrum for each angle step. In
Fig. 5.8, the fitted amplitudes of the eight resonances, highlighted in Fig. 5.7 by the ver-
tical dashed lines, are presented. Furthermore, by fitting the amplitudes A with a sinu-
soidal function given by

A = A0 + A1 sin(2α+α0), (5.6)
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where A0 is the offset, A1 the amplitude of the oscillation, andα0 the phase shift, we find
that the amplitude dependence of the PL peaks on α of the NV1 and NV2 direction have
a phase shift of 180◦ with respect to the NV3 and NV4 directions.

This can be explained by considering the orientations of the NVs. The NV1 and NV2

families lie in the xz-plane, while the NV3 and NV4 families lie in the yz-plane, which are
orthogonal to each other. If the polarization of the laser light lies in the xz-plane, the
amplitudes of the NV1 and NV2 peaks is maximized. However, the amplitudes of the NVs
in the yz-plane is minimized, resulting in the 180◦ phase shift.

5.3. DYNAMIC MAGNETIC FIELD SENSING
Dynamic magnetic field sensing with NV centers often uses pulsed measurement tech-
niques to study the spin dynamics of the NV centers. Two important experiments are
T1 relaxation measurements and Rabi oscillation experiments. The T1 relaxation time,
or longitudinal relaxation time, measures how long it takes for the spin system to return
to thermal equilibrium after being disturbed. This measurement provides information
on how NV centers interact with their environment, including dynamic magnetic fields
[123, 124]. Rabi oscillation experiments involve driving coherent oscillations of the NV
center spin states by applying a resonant MW field. The Rabi frequency, which is pro-
portional to the strength of the applied microwave field, can be used to quantify the
magnetic field strength at the NV center’s location [57, 125].

5.3.1. PULSED MEASUREMENT SCHEMES

To measure Rabi oscillations and T1 times the single photon counting setup described
in section 4.3.2 is used. These measurements were conducted as part of a master’s thesis
by Lukas Colombo [114].

CW-ODMR

As the recorded signal consists of the PL signal and the background light reaching the
detector, and as the PL signal itself depends on the temperature, a background correc-
tion is needed. Thus, the signal normalization consist of two steps. First, the laser is
modulated with a square wave at a fixed frequency and with a duty cycle of 50% to ac-
count for the background light. If the laser is turned on, the sum of the PL signal IPL and
the background signal Ioff is measured Ion = IPL + Ioff. On the other hand, if the laser is
turned off, only the background signal Ioff is measured. Therefore, the PL signal is given
by the difference of the two signals

∆I = Ion − Ioff. (5.7)

Second, to eliminate fluctuations in the PL signal due to temperature, for each frequency
the PL signal is recorded at the excitation frequency, referred to as ∆IPL, and at a fixed
reference frequency, which is chosen to be far away from the resonance frequency of
the NV. The reference signal∆Iref is recorded immediately after the excitation frequency.
If the excitation frequency is far away from the resonance frequency of the NV, the two
signals are similar, while they differ in intensity if the excitation frequency lies close to



5

52 5. DIAMOND CHARACTERIZATION

the resonance frequency. To normalize the signal, the ratio between the excitation and
the reference signal is calculated

Inorm = ∆IPL

∆Iref
= 1−C , (5.8)

where C is the contrast of the signal.
The laser is modulated with a frequency of 10 kHz and photons are collected during

1 s for Ion and Ioff. The reference frequency is set to 2 GHz.

COHERENT CONTROL

To coherently control the NV centers, a pulsed measurement scheme is required. By sep-
arating the spin initialization, manipulation, and readout processes in time, the power
broadening of the ODMR line is reduced, as both the readout laser and the driving MW
field contribute to power broadening [45]. Pulsed sequences consist of three main steps.
First, the NV spin is initialized into the mS = |0〉 ground state using a green laser pulse.
Second, microwave pulses are applied to manipulate the spin state as required. Third,
the spin state is read out using a second laser pulse. This sequence is repeated as of-
ten as necessary to achieve a good signal-to-noise ratio. Additionally, the readout signal
is normalized against the initialization signal to correct for background fluctuations or
temperature effects. The contrast in the measurements is defined as

C = 1− Nmeas

Nref
, (5.9)

where Nmeas and Nref are the integrated counts for the readout and initialization pulses
within a specific readout window, respectively.

Figure 5.9.: PL signal of two consecutive laser pulses with durations of 50 µs each, sepa-
rated by 1 µs. Following a 10 ms pause to allow thermalization of the system
with the environment, the sequence repeats. The signal intensity of the sec-
ond pulse is weaker than that of the first pulse, resulting in a negative con-
trast after normalization.

In Fig. 5.9, the counted photons in a sequence consisting of two pulses of length 50 µs,
separated by 1 µs, are shown as a function of time. The first pulse initializes the NV cen-
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ters into the mS = |0〉 ground state, while the second pulse is used to read out the signal.
The grey areas in the plot mark the time interval, during which the photons are counted,
resulting in Nref and Nsig. After a 10 ms waiting time, allowing the system to thermalize,
the sequence is repeated and the signal is summed up. We find that the counts in the
second pulse are decreased with respect to the first pulse. This might be explained by
laser-induced heating of the NV environment during the first pulse, resulting in a reduc-
tion of the PL signal, as heating in the diamond reduces the PL signal [126]. In this case,
the diamond cannot fully thermalize before the second pulse, and the signal remains de-
creased compared to the first pulse. Another explanation might be that the laser output
itself is not constant during the two pulses, resulting in a change in the PL signal inten-
sity, which depends on the laser power. However, the decreased PL signal in the second
pulse results in a negative contrast in measurements with waiting times in the microsec-
ond range. To account for this, the initialization and readout pulses are separated by a
constant time interval, and their lengths are kept fixed for the following measurements,
resulting in a constant offset of the measured contrast.

5.3.2. AMPLITUDE DAMPING

In a T1 relaxation measurement, a sequence of optical pulses is used to initialize the NV
center spin state, let it interact with its environment, and then monitor the return to
equilibrium. In Fig. 5.10, a sketch of such a pulse sequence and the corresponding spin
dynamics on the Bloch sphere is shown. First, a green laser pulse is used to initialize the
system in the mS = |0〉 ground state as depicted by the red arrow in the left Bloch sphere.
After a waiting time τ during which the state decays, a second laser pulse is used to read
out the state. By increasing the waiting time τ, indicated by the dashed pulses and the
grey arrows in the sketch, the decay of the initialized state is detected.

After each readout pulse a waiting time is used to let the system fully return to thermal
equilibrium before the sequence is repeated. To count the photons within a laser pulse
a trigger signal is used as a time reference. Furthermore, the PL signal is read out only
during the first microseconds of a green laser pulse, as indicated by the red pulses in the
sketch.

In Fig. 5.11, a T1 measurement is shown, where the reference and measurement signals
are read out during 3 µs. To gain T1, the data was fitted by an exponentially decaying
function of the form

C =C0 ·exp(−τ/T1), (5.10)

yielding T1 = (1.95±0.15) ms, which is in agreement with literature [112, 127].

5.3.3. RABI OSCILLATIONS

In a Rabi experiment, a series of microwave pulses with increasing duration is applied
to drive coherent oscillations between the spin states, with the resulting oscillation fre-
quency providing a direct measure of the magnetic field strength at the NV.

Fig. 5.12 shows the schematic sketch of a Rabi measurement. First, the spin popula-
tion is initialized in the mS = |0〉 ground state by a green laser pulse as indicated by the
red arrow in the Bloch sphere on the very left. Next, a MW pulse of length τ is used to
rotate the initialized state around the x-axis. The longer the pulse, the further the state
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Figure 5.10.: Bloch representation (top) and pulse sequence (bottom) of a T1 measure-
ment. The NV center is initially prepared in the mS = |0〉 state using a green
laser pulse as indicated by the red arrow in the left Bloch sphere. Following
a variable waiting time τ, the spin state is read out (red pulse) during the ini-
tial 3 µs of a laser pulse. A grey pulse serves as a time reference trigger signal.
By adjusting τ (dashed pulses), the exponential decay of the initialized state
amplitude is observed as indicated by the grey arrows in the middle Bloch
sphere, reflecting the T1 relaxation process towards equilibrium.

Figure 5.11.: Measurement of the T1 time. By fitting the data with Eq. 5.10, we find T1 =
(1.95±0.15) ms.

is rotated, as shown by the grey arrows in the middle Bloch sphere. Finally, a second
green pulse is used to readout the state. A trigger pulse (black pulse) is used as a time
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reference in the sequence, and the signal is only read out during the first 3 µs of the laser
pulses (red pulses). In such a measurement, the projection of the spin state onto the
z-axis of the Bloch sphere oscillates sinusoidally between the mS = |0〉 and mS =−|1〉 or
mS =+|1〉 state. Thus, the measured signal will also oscillate sinusoidally due to the spin
dependent PL signal of the NVs.

Figure 5.12.: Sketch of a Rabi sequence illustrating the spin evolution. The top Bloch
spheres depict the spin state’s evolution in response to the applied pulses
shown at the bottom. A green laser pulse initializes the system into the mS =
|0〉 ground state (red arrow). Microwave (MW) pulses of variable duration
τ, represented by the varying grey pulses, rotate the spin state along the x-
axis. A second green laser pulse is used for state readout. A trigger pulse
(black pulse) serves as a time reference for photon counting. The signal
(red pulses) is detected only during the initial 3 µs of the green laser pulse,
yielding the reference signal Nref and the Rabi signal Nmeas.

In Fig. 5.13, the Rabi experiment for transitions between the |0〉 and |−1〉 states is
shown. To lift the degeneracy of the ±|1〉 states, a bias field was applied, resulting in
a resonance dip at 2.16 GHz, as presented in Fig. 5.13a, where the ODMR data was fit-
ted by a Lorentzian. In Fig. 5.13b, the corresponding Rabi oscillations for varying power
levels of the driving field are shown. For each data point, photons were collected dur-
ing 60 s, making a complete measurement for a single power level take 5 h. Clearly, the
frequency increases with stronger MW fields.

To examine the dependence of the Rabi frequency on the power level of the MW field,
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(a) (b)

(c)

Figure 5.13.: Rabi oscillations. (a) ODMR dip of the ω− transition (grey dots) and fit (red
line) yielding a resonance frequency of 2.16 GHz. (b) Rabi oscillations in
dependence of the MW pulse duration at different MW power levels. For
higher power levels the Rabi frequency increases. The data was fitted by
Eq. 5.11 to obtain the Rabi frequencies. (c) Dependence of the Rabi fre-
quencies and the AC-field strength at the NV site on the applied MW power
level P . The data was fitted by Eq. 5.12 demonstrating the proportionality
of ΩRabi and Bac on P .

the measurement data was fitted by an exponentially damped cosine function of the
form

C (τ) = A ·cos

(
2π

τ

T2π
+θ0

)
·exp

(
− τ

T2Rabi

)2

+m ·τ+C0. (5.11)

Here, T2π is the period of a Rabi oscillation, T2Rabi the dephasing time, m is a constant that
accounts for the slope in the signal due to drifts in the temperature, and C0 accounts for
a constant offset in the contrast of the signal. In Fig. 5.13c, the power dependence of
the Rabi frequencies ΩRabi = 2π/T2π, obtained from the fit to Eq. 5.11, as well as the
power dependence of the corresponding MW field strength Bac at the NV site according
to Eq. 3.19, is presented with a logarithmic scale on the left and right y-axis, respectively.
Since the power is plotted in units of dBm, the x-axis is also plotted in a logarithmic scale.

To demonstrate the linear dependency of the Rabi frequency and the AC-field on the
square root of the MW power level, the data was fitted by

ΩRabi/2π(P ) ∝ c ·
p

P , (5.12)
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resulting in a slope of c = (10.5±0.1) MHz/
p

W. Furthermore, we find that the AC-field
varies between 12 µT and 24 µT for the applied range of MW power strengths.

5.4. SUMMARY
In this chapter, we discussed the essential experiments for performing magnetometry
using an ensemble of NV centers. We began with cw-ODMR measurements, where we
investigated how the signal varies with the strength of the applied MW power. Further-
more, by conducting ODMR measurements, we determined the magnitude of an exter-
nal magnetic field and we varied the amplitudes of the peaks in the ODMR spectrum by
using a λ/2 wave plate.

Additionally, we demonstrated the coherent control of NV centers through T1 mea-
surements and Rabi experiments. By increasing the MW power in the Rabi experiments,
we showed the proportionality of the Rabi frequency to the square root of the applied
MW power and determined the field strength of the applied MW field.





6
SPIN WAVE MEASUREMENTS USING

NV CENTERS

In this Chapter, we discuss the use of an ensemble of shallowly implanted NV centers to
measure spin waves in a magnetic thin film, in this case the low-damping ferrimagnetic
insulator yttrium iron garnet (YIG) [20, 128], building on the seminal work reported in
[83]. Sec. 6.1 introduces the type of sample used throughout this chapter. We then pro-
ceed with the determination of the distance between the NV layer and the sample sur-
face in Sec. 6.2, which is an important parameter for calculating the amplitude of spin
waves from the detected field. In Sec. 6.3, we describe how spin waves can be detected
through their stray fields using NV centers. We then discuss in Sec. 6.4, how NV cen-
ters can image individual wave fronts of spin waves by creating a standing wave in the
total stray field at the NV layer. Furthermore, we determine the spin wave dispersion
from these measurements. Sec. 6.5 compares these measurements to spin wave imaging
done by TR-MOKE. In Sec. 6.6, we phenomenologically model the NV spin wave mea-
surements to explain the features observed in the NV spin wave images. We conclude
this chapter in Sec. 6.7 by a short summary.

6.1. SAMPLES
In the following measurements, we used two samples. The first sample was a 200 nm
thick YIG thin film grown on a gadolinium gallium garnet substrate using liquid phase
epitaxy. The thin film posses a saturation magnetization µ0MS = 185 mT, as determined
from a fit to the dispersion measured by the NV centers. To excite spin waves, a mi-
crostrip line S1 with a width of 5 µm was fabricated on top of the YIG film using opti-
cal lithography and electron beam evaporation of Ti(5 nm)/Au(100 nm). A second mi-
crostrip line S2 of Ti(5 nm)/Au(200 nm) with a width of 30 µm, as well as a 150 µm thick
SiO2 layer, were fabricated on top of S1 by optical lithography and electron beam evapo-
ration. For the spin wave measurements, the external field B is applied along an NV axis,
with an angle φ = 35◦ between the YIG thin film and the field direction, such that the
projection of the external field onto the YIG film is parallel to S1. A sketch of the sample
is shown in Fig.6.1a.

59
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The second sample consisted of the same YIG thin film. A microstrip line with a U-
shape of Ti(5 nm)/Au(100 nm) was fabricated on top of the YIG film using optical lithog-
raphy and electron beam evaporation, as depicted in Fig. 6.1b. It has a width of 10 µm in
the horizontal part of the bending. This sample was only used for the results presented
in Subsec. 6.3.2.

In both cases, the diamond chip was placed on the YIG sample with the NV layer facing
towards the magnetic surface. We used the diamond chips discussed in Sec 5.1.1.

(a)
S1

S2

B

ϕ

Au 200 nm
SiO2 150 nm

YIG 200 nm
Au 100 nm

NV layer

y

z

x

(b)

Figure 6.1.: Sample configurations. (a) A diamond chip containing a layer of NVs is po-
sitioned on a 200 nm thick YIG film grown on a gadolinium gallium garnet
substrate. A microstrip line S1 excites spin waves in the sample. A second
perpendicular microstrip line S2, separated from S1 by a SiO2 layer, is used
to generate an Oersted field Boe that oscillates at the same frequency as the
spin wave stray field. An external magnetic field B is applied along S1 at an
angle of φ= 35◦ with respect to the sample plane. (b) A U-shaped microstrip
line grown on a 200 nm YIG film is used to excite spin waves.

6.2. DETERMINATION OF THE NV-YIG DISTANCE

The distance z0 between the NV layer and the YIG surface is an important parameter
in NV magnetometry measurements. It determines the spacial magnetic resolution that
can be achieved using a single NV center. Furthermore, we need this parameter to sim-
ulate the spacial PL signal of spin wave measurements. To determine z0, we reconstruct
the magnetic field of a DC current in the coordinate system defined in Fig. 5.6. The re-
construction of the DC field is done by evaluating NV ODMR measurements in depen-
dence of the distance from the excitation microstrip line. To generate the DC field and
to detect the NV transitions at the same time, we simultaneously send an AC and a DC
current trough S2 using a bias tee.

6.2.1. DETERMINATION OF THE EXTERNAL FIELD

To facilitate the determination of the DC field, we apply an external magnetic bias field
B0 to lift the degeneracy of the NV transitions. We then scan the sample parallel to S1
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and detect the ODMR spectrum at each position X . In Fig. 6.2a, we show the mea-
sured ODMR spectrum in dependence of the distance from S2, whose center is located
at X ≈ 40 µm. Directly above S2 the AC field is strongest, resulting in an enhanced con-
trast in the ODMR spectrum. As we do not send a DC current through S2, the positions
of the ODMR peaks are independent of the distance from S2 and the frequency splitting
is only caused by the constant external field. To gain the external field strength, we fit
the ODMR spectrum at each position X with eight Lorentzians. The resonance frequen-
cies obtained from the fits are presented in Fig. 6.2b as red dots. As a guide to the eye,
the ODMR spectrum is plotted as well. At positions far from S2, the weak driving field
resulted in a poor signal-to-noise ratio, making it impossible to fit some of the ODMR
peaks accurately.

As discussed in Sec. 5.2, we can determine the parallel and perpendicular external
field projections on each NV axis from the positions of the resonance frequencies by
using Eqs. 3.7 and 3.8. This results in four parallel field components B0∥i and four per-
pendicular field components B0⊥i for each position X . The magnitude of the external

field vector can now be calculated by Bmag,i =
√

B 2
0∥i

+B 2
0⊥i

. At the position X = 40 µm,

the calculated magnitudes were for example Bmag,1,2,3,4 = [14.81,14.81,14.81,14.79] mT.
These magnitudes need to be similar for all NV axes as each NV senses the same ex-
ternal field. We averaged over all magnitudes obtained from all positions X to gain
Bmag = (14.81±0.02) mT.

Figure 6.2.: (a) ODMR spectra plotted against the distance from the reference microstrip
line S2. The center of S2 is located at X ≈ 40 µm. An external magnetic field
B0 is applied to split the NV transitions. (b) Fitted transition frequencies (red
dots) plotted over the measured ODMR spectrum. For some positions far
away from S2 the fits did not work, resulting in missing fitted frequencies. (c)
Numerically reconstructed ODMR spectrum using the reconstructed reso-
nance frequencies, the fitted amplitudes, and the fitted linewidths. The sim-
ulation is in good agreement with the measurement in (a). The reconstruc-
tion yields an external field of B0 = (11.7,3.1,8.5) mT.

To reconstruct the external field vector, we define a magnetic field vector B0 in spher-
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ical coordinates

B0 = Bmag ·
sin(θ)cos(φ)

sin(θ)sin(φ)
cos(θ)

 , (6.1)

with the unknown polar and azimuthal angles θ and φ, respectively. Furthermore, we
use the unit vectors of the four NV directions defined in Eq. 5.2. The parallel (B 2

0∥i ,s ) and
perpendicular (B0⊥i ,s ) projections of B0 on the four NV axes can be calculated by Eq. 5.4.

To gain the exact angles θ andφ, which determine the external field direction, the error
between the measured and the simulated parallel and perpendicular field components,
given by

∆B 2
0 =∆B 2

⊥i
+∆B 2

∥,i , (6.2)

with
∆B 2

⊥i
= (B0⊥i ,s −B0⊥i )2,

∆B 2
∥,i = (B0∥i ,s −B0∥i )2,

(6.3)

is numerically minimized for each position X . For the minimization we use an initial
guess for the angles θ and φ, which was obtained from the known orientation of the
external field in the experiment. The obtained angles where then averaged, resulting in
θ = (54.75±0.04)◦ and φ= (14.77±0.07)◦.

Using these values we find B0 = (11.7,3.1,8.5) mT. To check whether this value is cor-
rect, we numerically invert Eqs. 3.7 and 3.8 to gain the simulated transition frequencies
ω±(B0⊥i ,s ,B0∥i ,s ). We can now reconstruct the measured ODMR spectra by calculating
the eight ODMR dips using the fitted amplitudes and linewiths of Fig. 6.2a and the sim-
ulated transition frequencies. In Fig. 6.2c the reconstructed ODMR spectrum in depen-
dence of the distance X is shown. We find, that the calculated external field vector cor-
rectly reproduces the measured ODMR spectrum.

6.2.2. 3D RECONSTRUCTION OF THE DC FIELD

In addition to the external field B0, we now send a DC-current of IDC = 80 mA through S2,
which generates a magnetic DC-field at the position of the NV centers depending on the
distance z0 between the NV layer and the YIG surface. The NVs sense the total magnetic
field Btot = B0 + BDC, so that spatially dependent shifts in the NV ODMR frequencies
develop, as shown in Fig. 6.3a. The imaged area is the same as in Fig. 6.2. In Fig. 6.3b,
we show the fitted resonance frequencies (red dots) plotted over the detected ODMR
spectrum. The fits failed to work, if the signal to noise ratio was too low. Furthermore,
at the edges of S2, where the ODMR dips overlap, the error in the fitted frequencies is
biggest.

To reconstruct the ODMR spectrum and thereby Btot, we use the same approach as in
the determination of the external field. From the fits of the measured ODMR spectrum
at each position X we calculate the projections of total field on the NV axes. Second,
we calculate the angles θ(X ) and φ(X ) for each position X on the sample by minimiz-
ing the error between the measured total field amplitudes and the reconstructed total
field amplitudes, that depend on θ(X ) and φ(X ). Thereby, we gain the total field vec-
tors Btot(X ). Fig. 6.3c shows the obtained reconstructed ODMR spectrum, which is in
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Figure 6.3.: (a) ODMR spectra plotted against the distance from the reference microstrip
line S2, when a DC current of IDC = 80 mA is sent through S2. The external
magnetic field and measurement area are the same as in Fig. 6.2. The total
field sensed by the NVs is Btot = B0 +BDC. (b) Fitted transition frequencies
(red dots) of the data in (a). (c) Reconstructed ODMR spectrum in depen-
dence of the distance X from S2. Overall, the reconstruction closely matches
the measurement. The main discrepancies between the reconstruction and
the measurement occur at the edges of S2, which are attributed to errors in
the fitted frequencies.

good agreement with the measurement in Fig. 6.3a. The primary differences between
the measurement and the reconstruction are found at the edges of S2, where the error in
the fitted resonances is greatest.

The position dependent magnetic DC field is now obtained by BDC(X ) = Btot(X )−B0

using the values for B0 measured in Sec. 6.2.1. In Fig. 6.4, the X-, Y-, and Z-components
of the obtained DC magnetic field (blue, grey, and red dots) are plotted against the coor-
dinate X . The Y-component (dark grey dots) shows an offset of yoff = (0.215±0.002) mT.
The green dots show the Y-component, when this offset was subtracted. The origin of
this additional constant field contribution along the Y-axis, however, is unclear. If S2 is
not perfectly aligned with the Y-axis, it would result in a Y-field component that depends
on the distance X , rather than a constant Y-field component. Furthermore, every field
contribution that is not stemming from the DC field of S2, such as the earth magnetic
field, or stray fields other then the external magnetic field, should be included in B0 and
should thus not show up in BDC. It is possible that the magnet generating the external
field has drifted slightly over time, resulting in such a field offset. The deviation of By

from zero in the vicinity of the edges of S2 results from the error of the fitted resonance
frequencies in this region. To fit the obtained fields, we subtracted the offset from the
Y-component of the DC field. The data was then fitted with Eq. 2.41 (solid lines).

In table 6.1, the expected and fitted parameters are listed, where IDC is the DC current
sent through S2, x0 is the offset of center of S2 from X = 0, w is the width of the microstrip
line, and z0 is the unknown NV-YIG distance. We find a good agreement between these
values. From this fit we extract a NV-YIG distance of z0 = (1.4±0.1) µm.
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Figure 6.4.: Reconstructed DC magnetic field in dependence of the distance X from S2.
The center of S2 is located at X ≈ 40 µm. The Y-component of the recon-
structed DC field shows a constant offset of yoff = (0.215± 0.002) mT (grey
dots). To fit the data this offset was subtracted resulting in the green dots.
The deviation of By from zero in the vicinity of the edges of S2 result from the
error of the fitted resonance frequencies in this region. From the fit we gain
a NV-YIG distance of z0 = (1.4±0.1) µm

IDC (mA) x0(µm) w(µm) z0(µm)

Expected value 80 40 30 -
Fitted value 78.2 ± 0.7 37.2 ± 0.7 34.2 ± 0.2 1.4 ± 0.1

Table 6.1.: Comparison of the expected and fitted values used to determine the NV-YIG
distance by fitting the reconstructed DC magnetic field using Eq. 2.41.

6.3. NV-BASED SPIN WAVE DETECTION
To detect spin waves using NV centers, two conditions must be met. First, the NV cen-
ters must be in close proximity to the YIG surface, as the amplitude of the spin wave
stray field decays exponentially with distance from the surface as can be seen in Eq. 2.40.
To minimize the distance between the NV centers and the YIG surface, small diamond
chips were used to reduce the likelihood of dirt particles being located between the dia-
mond chip and the YIG sample. Second, the spin wave must be excited at the transition
frequency of the NV center. For DE spin waves, the stray field is left- and right-handed
circularly polarized and has only on one side of the microstrip line a strong stray field on
top of the YIG surface [57, 83, 129]. Thus, it only drives ω− transitions effectively, result-
ing in a spin-dependent photoluminescence (PL) signal. Consequently, the spin wave
must be excited at a frequency corresponding to the mS = |0〉 to mS = |−1〉 transition.

6.3.1. ODMR SPECTRA

In Fig. 6.5, the NV photoluminescence signal, obtained via lock-in detection and mea-
sured approximately ±10 µm away from the center of S1, is shown in dependence of the



6.3. NV-BASED SPIN WAVE DETECTION

6

65

external magnetic field B0 and the microwave current frequency. Here, B0 is applied
along S1 at an angle of φ = 35◦ relative to the sample plane, aligning it with one of the
four possible orientations of the NV axes. The peaks in the PL signal belong to the ESR
transitions in the ground (ω±,ω⊥) and excited states (ωex), where only the PL signal of
NV centers aligned with B0 result in a linear dependence on B0. A small mismatch in the
alignment of the external field results in the splitting of the inner peaks. In Fig. 6.5a, the
spectrum was detected on the left side of S1. The NVs are mainly driven by the Oerst-
edfield of the microstrip line, as the spin wave propagates on the bottom side of the YIG
film. In Fig. 6.5b the spectrum was detected on the right side of S1. We find an enhanced
contrast in the ω− transitions for frequencies above the ferromagnetic resonance (FMR)
limit, as the NVs are not only driven by the microwave field of S1 but additionally also by
the spin wave stray field Bsw.

15 20 25 302.0
2.5
3.0
3.5

f (GHz)

+

ex

(a)

15 20 25 30FMR

+

ex

(b)

0.0
0.5
1.0
1.5

PL sign
al (mV

)
B0 (mT)

Figure 6.5.: Photoluminescence spectrum of the NV centers as a function of the exter-
nal magnetic field B0 and the driving frequency f . Transitions in the ground
state (ω±,ω⊥) and excited state (ωex) appear as peaks in the signal. The sig-
nal is detected at +10 µm (a) and −10 µm (b) away from the center of S1.
Due to the handedness of the circularly polarized spin wave stray field, the
ω− transitions in (b) are enhanced for frequencies above the ferromagnetic
resonance (FMR) limit.

6.3.2. NON-PHASE-RESOLVED IMAGING

NV centers can be used to image DE spin waves by continuously exciting them at theω−
transition frequency while scanning the sample. This measurement is demonstrated in
Fig. 6.6a, where a MW current of 2.49 GHz was applied for spin wave excitation. The U-
shaped microstrip line and the direction of the external magnetic field B0 are indicated
by the dashed black lines and the white arrow, respectively. We find that the NV centers
are effectively driven above the microstrip line due to the Oersted field, as can be seen
from the enhanced contrast in this region marked by the dashed black lines. Addition-
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ally, the NVs are driven by the stray field of the spin waves traveling in the−Y direction, as
expected for DE spin waves. Within the area containing the contrast induced by the spin
waves stray field, we observe regions that have a stronger contrast than others, which
can be explained by spin wave caustics. Furthermore, we find some dots in the image,
which stem from dirt on the sample surface. In Appendix A, the measurement is shown
for a reversed external magnetic field direction, resulting in a reversed traveling direction
of the excited DE spin waves.

Figure 6.6.: (a) DE spin wave excited at 2.49 GHz by an U-shaped microstrip line (dashed
black lines). A strong spin wave stray field on top of the YIG surface is de-
tected only on the bottom side of the microstrip line. The direction of the
external field B0 is indicated by the white arrow. (b) ODMR spectrum (grey
dots) measured at the position marked by the red cross in (a), reveals an en-
hanced contrast at theω− = 2.49 GHz transition due to the left-handed circu-
larly polarized spin wave stray field. The data was fitted using four Lorentzian
functions (red line).

Fig. 6.6b displays the ODMR spectrum recorded at the position marked by the red
cross in Fig. 6.6a, along with a fit using four Lorentzian functions. In this spectrum, the
dip atω− = 2.49 GHz is significantly enhanced due to the left-handed circularly polarized
stray field of the DE spin wave. Conversely, theω+ = 3.35 GHz transition is barely visible.
The observed dip at ω+ might result from a weak contribution of the MW field from the
microstrip line or an imperfect circular polarization of the spin wave’s stray field. We
conclude, that this technique allows to efficiently image the propagation of spin waves,
however, it does not reveal the individual wavefronts of the spin waves.

6.4. PHASE-RESOLVED SPIN WAVE IMAGING
In order to gain the phase sensitivity to image individual wave fronts of the spin waves,
a standing wave in the total magnetic field with a spatial periodicity equal to the wave-
length of the spin wave is needed above the YIG sample. We accomplish that by using
a second perpendicular reference microstrip line (S2), isolated from S1 by an insulating
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SiO2 layer, as indicated in Fig. 6.1a. A microwave current that generates an Oersted field
Boe oscillating at the same frequency as Bsw is sent through S2 by using a power splitter.
The superposition of Boe with the spin wave stray field Bsw results in a standing wave
pattern in the total magnetic field that drives the NV ESR with a spatial periodicity equal
to the wavelength of the spin wave [57].
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Figure 6.7.: Spatially resolved PL signal measured above the YIG film for spin waves ex-
cited with varying frequencies by S1. The edges of S2 are indicated by the
vertical dashed lines. The X-axis is located 10 µm away from the center of S1,
and the center of S2 is at X = 40 µm. The magnetic field B0 is applied along
S1 at an angle of φ = 35◦ relative to the sample plane. In (a) to (f) the exter-
nal field was increased, resulting in longer wavelengths of the detected wave
fronts.

In Fig. 6.7, the PL signal for a spatial scan over the sample is shown for different ex-
ternal fields in the range of 22.33 mT to 26.94 mT increasing from (a) to (f). The mea-
surements in this section were all taken with 30 mW laser power and 0 dBm MW power.
As the scanning direction of the stage on which the sample is mounted is slightly mis-
aligned with the Y-axis along which S2 is oriented, we rotated the images in Fig. 6.7 by an
angle θ =−2.5◦. Thereby, we also transformed the X and Y axes by X (Y ) = X (Y )m/cos(θ),
where X (Y )m are the original, not rotated axes. The non-corrected data is shown in the
appendix B. To gain an improved signal, each column in the plots was measured five
times and averaged. The X-axis (X = 0) in each scan, aligned with S1, is located approx-
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imately 10 µm away from the center of S1. Furthermore, we scanned over S2, which is
aligned with the Y-axis, with its center located at X = 40 µm. We find an enhanced con-
trast in the imaged spin wave amplitude directly above S2, as the superposition of the
Oersted field of S2 and the spin wave stray field results in the strongest amplitude. Fur-
thermore, the contrast in the PL signal decays with increasing distance from the X-axis.
Close to the X-axis, the NVs are, in addition to the Oersted field of S2 and the spin wave
stray field, driven by the Oersted field of S1. This signal weakens with increasing distance
from the X-axis, resulting in decreasing contrast in the PL signal. Finally, we observe a
phase shift of the wave fronts at the edges of S2, indicated by the vertical dashed lines,
and a change of the wave lengths of the spin waves resulting in a light bending of the
wave fronts towards the center of S2, which we will discuss in the following.
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Figure 6.8.: Fitted wavelengths plotted against the position X on S2. The red and blue
vertical dashed lines indicate the edges of S2. In (a) to (f) the external field
was increased, resulting in longer wavelengths of the detected wave fronts.
For higher fields the wavelengths increase towards the middle of S2. The sig-
nal was fitted using Eq.6.4.

To gain the wavelengths of the measured spin waves, we fit the PL signal in Fig. 6.7 for
each position X within the red and blue dashed lines with the equation

I = Aeα(x−xoff) · sin
(2π

λ
y +φ)+ c · y + y0. (6.4)

Here, A is the amplitude of the signal, α the damping factor, xoff = 40 µm the location of
the center of S2, λ the spin wave wavelength, φ the phase shift, c the signal slope, and y0

the offset. The obtained wavelengths are plotted in Fig. 6.8. As the amplitude of the wave
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fronts vanishes towards the the edges of S2, it is impossible to fit the wavelength for line
scans close to the edge of S2. We find that with increasing fields the fitted wavelength
does not stay constant, which results in the bending of the spin wave wave fronts. It is
not clear where this wavelength change stems from. A wavelength change of this man-
ner would emerge if an additional time-independent external magnetic field parallel to
the direction of S1 exists. As the wavelength increases towards the middle of S2 this field
must be increasing towards the center of S2. A DC current in S2 could result in such a
field. However, it is not clear why it should exist, as S2 was only connected to the MW
generator. Due to the broad geometry of S2 eddy currents might occur. Eddy currents
are loops of electrical current that are induced within a conductor when it is exposed to a
changing magnetic field. According to Faraday’s Law of Induction [130, 131], a changing
magnetic field creates an electromotive force in the conductor, leading to circular cur-
rents within the material. These currents flow in closed loops and are typically confined
to the surface layer of the conductor due to the skin effect. The magnetic field generated
by eddy currents opposes the change in the magnetic field that caused them, according
to Lenz’s Law [132]. This opposition can affect the overall magnetic field in the vicinity,
potentially altering the behavior of the original time-varying field. However, as these are
time-dependent currents, the induced field component parallel to S1 should average to
zero over time.

6.4.1. DETERMINATION OF THE WAVEFRONT PHASE SHIFT

To determine the phase shift in the wave fronts at the edge of S2, the line scans taken
along the dashed vertical lines in Fig. 6.7 (a) to (f) are plotted in Fig. 6.9. The black data
points are from the line scan at X = 22 µm, while the grey data points belong to the
line scan at 58 µm. Furthermore, the inset shows the whole line scans and the dashed
rectangle indicates the region of the data that is plotted.

The PL signal I of the plotted data was fitted with Eq.6.4, while the wavelength was
kept constant for both line scans. In Fig. 6.10, the fitted phase shifts of the data in Fig. 6.9
(a) to (f) are shown in dependence of the external field B0. We find that the phase shifts
are close to 150◦. If only the Oersted field of S2 and the spin waves stray field is con-
sidered, a phase shift of 180◦ between the wave fronts on the left and right side of S2
is expected, as the Oersted field of S2 has an opposite sign on the left and right side of
S2. The superposition of the Oersted field with the spin wave stray field, which has a
constant sign at a given time t over the whole measurement area, should thus result in
a phase shift of 180◦ at the edges of S2. In Fig. 6.10, 180◦ is indicated by the red dashed
line. The deviation of the fitted phase shifts from 180◦ could result from different rea-
sons. First, accurately identifying the edges of S2 is challenging. If the line scan is taken
slightly shifted to the center of S2, it introduces an error. On the other hand, if the line
scan is taken too far from the edge of S2, the wave fronts in the signal quickly disappear,
resulting in a big uncertainty in the fits. To determine the phase shift, the wavelength
needs to be kept constant. Thus, an error in the fitted wavelength also results in an error
in the phase shift.
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Figure 6.9.: Line scans of the PL signal that were taken at the left edge (black dots) and

right edge (grey dots), indicated by the dashed lines in Fig.6.7, of S2. These
line scans reveal a phase shift in the detected wave fronts between the two
edges of S2. The inset shows the whole line scan, with the dashed rectangle
highlighting the region of the plotted signal. For the fits, only the data be-
tween Y = 40 µm and Y = 80 µm is used, as the signal is clearest in this range.
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Figure 6.10.: Phase shift in the wave fronts between the left and right edges of S2. The fit-
ted phase shifts are close to 180◦, as indicated by the horizontal red dashed
line.
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6.4.2. DETERMINATION OF THE DISPERSION

To determine the spin wave dispersion, line scans of the PL signal at X = 40 µm were
taken for external fields varying in small steps. Each line scan was repeated three times
and averaged. In Fig. 6.11, six examplary scans are plotted against the position on the
sample. The data was fitted by Eq. 6.4 to gain the wavelength of the excited spin waves.
As expected, the wavelength increases with increasing external field.
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Figure 6.11.: Line scans of the PL signal showing spin waves with varying wavelengths
taken at X = 40 µm and parallel to S2. The data was fitted by Eq. 6.4 to gain
the dispersion.

In Fig. 6.12a, the fitted wavelengths λ of the line scans are shown in dependence of the
external field (grey dots). To estimate the error in the wavelength, we additionally plotted
the fitted wavelengths at X = 40 µm of Fig. 6.8 (a) to (f). These are the blue data points
labeled asλNV2D . The blue shaded area around these data points indicates the maximum
deviation of the wavelengths in Fig. 6.8 (a) to (f) for each external field. This deviation
was obtained by taking the minimum and maximum fitted wavelength for each exter-
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nal field. From this comparison, we conclude that even though the wavelengths do not
remain constant, the variation does not significantly affect the measured dispersion.

To correct for the angle θ between the scanning direction and the Y-axis, the fitted
wavelengths were divided by cos(θ). As θ is small this correction resulted a wavelength
change ∆λ< 31 nm, which is a lot smaller than the resolution limit of the setup, as well
as the step size of the scans. The correction is thus negligible. To obtain the red the-
ory curve, the spin wave dispersion at the resonance frequency of the ω− transition was
calculated using the Eqs. 2.37 and 2.38 with the angles θ = 35◦ and φ = 90◦. This is il-
lustrated in Fig. 6.12b, where the spin wave dispersion at a field B0 is shown as the gray
line, while the ω− frequency of the NV transition is plotted as a red dot. The NV centers
can only measure spin waves with the k-vector correspondingω−. We find that the fitted
wavelengths are in good agreement with the theory curve.
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Figure 6.12.: (a) Spin wave dispersion obtained from NV spin wave measurements. The
grey dots are the obtained wavelengths of the fitted line scans. The blue
data points represent the fitted wavelengths at X = 40 µm of Fig.6.8 (a) to
(f). The blue shaded area around these points indicates the maximum devi-
ation of the fitted wavelengths for each external field. The fitted wavelength
align well with the theory curve (red line). (b) Spin wave dispersion (grey
line) for a constant external field B0 plotted against the k-vector and the ex-
citation frequency. NV centers can only detect spin waves oscillating at the
transition frequency fNV (red dot) determined by Eq. 3.6.

6.5. COMPARISON TO TR-MOKE
In the following, we compare our NV measurements to TR-MOKE measurements. To
do so, we adjust the external static magnetic field B0 in the TR-MOKE measurements
such that the spin wave frequency coincides with the transition frequency ω− of the NV
centers. This allows us to probe spin waves with varying wavelength, detectable by both
measurement techniques.

Fig. 6.13 shows propagating spin waves detected by TR-MOKE measurements in the
DE-configuration for increasing external fields from (a) to (d) with an excitation fre-
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Figure 6.13.: TR-MOKE measurements of spin waves for different frequencies and fields.
The excitation microstrip line is located about 10 µm away from the X-axis
(X = 0). (a) to (d) show spin waves excited using increasing external fields.

quency equal to the ω− transition of the NVs. In the NV measurements, the field is
applied along S1 and one of the NV quantization axes. Given that the external field is
always less than 30 mT, significantly smaller than the saturation magnetization of YIG,
µ0MS ≈ 185 mT, the static magnetization of the YIG film tilts only slightly out of plane,
at an angle Bsin(φ)/(µ0MS) ≤ 5.3◦ [57]. Hence, direct comparison between the NV mea-
surements and the in-plane MOKE measurements is feasible. In Fig. 6.14a, we show
the dispersion obtained from fitting the data of the TR-MOKE measurements by Eq. 6.4
for two orientations of the external field, alongside the theoretical dispersion curve (red
line). To gain more data points in the same wavelength range as the NV data, we also
used SNS-MOKE, allowing us to detect spin waves that are not excited at integer mul-
tiples of the laser pump frequency fpump = 80 MHz. The dark blue data points were
obtained for spin waves excited in DE-configuration, θ = 0◦ and φ= 90◦, while the light
blue data was obtained for spin waves where the external field was applied along the
NV axis, θ = 35◦ and φ = 90◦. To facilitate a direct comparison of the two data sets, we
transpose the in plane fields of the DE TR-MOKE measurements into the direction of the
NV center axis by dividing them by cos(θ). The deviation in the fitted wavelengths arises
from errors in the magnetic field calibration, which was done separately for the DE- and
NV-configuration. However, within the bounds of this errors, the measurements closely
match the expected theoretical curve, demonstrating the negligible effect of the perpen-
dicular component of the external field with respect to the thin film plane.

In Fig. 6.14b, the theoretical dispersion curve (red line), alongside the fitted wave-
length of the NV measurements (grey dots) and the MOKE measurements (dark blue
dots) are shown. The data sets are in good agreement with each other. This consistency
demonstrates the reliability and equivalence of the two measurement techniques.
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Figure 6.14.: (a) Dispersion of the excited spin waves, if the external magnetic field is
applied in DE-configuration (dark blue dots) and along S1 at an angle of
φ = 35◦ relative to the sample plane aligning it with a NV axis (light blue
dots). The DE-fields were transposed into the direction of the NV center axis
by dividing them by cos(θ). The theoretical dispersion curve (red line) is in
good agreement with the fitted wavelengths. (b) Comparison of the disper-
sion measured with NV centers (grey dots) and with TR-MOKE (blue dots),
together with the theory curve (red line). The determined wavelengths are
in good agreement with the theoretical dispersion curve.

6.6. SIMULATION

To phenomenologically model the magnetic stray field above the YIG film which drives
the NV transitions, we calculate the magnitude of the perpendicular time-dependent
total magnetic field Btot,⊥ at the NV site and relative to the NV axis. Thereby, we take
into account that ESR transitions can only be driven by AC-fields perpendicular to their
quantization axis. We use a coordinate system where the X-axis is aligned with S1, the
Y-axis with S2, and the Z-axis with the normal vector of the sample plane, as indicated in
Fig. 6.1a. The total field Btotis a superposition of the spin wave stray field above the film
Bsw, as well as the Oersted field Boe of S2

Btot(t ) = Bsw(t )+Boe(t ). (6.5)

Fig. 6.15a shows the Y- and Z-components of the spin wave stray field at a time t given
by Eq. 2.40, while Fig. 6.15b shows the X- and Z-components of the Oersted field given by
Eq. 2.41. We used the parameters z0 = 1.4 µm for the NV-YIG distance, µ0MS = 185 mT
for the saturation magnetization, dYIG = 200 nm for the YIG thickness, dDiamond = 100 µm
for the diamond thickness, w = 30 µm for the width of S2, and I = I0 cos(ωt ) with I0 =
0.8 A for the current in S2. Furthermore, for the amplitude of the spin wave stray field
we used m0 = 0.1MS/µ0. This parameter was chosen to be smaller than the saturation
magnetization. However, we did not experimentally determine it.

The magnitude of the total time-dependent magnetic field perpendicular to the NV
axis is shown in dependence of the location on the sample for the times t = 0 ns and t =
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Figure 6.15.: (a) Spin wave stray field determined by Eq. 2.40 above the YIG film oscillat-
ing in the YZ-plane. (b) Oersted field of S2 defined by Eq. 2.41 oscillating in
the XZ-plane.

0.6 ns in the Figs. 6.16a and 6.16b, respectively. In the simulation, S1 is oriented parallel
to the X-axis with its center located outside of the simulated are area. S2 is oriented
parallel to the Y-axis with its center at X = 0 µm. The simulated amplitude of |Btot,⊥| is
strongest directly above S2, as already observed in the measurement, since the stray field
of S2 is strongest there. Furthermore, we find that the simulated magnitude of the total
perpendicular field forms a standing wave, which only drives the NVs efficiently at the
location of antinodes.
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Figure 6.16.: Simulated standing wave magnitude of the total perpendicular stray field
|Btot,⊥| at the NV site at the time t = 0 ns (a) and t = 0.6 ns (b). The center
of S2 is located at X = 0 µm. Above S2 the amplitude is increased, as the
contribution from the Oersted field is strongest there.

To simulate the characteristics observed in the NV spin wave measurements, we aver-
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age |Btot,⊥| over time, as we measure a time-independent PL signal at a fixed position on
the sample, which scales with the magnitude of the standing wave in the total perpen-
dicular magnetic field. In Fig. 6.17a, the simulated PL signal corresponding to the same
spatial position on the sample as the measurement depicted in Fig. 6.7 is shown. The
simulation reproduces the measured wave fronts in the signal and we find an enhanced
contrast in the PL signal above S2, which is in agreement with the measurement. Fur-
thermore, we find a phase shift in the wave front on the left and right side of S2. However,
reproducing the bending of the wave fronts towards the center of S2 requires a more ad-
vanced model. In Fig. 6.17b, the line scans taken along the red and blue dashed vertical
lines in Fig. 6.17a, are presented. We find a phase shift of 180◦. The observed phase shift
is attributed to the change in sign of Boe from the left side to the right side of S2.

0 20 40 60 80X ( m)0
20
40
60
80

Y (m)

(a)

50 60Y ( m)
PL sign

al (a. u
.)

(b)

0 50
x = 10 mx = 70 m

0.0020.0040.0060.0080.0100.012
PL sign

al (a. u
.)

Figure 6.17.: (a) Simulated PL signal of the NVs, detecting a spin wave with frequency
fsw = 2.24 GHz, corresponding to the external field B = 22.5 mT excited by
S1. (b) Line scans taken along the vertical dashed lines in (a). The simulated
phase shift between the red and blue wave front is 180◦. The inset shows the
whole line scan, where the dashed rectangle indicates the area of the plotted
data.

6.7. CONCLUSION
In order to summarize the chapter we show a comparison of the spin wave measurement
using NV centers, the simulated PL signal, and the spin wave measurement done by TR-
MOKE in Fig. 6.18. The simulated PL signal in Fig. 6.18b is in good agreement with the
NV spin wave measurement in Fig. 6.18a. It shows an enhanced contrast above S2 with
the phase shift in the wave fronts on the left and right side of S2. Furthermore, the NV
spin wave measurement is in qualitative good agreement with the TR-MOKE experiment
in Fig. 6.18c, as we obtain from both experiments a similar spin wave dispersion.
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Figure 6.18.: Comparison of the spin wave measurements done with NV centers (a), the
PL signal simulation (b), and the TR-MOKE measurement (c).





7
WIDEFIELD IMAGING OF DOMAINS

In this chapter we investigate magnetic domains in Permalloy (Py) squares using NV cen-
ter widefield imaging. These measurements were conducted as part of a master’s thesis
by Ankita Nayak [121] using the setup discussed in Sec. 4.4. We begin the chapter in
Sec. 7.1 by introducing the sample used. In Sec. 7.2, we discuss the application of anti-
reflection coatings to enhance the signal quality by reducing interference patterns in
the imaged photoluminescence. We then continue in Sec. 7.3 to discuss the impact of
strong field gradients on the magnetic resolution in NV widefield experiments. Subse-
quently, we present the results of imaging magnetic domains in both demagnetized and
uniformly magnetized Py squares, and compare these findings with L-MOKE widefield
microscopy. In Sec. 7.4, we conclude the chapter with a brief summary.

7.1. SAMPLE
The sample used in this chapter consists of a silicon substrate with a coplanar waveguide
(CPW) fabricated on it by using optical lithography and electron beam evaporation of
Ti(5 nm)/Au(100 nm).

Figure 7.1.: (a) Sketch of the coplanar waveguide (CPW) fabricated on a silicon substrate.
A Py square of dimensions (20×20×0.04) µm is fabricated on the 50 µm wide
center strip, as depicted in the inset. (b) Layer structure of the sample, in-
cluding the Py square.
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The center strip of the CPW has a width of 50 µm. Additional dimensions of the CPW
are shown in Fig. 7.1a. A Py square, with dimensions (20×20×0.04) µm and an 8 nm thick
Al2O3 capping layer, was fabricated on top of the center strip. The layers of the sample
are illustrated in Fig.7.1b. For widefield imaging, the diamond chip was placed on top of
the CPW with the NV layer facing towards the Py square.

7.2. ANTI-REFLECTION COATING
Improving the signal quality in widefield experiments involving ensembles of NV centers
in diamond is important for enhancing the resolution and accuracy of these measure-
ments. One factor affecting the image quality are reflections of the coherent excitation
laser beam from the diamond surfaces, as shown in Fig. 7.2a. These reflections create
interference patterns resulting in transverse spatial intensity variations of the excitation
light at the NV layer, which induce corresponding transverse spatial variations in the NV
fluorescence.

7.2.1. INTERFERENCE PATTERN

The intensity distribution of the excitation laser light I within the diamond sample re-
sulting in the interference pattern can be modeled by considering the incident light and
the effect of two internal reflections within the diamond sample [133]

I (r ) = I0
∣∣E(r, z1)+ r 2

refE(r, z2)+ r 4
refE(r, z3)

∣∣2
. (7.1)

Here, I0 is a constant scaling factor, E is the electric field amplitude of a Gaussian beam,
rref is the amplitude reflectivity of the air-diamond interface, r the radial distance from
the center of the incident beam, and z1, z2, and z3 are the longitudinal distances of the
NV layer from the waist of the incident beam and the second and third reflected beams,
respectively. In Fig. 7.2b, the intensity distribution simulated with Eq. 7.1 shows the char-
acteristic interference rings, which significantly reduce the image quality in widefield
measurements using coherent laser light to excite the NVs.

7.2.2. SIGNAL ENHANCEMENT USING AR COATING

In order to eliminate this interference pattern, an anti-reflection (AR) coating consisting
of a thin coating layer on the top diamond surface can be used. The optimal refractive
index of such a coating is given by [133]

nc =p
nd ni , (7.2)

where nd = 2.42 is the refractive index of diamond, and ni is the refractive index of the
medium in which the diamond/AR coating sample is placed. In our case, ni = 1, as we
consider a diamond-air interface. Using these values, we find that the refractive index of
the AR coating should be close to nc = 1.56. We chose silica (SiO2) as the coating material
because its refractive index ns = 1.46 is approximately equal the desired value of nc , and
it can be easily fabricated in our lab.
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Figure 7.2.: (a) Reflections of the focused laser beam from the diamond surfaces create
interference patterns, resulting in transverse spatial intensity variations of
the excitation light at the thin layer of NV centers. Fig. adapted from [133].
(b) Simulated excitation profile using Eq. 7.1, showing interference rings.

To reduce the interference pattern, the fraction of light reflected from the AR-coated
diamond surface at normal incidence needs to be minimized. It is given by [133]

RAR = Ras +Rsd +2
√

RasRsd cos

(
4πtns

λ

)
, (7.3)

with the Fresnel reflection coefficients at the air-silica and silica-diamond interfaces Ras

and Rsd, respectively. These are given by

Ras =
(

nair −ns

nair +ns

)2

, Rsd =
(

ns −nd

ns +nd

)2

. (7.4)

Furthermore, t is the thickness of the silica layer and λ is the wavelength of the light.
Minimizing Eq. 7.3 results in the condition 4πtns

λ = mπ, with m being an integer. For our

AR coating layer we used the thinnest possible layer thickness given by t = λ
4ns

= 91 nm.
Fig. 7.3a presents the imaged PL distribution before fabricating an AR coating on the

diamond and Fig. 7.3b, shows the line scan of the PL signal taken along the dashed red
line in Fig. 7.3a. Clearly, the PL signal shows strong interference rings. In the Figs. 7.3c
and 7.3d, we show the imaged PL spectrum and the line scan along the red dashed line,
respectively, after fabricating the AR coating layer on the top diamond surface. The AR
coating layer completely removed the interference pattern.

7.3. DOMAIN IMAGING
In this section, we will present our results on imaging magnetic domains in a permalloy
square. The magnetic resolution of NV widefield measurements is mainly limited by
the distance between the NV layer and the magnetic surface as well as by diffraction.
We will first discuss the effect of strong field gradients on the magnetic resolution in
NV widefield experiments and then present the measurements of a demagnetized and a
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(a) (b)

(c) (d)

Figure 7.3.: (a) Imaged NV fluorescence distribution and line scan (b) along the red
dashed line of the uncoated diamond sample, showing a characteristic in-
terference pattern. (c) NV fluorescence distribution and line scan (d) along
the red dashed line after fabricating a 91 nm thick SiO2 layer on the top sur-
face of the diamond. The interference pattern is completely suppressed.

uniformly magnetized Py square.

7.3.1. FIELD-AVERAGING EFFECT

In the collective measurement with an ensemble of NV centers in a diffraction-limited
laser spot, a field-averaging effect can occur, if a strong field gradient exists within the
laser spot. This is illustrated in Fig. 7.4a, where a magnetic sample generates magnetic
fields with a large field gradient. An NV center located at the origin of the orange arrow
senses a weaker field compared to an NV center located at the origin of the blue arrow.
This results in two different ODMR spectra (orange and blue curves). In general, NV
centers within a diffraction limited spot can thus experience a variety of fields, resulting
in a broad distribution of ODMR resonances. Since it is not possible to distinguish the
data from each NV center within the diffraction-limited laser spot, the PL signals from all
the NV centers are simultaneously collected, producing an averaged single ODMR reso-
nance. This is shown in Fig. 7.4b, where the dashed resonances represent the different
resonance frequencies sensed within the laser spot and the blue solid line depicts the de-
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tected averaged signal. Due to the averaging effect, the magnetic field obtained from the
averaged ODMR resonance is significantly reduced compared to the actual field magni-
tude [134]. Fig. 7.4c shows the simulated image of the measurement of a Landau domain
in a magnetic square of size (1×1×0.05) µm. The simulation was conducted by Yoon et
al. [134]. The magnetic square is indicated by the black dashed lines and the scale bar
length is 2 µm. In the simulation the spatial resolution is assumed to be determined by
the diffraction-limited laser spot size, which is approximately 1 µm and the depth of the
NV centers from the diamond surface is set to 15 nm [134]. The strong field gradients
result in a reduction of the measured stray fields, preventing imaging the stray fields in
the center of the magnetic square.

Figure 7.4.: (a) A large field gradient causes two NV centers located at the origin of the ar-
rows to sense varying fields, resulting in two different ODMR spectra (orange
and blue curves). (b) PL signals of NV centers located in a strong field gra-
dient and within a diffraction-limited laser spot (dashed lines). In an ODMR
measurement these signals are averaged (solid blue line), resulting in a re-
duced detected magnetic field. (c) Simulated NV widefield measurement of
a Landau domain in a magnetic square of size (1×1×0.05) µm (black dashed
square). Due to strong magnetic field gradients, the magnetic stray field in
the center of the Landau domain cannot be imaged. The scale bar length
equals 2 µm. Figure adapted from [134].

7.3.2. PERMALLOY DOMAIN MEASUREMENTS

In this section, we present domain images of a Permalloy (Py) square acquired using NV
center wide field imaging and L-MOKE wide field imaging. Fig. 7.5a, shows a sketch of
the magnetization orientation in a demagnetized Py square exhibiting a Landau pattern,
where the red arrows indicate the direction of magnetization. When a large external field
B0 is applied, the magnetization in the Py square becomes uniformly aligned with the
external field, as schematically presented in Fig. 7.5d.

To image the Landau pattern with the widefield NV setup, a small bias field B0 was
applied along the direction of an NV axis that lies in the XZ-plane, forming an angle of
θ = 35◦ with the X-axis, as indicated in Fig. 7.5a. The ODMR spectrum was recorded
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Figure 7.5.: Magnetic domains in a Py square with dimensions (20× 20× 0.04) µm. (a)
Sketch of the magnetization orientation (red arrows) in a Landau pattern.
(b) NV widefield imaging of the Landau pattern. Due to the field-averaging
effect, the stray fields in the middle of the square cannot be resolved. (c) L-
MOKE image of the Py square, showing a Landau domain state. (d) Sketch
of the magnetization orientation (red arrows) in a uniformly magnetized Py
square. (e) NV widefield imaging of a uniformly magnetized Py square. The
stray field can be fully imaged, as there are no strong field gradients. (f) L-
MOKE image of the uniformly magnetized Py square.

by sweeping the excitation frequency and capturing an image with the camera for each
frequency. These images where then split into cells of size (1.4×1.4) µm. For each cell,
the magnetic field magnitude along the NV-direction was calculated by fitting the outer
dips of the ODMR spectrum to obtain the resonance frequencies. Using Eq. 3.6, the total
magnetic field amplitude along the aligned NV center BNVtot = B0 +BPy for each cell was
calculated. To determine the amplitude of the external field along the aligned NV axis,
the ODMR spectra at the left and right sides of the image, that are far away from the Py
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square, were fitted and the obtained fields were averaged. This resulted in B0 = 12.3 mT.
The stray field of the Py square along the NV axis was then calculated by subtracting the
external field B0 from the total field BNVtot .

In Fig. 7.5b, the obtained image is presented. Due to the field-averaging effect, the
stray fields in the middle of the Py square cannot be resolved. Furthermore, the mea-
surement was conducted using a diamond without an AR coating. Thus, the interference
patterns in the emitted fluorescence appear as circular patterns in the background of the
stray field image of the Py square. We find, that the obtained stray field image is in good
agreement with the simulation in Fig. 7.4c. Fig. 7.5c displays an L-MOKE image of the Py
square, where a bias field of B0 = 7 mT was applied in the Py square plane, confirming
the detected Landau domain structure.

To demonstrate the transition of the demagnetized Py square exhibiting the Landau
pattern to a uniformly magnetized state, a stronger external field of B0 > 20 mT was
applied. The NV widefield imaging results for the uniformly magnetized Py square are
shown in Fig. 7.5e. In this case, the stray field can be fully imaged because there are no
strong field gradients caused by domains. Finally, Fig. 7.5f shows an L-MOKE image of
the uniformly magnetized Py square. This image confirms the uniform magnetization
state, with no visible domain structures.

7.4. SUMMARY
In summary, this chapter presented NV center and L-MOKE widefield imaging of mag-
netic domains in Py squares. To improve the signal quality in the NV measurements
anti-reflection coatings consisting of thin SiO2 layers were fabricated on the diamond
surface. In the Landau domain imaging experiments using NV centers, strong field gra-
dients caused significant reduction in the measured magnetic field magnitude and res-
olution due to the field-averaging effect. This effect did not appear in uniformly magne-
tized samples, where the stray field could be fully imaged. In contrast, L-MOKE imaging
provided a detailed visualization of the magnetic domains. However, with NV centers it
is technically possible to gain the 3D vector magnetic stray field of the sample, which is
not feasible in L-MOKE measurements.
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CONCLUSION

The aim of this thesis was to image spin waves with NV centers in diamond as well as
to establish NV center sensing and imaging techniques within this research group. To
achieve this, three distinct NV center setups were developed during the course of the
project.

In Chapter 4, the implementation of these setups was discussed. The first setup was a
confocal NV center microscope equipped with a lock-in amplifier to enhance the signal-
to-noise ratio in magnetometry measurements. The second setup consisted of a com-
bined confocal NV center and time-resolved magneto-optical Kerr effect (TR-MOKE)
microscope. It was built with the long term goal of imaging spin waves with both tech-
niques simultaneously. The third setup was a widefield NV center microscope, which
was built for fast data acquisition.

In Chapter 5, preliminary measurements for the characterization of the diamond sam-
ples as well as the optimization of the measurement parameters were discussed. We
began by introducing the details about the diamond substrate, including the parameters
for ion implantation and the annealing process. We then investigated the dependence of
the PL signal on the microwave power. Next, we conducted static magnetic field sensing
experiments, examining how the ODMR signal splits under the influence of an external
magnetic field and we determined the amplitude of this external field. By adjusting the
polarization direction of the excitation laser light, we demonstrated the dependence of
the contrast in the ODMR spectrum on the polarization direction. We also demonstrated
the coherent control of NV centers through pulsed measurement techniques, including
T1 relaxation measurements and Rabi oscillation experiments. These findings layed the
groundwork for the experimental techniques and results discussed in the subsequent
chapters.

In Chapter 6, we used shallowly implanted NV centers to measure spin waves in yt-
trium iron garnet (YIG) thin films. We first determined the distance between the NV layer
and the YIG surface, an important parameter for accurately calculating the amplitude of
the spin waves stray field. This was achieved through the 3D vector field reconstruction
of the magnetic field generated by a DC current. We then discussed the detection of spin
waves through their stray fields using NV centers. By creating a standing wave in the total
stray field at the NV layer, we demonstrated the imaging of individual wave fronts of spin
waves. We also determined the spin wave dispersion from these measurements. A com-
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parative analysis was conducted between the NV center spin wave measurements and
spin wave imaging performed using TR-MOKE. The results from both techniques were
found to be consistent, highlighting the reliability of NV center-based measurements. To
further understand the observed features in the NV spin wave images, we simulated the
NV spin wave measurements with a phenomenological model.

In Chapter 7, we explored the use of NV center widefield imaging to investigate mag-
netic domains in Permalloy (Py) squares. A significant challenge in these experiments
was the interference pattern caused by reflections of the excitation laser beam within the
diamond. To mitigate this, we applied a thin silica AR coating to the diamond surface, ef-
fectively reducing these reflections and enhancing the homogeneity of the illumination,
which in turn improved the quality of the photoluminescence signal. We then examined
the impact of strong field gradients on the magnetic resolution in NV widefield imaging.
These gradients cause a field averaging effect, reducing the detected magnetic field mag-
nitude. This effect was evident in our imaging of the Landau domain pattern in a demag-
netized Py square, where the strong gradients made it difficult to resolve the stray fields
at the center of the square. Our results were compared with longitudinal magneto-optic
Kerr effect (L-MOKE) imaging. While NV widefield imaging struggled with strong field
gradients, L-MOKE provided clear images of the magnetic domains. However, NV center
imaging has the advantage of potentially capturing the 3D vector magnetic stray field,
unlike L-MOKE which is limited to 2D surface measurements. Finally, we demonstrated
the transition from demagnetized to uniformly magnetized states in the Py squares by
applying an external magnetic field. In the uniformly magnetized state, the NV widefield
imaging successfully resolved the stray fields without the interference of strong gradi-
ents, confirming the uniform magnetization seen in L-MOKE images.

To summarize, we find that the utilization of NV centers presents several advantages
in the measurement of spin waves. Their ability to measure through opaque materi-
als offers unique opportunities for non-invasive investigation [58, 59]. Additionally, NV
centers exhibit remarkable sensitivity to magnetic fields, enhancing their utility in de-
tecting subtle magnetic variations. Moreover, their high resolution capabilities extend
beyond the diffraction limit, potentially enabling precise characterization of spin wave
phenomena. However, it is worth noting some limitations of NV centers, including the
lack of time resolution and the requirement of a standing wave for effectively imaging
wave fronts. Additionally, NV centers are limited to probing only spin waves at the NV
ESR frequencies. In comparison, Kerr microscopy offers high time resolution and the
flexibility to probe a wide range of frequencies. However, TR-MOKE cannot image spin
waves trough opaque materials thicker then the skin depth, and the spatial resolution is
ultimately limited by diffraction.

To fully exploit the complementary strengths of both techniques, we initiated to imple-
ment a setup that combines both approaches. By integrating NV center measurements
with time-resolved Kerr microscopy, it is possible to benefit from high-resolution imag-
ing, probing through opaque materials, high sensitivity to magnetic fields, high time res-
olution, and flexibility in probing frequencies. This integrated approach promises to ad-
vance the capability to probe spin wave dynamics and enable new insights in the field.
To do simultaneous spin wave imaging with both techniques, a few improvements may
be employed. A better shielding of the setup from surrounding stray light and the use
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of an avalanche photodiode for the detection of the photoluminescence signal could be
implemented to increase the contrast in the measurements. An improvement in mea-
surement time may be realized by using the widefield setup for spin wave imaging. This
might be accomplished by integrating a lock-in amplified camera in the widefield setup.

To conclude, NV center microscopy emerges as a powerful new technique for study-
ing spin waves, providing valuable insights into magnon transport that are inaccessible
through other experimental methods.
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A
NON-PHASE-RESOLVED IMAGING

WITH REVERSED FIELD DIRECTION

In Fig. A.1, NV centers were continuously excited at 2.47 GHz by a MW current while the
sample was scanned. In comparison to Fig. 6.6, the in-plane external magnetic field B0

direction was rotated by 180◦. The DE spin waves now travel in the opposite direction,
resulting in an increased contrast in the region between the U-shaped microstrip line.

Figure A.1.: PL signal of NV centers excited at 2.47 GHz by a MW current sent through
a U-shaped microstrip line while the sample is scanned. The external mag-
netic field B0, rotated by 180◦ compared to Fig.6.6, causes DE spin waves to
propagate in the opposite direction, enhancing the contrast between the U-
shaped microstrip line.
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B
ANGLE CORRECTION

In Fig. B.1, the PL signal for a spatial scan over the sample is shown for different exter-
nal fields in the range of 22.33 mT to 26.94 mT increasing from (a) to (f). The scanning
direction of the stage on which the sample is mounted is slightly misaligned with S2. By
rotating the images by an angle θ =−2.5◦, this misalignment can be corrected.
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Figure B.1.: Non-rotated images of the NV center spin wave measurements. The mi-
crostrip line S2 is not perfectly aligned with the scanning direction of the
stage.
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