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ABSTRACT. A network of two way channels (TWCs) is specified by a graph having an
edge between vertex � and vertex � if there is a TWC between these vertices. A bidirected
cut-set bound is developed for such networks when network coding is permitted, and some
implications of this bound are discussed. For example, the bound generalizes and improves
upon a flow cut-set bound that is standard in network optimization theory. It follows that
routing is rate-optimal if routing achieves the standard flow cut-set bound. Other conse-
quences are that, for several practical networks of TWCs, linear network coding is optimal
for multicasting, and one can separate channel and network coding for multicasting.

Presented at the DIMACS Workshop on Algebraic Coding Theory and Information Theory,
DIMACS Center, Rutgers University, Dec. 15-18, 2003.

1. Introduction

Consider a network defined by a graph
�������
	���

with respective vertex and edge
sets ��������	���	�������	����
(1) � ���!�#"%$&	�'($�)	&�#"+*,	�',*&)	������-	��#"+./	�',.01�
(2)

where
"32&	�'�2546�

for 7 �8��	���	������+	�9 . The graph
�

might represent a communication,
transportation, or distribution network [AMO93, : 1.3]. We are interested in communi-
cation networks where the vertices represent terminals and the edges channels (the word
“terminal” here refers generically to any type of vertex, i.e., a terminal need not be the
source or sink for a message). We are further interested in channels where bidirected
transmission is permitted. We propose that the appropriate communication model for this
type of scenario is the two-way channel (TWC) introduced in [S61]. A TWC representing
edge

�;"�	�'!
is defined by a conditional probability distribution< �#=�>@?!	�=(?)>�A BC>@?!	�B�?)>D

(3)
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where
B >@?

and
= ?)>

are the respective input to and output from edge
�#" 	�'D

at vertex
"

. The
terminals can further perform joint channel and network coding [ACLY00, KM03], i.e.,
each terminal can transmit into each of its TWCs any function of its messages and past
received outputs. We will precisely define this type of operation in the next section, but we
begin by giving more details about our network model.

2. Communication Network Model

We consider a model that is a special case of the discrete memoryless network (DMN)
in [K03] (see also [vdM68, vdM77, C75], [CT91, Ch. 14]). The DMN has a channel
defined by a conditional probability distribution

< ��=�$@	�=�* 	������-	�= � A B3$@	�B�*�	������3	�B � (4)

where
B��

and
=��

are the respective inputs and outputs of terminal
�
. The

B��
and
=��

are
therefore realizations of vector random variables � �

and 	 �
, since each vertex has one

channel input and output for every edge incident to it.
The above notation labels the

B
�
and
=��

by their terminals or, for networks of TWCs,
by their graph vertices. A more convenient approach here will be to label these inputs and
outputs by their graph edges. We thus define a network of TWCs to be the special case of
a DMN where (4) factors as �

� >� ?������ < ��= >@? 	�= ?)> A B >@? 	�B ?)> +�(5)

As in (3), the meaning is that
B >&?

and
= ?)>

are the respective input to and output from
edge

�#" 	�'D
at vertex

"
. The letters

B >@?
and
= ?)>

are realizations of the respective random
variables � >@? and 	 ?)> . The relation of

B >@?
to the

B��
of (4) is that the former is an entry of

one of the
B��

.
Each TWC is characterized by a two-dimensional capacity region � >@? , i.e., a set of rate

pairs
��� >@? 	�� ?)> 

that specifies at what rates one can transmit in both directions simultane-
ously and reliably, where

� >@?
is the rate going from

"
to
'
. These rates are characterized

in [S61, : 15] but they can be difficult to compute.
Consider, for instance, a network with directed edges. The TWC capacity regions are

then single dimensional, i.e., they consist of rate pairs
��� 	��(

satisfying
��������� >@?

for
some non-negative

� >&?
(see Fig. 1). The number

� >@?
is the capacity of edge

�#" 	�'D
. This

model was considered in [B02], and our results extend the findings of [B02] to networks
of TWCs.

Consider next undirected edges. Such edges correspond to half-duplex transmission,
and � >@? is the triangle whose vertices are at

����	��(
,
��� >@? 	���

,
� ��	!� >&? 

. For instance, the
push-to-talk TWC has such a capacity region [S61, Fig. 5]. Moreover, this is an appropriate
model for problems where terminals perform time-division multiplexing (one can similarly
treat frequency-division duplexing).

Finally, consider channels where � >@? is the square whose extreme point is
��� >@? 	!� >@? 

.
Such a situation might occur when full-duplex transmission is possible, e.g., a digital sub-
scriber line (DSL) with modems that perform perfect echo cancellation. We can, in fact,
replace the edge of such a TWC by a pair of oppositely directed edges each having capacity� >@?

. More generally, the capacity region has the form shown in Fig. 1.
Equation (5) characterizes the DMN channel. A DMN has more elements and rules

associated with it, and we proceed to list these next (see [K03, : III.A-B]).
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capacity region

directed

undirected

general form of

�����

�����

FIGURE 1. Capacity regions of different types of edges.

� The network is clocked, i.e., a universal clock ticks � times. Vertex
"

can transmit
a symbol � �	� �>@?

into its TWC
�#" 	�'D

after clock tick 
�� � and before clock tick 

for 
 � �(	���	������3	 � . An output symbol 	 �	� �?)>

is received at clock tick 
 , i.e., there
is a small delay in receiving symbols that ensures the network operates in a causal
fashion.� There are  independent messages � �	� �

, � � ��	1�D	������+	  , in the network.
Message � ��� �

has � � � bits so its rate is
� � bits per clock tick. Each message

originates at exactly one vertex, but can be destined for any of the other
� � �

vertices. Thus, each vertex has up to
� ��� $ � � messages, one for each of the of the� ��� $ � � non-empty subsets of the other

� � � vertices.� Let � > be the set of messages originating at vertex
"

. The input � ��� �>@?
is a function

of � > and vertex
"

’s past channel outputs

	 � � $> � 	 � $ �> 	 	 � * �> 	������3	 	 �	� � $ �> �
(6)

Note that 	 �	� �>
is a vector that includes the 
 th channel outputs from all edges

incident to
"

. Note also that � �	� �>@?
is any function of � > and 	 � � $>

, so that we are
permitting joint channel coding, routing, and/or network coding. We distinguish
between routing and network coding in that routing permits message symbols and
arriving packets (groups of input or output symbols) to be stored, re-ordered, and
collected into other packets. Network coding, however, additionally allows packets
to be combined to create new packets.� Consider networks of TWCs. The channel outputs 	 �	� �>@?

and 	 �	� �?)>
are noisy func-

tions of the channel inputs � ��� �>@?
and � �	� �?)>

, i.e., we have

	 �	� �>@? ��� >@?!� � �	� �>@? 	 � �	� �?)> 	�� �	� �>&? 
(7)

	 �	� �?)> ��� ?)>�� � �	� �>@? 	 � �	� �?)> 	�� �	� �>&? 
(8)

for some functions
� >@? ��� 

and
� ?)> ��� 

, where
� �	� �>@?

is a noise random variable that is
statistically independent of all other random variables. The functional relations (7)
and (8) imply that (4) reduces to (5).� Each message is decoded by one or more terminals. Suppose � �	� �

is destined for
vertex

'
and is decoded as ��

�	� �?
. Message estimate ��

�	� �?
is a function of vertex'

’s messages � ? and its channel outputs 	��? .
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� A rate-tuple
� � $@	�� *,	������%	���� 

is said to be achievable if there exist encoders and
decoders such that ��� ���?  �	� �� �	� �? 
� � �	� ��������
for any positive

�
. The capacity region � is the closure of the set of achievable

rate-tuples.

3. A Flow Cut-set Bound

The celebrated max-flow/min-cut theorem of network optimization provides a useful
outer bound on the set of feasible flow rates [FF56]. This bound partitions the vertices into
two sets � and ��� . Let

�
be a cut, i.e., a set of edges that separates the vertices in � from

the vertices in � � . We further define
���������

to be the sum of the rates of the messages
originating at vertices in � and destined for one or more vertices in ��� .

Suppose for the moment that
�

has only directed or undirected edges, and let
�
>&?����

if there is no edge between
"

and
'

, or if edge
�;"�	�'!

is directed from
'

to
"

. The flow
cut-set bound can be stated as follows (see [S03, Eq. (70.20) on p. 1228]).

PROPOSITION 1 (Flow Cut-set Bound). For a network of directed and/or undirected
edges, the feasible flow rates

� � $,	�� *,	������3	���� 
satisfy, for all ��� � ,������� � � �>�� �  ? � � � � >@?

(9)

� ����� �! � � � ��� � �>�� �  ? � � ��"$#&% ��� >@? 	�� ?)> )�(10)

We remark that a bound such as (9) on
� � � ���

will appear when the set � is replaced
with ��� . We also remark that the flow cut-set bound generalizes to TWC edges by making� >@?

the maximum possible rate from
"

to
'
.

4. A Bidirected Cut-set Bound

The flow cut-set bound is based on a “flow conservation” law, and hence may not apply
to transmissions using network coding or transmissions across noisy channels. Instead, we
must employ an information-theoretic cut-set bound that takes channel and network coding
into account.

Our approach is to optimize the standard bound of [CT91, : 14.10]. The main object
of the optimization is the following outer bound on the capacity region of a single TWC.
We have � >@? � � >@? , where � >@? is the set of

��� >@? 	�� ?)> 
satisfying� � � >@? �('�� � >@?*) 	 >@? A � ?)> (11) � � � ?)> �('�� � ?)>$) 	 ?)> A � >&? (12)

for any
< �#B >@? 	�B ?)> 

. The set � >@? is simply Shannon’s outer bound on � >@? . We remark that
this bound can be loose, as was shown for binary multiplying channels in [ZBS86, HW89].
Fortunately, for several widely studied TWCs we do have � >&? � � >@? . For example, this is
true for noisy directed channels, push-to-talk TWCs, and Gaussian TWCs (see also [S61,
: 11]).
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We return to our bound. Summarizing the result, the bound reduces to the following
three steps.

1. Convert every edge
�#" 	�'D

into a pair of oppositely directed edges whose capacity
pair is a boundary point of � >@? .

2. Apply the flow cut-set bound to get a rate region ���� > � .
3. Repeat the above two steps for all boundary points of � >@? on all edges. The union

of the ���� > � is an outer bound � � > � on the capacity region � .

Note that for directed networks, the above bound is the same as the flow cut-set bound
and reduces to the results of [B02]. However, as shown below, the bounds can differ when
there are two-way edges, e.g., undirected edges having triangular capacity regions. We call
this information-theoretic bound a bidirected cut-set bound.

5. Implications of the Bidirected Bound

In what follows, when we refer to a problem we mean determining � when the mes-
sages originate at prescribed source vertices and are destined for prescribed sink vertices.
Furthermore, when we refer to an undirected edge, we mean that this edge is a push-to-talk
TWC. There are several consequences of the bidirected cut-set bound. First, the bound
implies both (9) and (10), as summarized by following theorem.

THEOREM 5.1 (Region Ordering). Consider a network of directed and/or undirected
edges. Let �����
	�� be the feasible routing (flow) rates, � � � the achievable network coding
rates, �

*�
� > � the bidirected cut-set rates, and � � > � the flow cut-set rates. We have the

ordering

������	�� ��� � � ���
*�
� > � ��� � > �1�(13)

PROOF. See (28) in the Appendix.

The ordering (13) implies that any problem with � ���
	�� � � � > � also has � ����	�� �
� � � . Routing is therefore optimal in terms of rates. A survey of cases where � ���
	�� �
� � > � can be found in [S03, Part VII] and a few such examples are discussed below.

Second, the bidirected bound involves converting a network of two-way channels into
a set of directed networks. This observation leads to the following theorem.

THEOREM 5.2. For any problem for which the flow cut-set bound for directed net-
works is achievable, one can also achieve the bidirected cut-set bound for networks of
TWCs for which � >&? � � >@? for all

�;"�	�'!
.

PROOF. By hypothesis, one achieves the flow cut-set for every directed network in
the set of networks considered for the bidirected cut-set bound. But the bidirected bound
is the union of the flow bounds for these directed networks, so any point in the bidirected
bound can be achieved.

For example, it is known that linear network coding is optimal for the multicasting
problem in directed networks [ACLY00, KM03], where multicasting means a single mes-
sage � is destined for a number of sinks. Linear network coding is therefore also optimal
for multicasting in networks of TWCs for which � >@?�� � >@? for all

�#" 	�'D
.
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Third, observe that the bidirected cut-set bound treats each TWC separately, i.e., one
needs to know only the rate-pairs of the individual capacity regions. This observation leads
to the following result.

THEOREM 5.3. For any problem for which the bidirected cut-set bound is achievable
for a network of TWCs, one can separate channel and network coding.

PROOF. Every point in the region defined by the bidirected cut-set bound corresponds
to a point in the region of the flow cut-set bound for a noise-free directed network. We
can mimic the operation of this network by using customized error-control codes over
each TWC that drive the link error rates to zero. We then employ network coding as
if the links were error-free, perhaps with probabilistic network codes if randomization is
beneficial [ACLY00].

For example, we can achieve the bidirected cut-set bound for multicasting by employ-
ing capacity-approaching channel codes for each TWC link, and linear network coding
on the network level. Stated in another way, it is rate-optimal to separate the physical
layer design and network layer design when multicasting in networks of TWCs for which
� >@? � � >&? for all

�;"�	�'!
.

We remark that the bidirected cut-set bound is valid for general communication prob-
lems, i.e., general source–sink scenarios. For example, consider the standard multicom-
modity flow problem treated in network optimization theory [AMO93, Ch. 17]. This
problem has  commodities (messages) that each have one source vertex and one sink
vertex [AMO93, Ch. 17]. The bidirected cut-set bound applies, and can potentially give
tighter bounds than were available before, e.g., tighter bounds than the flow cut-set bound.

Finally, as we will see below, the bidirected cut-set bound can be loose. However, for
directed networks one can sometimes determine improved outer bounds based on sets of
disconnected edges. This is shown in Example 8 below.

6. Examples

Example 1: Consider a network with directed and/or undirected edges, and with one
source and sink. The max-flow min-cut theorem of Ford and Fulkerson [FF56], Dantzig
and Fulkerson [DF56], and Elias, Feinstein and Shannon [EFS56] ensures that � ����	�� �
� � > � . This means that routing is optimal in terms of rates. Theorem 5.2 shows that the
same is true for networks of two-way channels. Theorem 5.3 shows that one can separate
channel and network coding.

Example 2: Consider any undirected network with two commodities. Hu’s two-commodity
(two-message) flow theorem [H63] ensures that max-biflow is min-cut. This means that
network coding cannot improve on routing.

Example 3: Consider any undirected network that is planar, and that can be drawn in the
plane so that all sources and sinks are on the boundary of the infinite region. A theorem
of Okamura and Seymour [OS81] ensures that � ����	�� � � � > � . This means that routing is
optimal.
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"circle" edge

"square" edge

undirected
edge

1

32

�
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��������

FIGURE 2. Multicast problem on different networks of TWCs.

Example 4: Consider the graph in Fig. 2 where the edges represent unit-capacity undi-
rected edges. Suppose a message � of rate

�
is to be multicast from terminal

�
to termi-

nals
�

and � . The flow cut-set bound is
� � �

, and the bidirected cut-set bound gives� ��� $�*  	� $�

(14) � ��� $�*  	� 
�*
(15) � ���@$�
  	��*�

(16)

where
����  ����� � �

for
� ���1	�� � � . The sum of (15) and (16) yields��� ��� $�*  	� $�
  ��� *�
  	� 
�*  � � �(17)

Thus, the bidirected cut-set bound gives
� � ��� � , which is tighter than the flow cut-set

bound.
� � ��� � is achievable with routing as follows. One splits the message � into

three parts � � $ �
, � � * �

, � � 
 �
that each have rate

� � � . � � $ �
and � � * �

are sent to terminal
2, and � � $ �

and � � 
 �
are sent to terminal 3. Finally, � � * �

and � � 
 �
are exchanged on

the TWC between terminals 2 and 3.

Example 5: Consider again the multicasting problem in Fig. 2, but suppose the capacity
regions are the set of

��� >@? 	�� ?)> 
satisfying� *>&?  � *?)> � �(�

(18)

Suppose further that � >@? � � >@? for all
�#" 	�'D

. The boundary of this region is labeled
“circle” edge in Fig. 2. The flow cut-set bound is

� � �
, and the bidirected cut-set bound

gives (14)–(16) where
� *��  	� *�� � �

for
� ���1	�� � � . The sum of (15) and (16) gives

��� ��� $�*  	� $�
  ��� *�
  	� 
�*  � �� �� ���
(19)

The rate
� � �� � � � � is achievable by using the same routing strategy as in Example 4

but give � � $ �
rate
� � � � � � , and � � * �

and � � 
 �
rate
� � � � .

Example 6: Consider yet again the multicasting problem in Fig. 2, but suppose the capac-
ity regions are the set of

� � >@?!	�� ?)>D
satisfying� � � >@? � �

(20) � � � ?)> � ���
(21)

The boundary of this region is labeled “square” edge in Fig. 2. Both the flow and bidirected
cut-set bounds are

� � �
, and

��� �
is clearly achievable with routing.

Example 7: We generalize Example 4 to a ring with
�

vertices where every edge is undi-
rected with unit capacity. Suppose that vertex

�
multicasts the message � of rate

�
to �

other vertices.
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cb

a

���� ����

� � ���

� � 	
�

���� 	���
����������

 ����

FIGURE 3. A directed triangular network.

Consider the following routing protocol. The source splits the message into �  � parts
that each have rate

� � � . Label these parts � � $ � 	 � � * � 	 ������	 � ����� $ �
. The source trans-

mits � � $ � 	 � � * � 	0������	 � ��� �
in the clockwise direction, and � � * � 	 � � 
 � 	0������	 � ����� $ �

in the counterclockwise direction. Each sink strips off the � �  �
with the largest index

�
from the set of � �  �

coming from the clockwise direction, and sends the remaining parts
on in the same direction. Similarly, each sink strips off the � �  �

with the smallest index
�

from the set of � �  �
coming from the counterclockwise direction, and sends the remaining

parts on in the same direction. The
� � � �  �@ vertices that are not sources or sinks simply

pass on what they receive. One can verify that all sinks receive all �  ��
parts without

violating the edge capacity constraints. The multicasting rate is therefore
� � � �  �& � � �

For the bidirected cut-set bound, we successively group the
� � � �  ��&

vertices that
are not sources or sinks with one of their neighboring vertices. We view the vertices in the
same group as one vertex, and we view the original graph as a ring having �  �

vertices
(the reason for doing this is so that we consider the same �  � edges in every step of what
follows). Consider those � cuts that have exactly one sink on one side of the cut, and the
other � vertices on the other side of the cut. This gives the � rate bounds

� ��� �  � $ �   �� �  � $ �  	 � � �D	 � 	������3	 �� ��� � ����� $ �  	� $ ����� $ �

if the (grouped) vertices are numbered sequentially as one moves clockwise around the
ring, vertex

�
is the source, and

� ��
is the transmission rate from vertex

�
to vertex

�
.

Summing these � bounds gives

� � ���@$�*  � � � �@  	� $ ����� $ �� �  �
and so routing is rate-optimal for this problem.

Example 8: Consider a multicommodity flow problem on the network in Fig. 3 that has
unit-capacity directed edges, and where 	 ��� �>@? � � �	� �>&?

for all
�#" 	�'D

and 
 . Suppose there
are two messages: � � $ �

at vertex � destined for vertex � , and � � * �
at vertex � destined

for vertex � . The maximum sum rate is one because edge
�
�
	
�


must be used by both
commodities. However, the bidirected cut-set bound merely constrains each commodity to
have a rate of at most one, and this does not rule out a sum rate of two.

To derive a better bound, we will use Fano’s inequality [CT91, : 8.9] and other basic
information theoretic arguments to prove that the best sum rate is indeed one. For reliable
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communication, we have

� � ��$  � *& ��� �� '�� � � $ � ) �� � $ �   'C� � � * � ) �� � * � 
��� ���'C� � � $ � ) � �� �   '�� � � * � ) � � $ � � �� � � � �� 'C� � � $ � ) � �� �   '�� � � * � ) � �� � A � � $ � 
��� �� 'C� � � $ � ) � �� �   '�� � � * � ) � �� � A � � $ � 
� 2 �� '�� � � $ � � � * � ) � �� � � � ���� � � �� �  � � � � �� � A � � $ � � � * � 
��� ���� � � �� � ��	 �� � �(22)

where
�
�


follows by Fano’s inequality,
�
�


because �� � $ �
is a function of � �� � , �� � * �

is
a function of � � $ �

and � �� � , and by the Data Processing Inequality [CT91, : 2.8],
�
�


by the independence of the messages,
��
�

since � �� � is a function of � �� � , and by the Data
Processing Inequality,

� 7  by the chain rule for mutual information [CT91, Theorem 2.5.2],� �3
by the definition of mutual information [CT91, p. 20],

��D
by the non-negativity of

entropy [CT91, Lemma 2.1.1], and
����

since the channel
�
�
	
�


has unit capacity. This
bound is a kind of disconnecting edge set bound, i.e., a bound based a set of edges that
disconnects sources from sinks. It is interesting to consider whether one can generalize the
bound.
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APPENDIX A
PROOF OF THE BIDIRECTED CUT-SET BOUND

We partition the vertices
�

into two sets � and � � . Let 	 � denote
� 	 >��0" 4 � � , let

	 ����� denote
� 	 >@?��," 4 � 	�' 4�� � , and similarly for � � and � ����� . The cut-set bound

in [CT91, : 14.10] states that, for reliable communication, we have� ���*��� �('�� � � ) 	 ��� A � ��� (23)

for all � 4 � and for some joint probability distribution
< �#B��-

for � � . Note that (23)
involves only one use of the network, i.e., the 	 � are all defined through the conditional
probability distribution (5). To state the bound more precisely, let � � � < �;B��- 	 �  be the
set of (non-negative) rate-tuples

� � $ 	�� * �����3	�� � 
that are permitted by (23). The cut-set

bound in [CT91, : 14.10] states that the capacity region � satisfies

� � �
� ����� �

���� � � � � < �#B � )	 � )�(24)

We emphasize that (24) involves first an intersection of regions and then a union, and not
the other way around.
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We continue by manipulating (23). We have

� ������� � � �� 'C� � � ) 	 ���*��� 	 ��� ����� A � ��� � � �� '�� � � ) 	 ����� � A � � � � � �� � � 	 ���*� � A � � �  � � � 	 ���*� � A � � � � �� � � 	 ���*��� A � ���  � �>�� �  ? � � � � � 	 >@? A � >@? � ?)> 
� 2 �� �>�� �  ? � ��� � � 	 >@? A � ?)>  � � � 	 >@? A � >&? � ?)> 
� � �� �>�� �  ? � � � '�� � >@? ) 	 >@? A � ?)>�(25)

where
�
�


follows by (23) and by definition of 	 � � ,
�
�


by Markovity (cf. (5)),
�
�


by
definition of mutual information,

� 
!
by Markovity,

� 7  by expanding the first entropy using
the chain rule for mutual information, and by the fact that conditioning cannot increase
entropy, and

� �3
by definition. We remark that equality holds in step

� 7  if the input on
any edge is statistically independent of the input on any other edge. Furthermore, one can
transform

< �;B ��
into a new distribution

< � �#B��  � �
� >� ?�� < �;BC>@?!	�B�?)>D(26)

for which we have

� � � < �#B�� )	 �  ��� � � < � �;B��� 	 �  �(27)

Thus, one may as well restrict attention to those
< �#B � 

whose inputs across the TWCs are
statistically independent. The bound (24) thus simplifies to the bidirected bound described
in Section 4.

For example, suppose we have a network of directed and/or undirected edges. The
points on the boundary of � >@? of an undirected edge

�#" 	�'D
can be written as

�
�

� >@? 	���� �
�
 � >@? 

where
� �

�
� �

. We further write �
?)> � �

if an edge is directed from
"

to
'
.

The bidirected cut-set bound is then� ���*� � � �>�� �  ? � � � �
>@? � >@?

(28)

for all ��� � , and for some splitting of the undirected edges’ rates, i.e., for each undirected
edge we choose �

>&?
and �

?)>
so that

� �
�
>@? � �

and �
>@?� 

�
?)> ���

. Inequality (28) clearly
implies (9) and (10), as claimed at the beginning of Section 5.
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