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Abstract: Repeat—accumulate codes are designed
for scalar and vector channels by using a curve—fitting
procedure on extrinsic information transfer (EXIT)
charts. The scalar channel code designs are done
for 8-ary phase shift keying (8—PSK) and different
bit labelings. It is found that curve fitting can give
capacity—approaching codes irrespective of the label-
ing. The vector channel (multi—input, multi—output
or MIMO) code designs are done for two demodula-
tor structures, namely an inner detection loop and a
trellis detector. The trellis detector is shown to be
more robust to system changes.
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1. Introduction

The discovery of capacity—approaching codes for
erasure channels [1]-[2] has led to new code design
techniques for other channels [3], [4]. For example,
code design for erasure channels can be interpreted
as a curve—fitting procedure on extrinsic information
transfer (EXIT) charts [5]-[9]. The curvefitting ap-
plies to other channels, and we continue the investi-
gations of [7]-[8] on such generalizations.

We consider two problems. First, we study the
applicability of EXIT curvefitting to higher—order
modulations, and in particular to 8-ary phase—shift
keying (8-PSK) with different bit labelings. Second,
we study the robustness of two types of demodula-
tor structures for vector (multi-input, multi-output
or MIMO) channels, namely an inner detection loop
and a trellis detector. Our focus for both problems
is on modulation and detection, so we perform all
our designs with one class of codes, namely the non-
systematic repeat-accumulate (RA) codes introduced
in [8]. Similar designs could also be done for other
code families.

This paper is organized as follows. In Section 2.
we show how to design RA codes used with binary
phase shift keying (BPSK) on additive white Gaus-
sian noise (AWGN) channels. Section 3. extends this
approach to 8-PSK. In Section 4. we combine detec-
tion and decoding for MIMO fading channels. We
further compare an inner detection loop and a trel-
lis detector in terms of their robustness to system
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Figure 1: Decoder for a nonsystematic RA code.

changes. Section 5. summarizes our findings.

2. Nonsystematic RA Codes

RA codes can operate near capacity for many
channels, just like low—density parity—check (LDPC)
codes [4], parallel concatenated (PC or turbo) [10]
codes, and serially concatenated (SC) codes [11]. Two
classes of irregular RA codes were introduced in [2]:
systematic and nonsystematic. Both classes are check—
regular in the sense that the encoder has a layer of
check nodes where each check node takes as inputs
exactly d. edges from an interleaver. However, the
check-regular, nonsystematic RA decoders require
d. > 1 to approach capacity, yet do not even be-
gin to converge for such cases [2]. This problem is
solved in [8] by making the check node layer biregu-
lar, i.e., the check nodes have either degree 1 or d..
This trick is akin to code doping [12] and it enables
a successful start to the iterative decoding. We con-
sider only these check—biregular, nonsystematic RA
codes from here on.

2.1. Code and Iterative Decoder

The encoder consists of four main parts: k repeti-
tion codes, an interleaver, n single parity check codes,
and a differential encoder or accumulator. The rep-
etition codes are represented as wvariable nodes, the
interleaver as an edge interleaver, the single parity
check codes as check nodes, and the accumulator as
a chain of check nodes.

An iterative decoder is depicted in Fig. 1. The
inner decoder takes the n channel reliability values



(log-likelihood ratio values or L—values [13]) for the
parity bits and performs an a posteriori probability
(APP) bit decoding over the memory—one trellis of
the accumulator. The resulting output L—values are
forwarded to the inner check node decoder (CND)
comprising the n check nodes. The CND generates
L—values that are forwarded to the outer variable
node decoder (VND) comprising k variable nodes.
The VND uses these L—values to generate new L—
values that are fed back through the edge interleaver
to the CND. Finally, one decoder iteration is com-
pleted when the CND generates L—values that it feeds
back to the accumulator decoder (ACC). We will of-
ten consider the ACC and the CND as a single decod-
ing unit that we refer to as the ACC&CND-decoder.

2.2. EXIT Curve of the Outer VNND

We begin with the VND. A variable node of de-
gree d, has d, incoming messages, and it decodes by
adding L—values. The decoder outputs are

z out — ZL],zn (1)

J#i
where L; ;, is the jth a priori L-value going into the
variable node, and L; . is the ith extrinsic L-value
coming out of the variable node. We model Lj;
as the output L—value of an AWGN channel whose
input was the jth interleaver bit transmitted using
BPSK. The EXIT function of a degree-d, variable
node is then (see [7, Sec. II])

(\/ﬁ J! ) 2)

where the functions J(-) and J~!(-) are given in [7]
and [14, eq. (15)].

Fig. 2 plots several VND curves, and we have in-
cluded curves of systematic RA codes for compari-
son. For nonsystematic RA codes the EXIT curves
(dashed lines) start at the origin. For the system-
atic RA codes the EXIT curves (solid lines) begin
at positive values of Ig,ynp (the curves are com-
puted for Ey /Ny = 0.5dB and R = 1/2; L., is the
“systematic” L—value coming from the channel whose
variance is 8R Ey /No).

2.3. EXIT Curve of the Inner CND

Consider next the CND. A check node of degree
d. has d. +1 incoming messages, d. from the edge in-
terleaver, and one from the accumulator. The decod-
ing of a degree d. check node is therefore the same as
the decoding of a length d. + 1 (or rate d./(d. + 1))
single parity check code. The output L—values are
(see [13, Sec.IL.A])
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Figure 2: VND EXIT curves for nonsystematic
(dashed lines) and systematic (solid lines) RA codes.

where the indices 7 and j include the d. messages
from the edge interleaver and the message from the
accumulator. We again model Lj;, as if one had
transmitted the jth interleaver bit over an AWGN
channel using BPSK.

For further analysis, we consider separately the
two directions of information flow through the CND:
1) The CND-to-ACC direction where L—values are
fed back from the interleaver to the ACC, and 2) the
CND-to-interleaver direction where L—values are fed
forward through the edge interleaver to the VND.

CND-to-ACC direction: We use a duality property
for erasure channels that expresses the EXIT curve
Ig spc(-) of the length d. single parity check code in
terms of the EXIT curve Ig grp(-) of the length d,
repeat code (see [15, p. 189] and [6]). The result is

Igspc(Ia,d.) =1 —Igpep (1 —1I4,d.). (4)

Simulations show this to be an accurate approxima-
tion, so we write the EXIT curve of the CND-to-ACC
direction as

Iy acc(Ia,de) 1 —Igrpp (1 —14,d:. 4+ 1)

=1-7 (V.- T (1= 1)) . (5)

CND-to-interleaver direction: Each CND node com-
putes extrinsic information using its L—value from
the ACC, and d. — 1 L—values from the edge inter-
leaver. We use a generalized duality result for erasure
channels [9] and approximate the EXIT curve of the



CND-to-interleaver direction as

Igcnp (Ia,Ig,d.) =1 —Igrep (1 — 14,1 —Ig,d.)
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(6)

where IA = IA,CND and IE = IE,ACC-

2.4. EXIT Curve of the Inner ACC

We compute the EXIT function of the accumula-
tor decoder (a unit memory trellis decoder) by sim-
ulation and denote it by

I, acc(Ia,acc, Ey/No, R). (7)

We point out that the purpose of the accumulator is
to make Ig(I4 = 1) = 1, i.e., without the accumula-
tor the check node layer will have Ig(I4 =1) < 1.

2.5. EXIT Curve of the Combined
Inner ACC and CND

We combine (5)—(7) to approximate the transfer
curve Ig accscnp of the inner decoder comprising
the ACC and CND. The result is

Ig,acceonp (La,cnD,de, Ey /Ny, R)
= Ig,cnp (Ia,onDs IE,Acc(Ia,acC, By [ No, R), d.)
=Igcnp (Ia,onD,
I acc (Ia,acc (Ia,cnp,de) , Ev/No, R) ,d.) -( :
8

Fig. 3 depicts several such curves. Note that the
ACC curve is recovered by setting d, = 1.

Observe that the curves with d. > 1 in Fig. 3
and the nonsystematic VND curves in Fig. 2 start
at the origin. This means that the decoder cannot
even begin to converge which led [2] to remark that
nonsystematic RA codes are useless for d. > 1. This
problem is solved in [8] by using a check node layer
that is biregular, i.e., a non—zero fraction a., of the
check nodes have degree d.; = 1.

We also remark that rather than measuring Ir acc
and computing I'r, accgcnp via (8) one can alterna-
tively measure Ig accs.cnp directly. This approach
is practical because the latter curve does not change
for the curve fitting procedure described next.

2.6. EXIT Curves for Code Mixtures

Let D. = 2 be the number of different check node
degrees, and denote these by d.; = 1 and d. 2. We
compute the average check node degree as

D.
Ec = Z Qc,i dc,i = Qc,1 +ac2 - dC,2 (9)
i=1
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Figure 3: EXIT curves for the ACC and CND.
AWGN channel with E, /Ny = 0.5dB at R =1/2.

where a.; is the fraction of check nodes with degree

d.,i. Let b ; be the fraction of edges incident to check
nodes having degree d.. ;. In [6], [16] it is shown that
the EXIT curve of a mixture of codes is an average of
the component EXIT curves. As in [7], we must av-
erage using the b, ; (and not the a. ;) because it is the
edges that carry the extrinsic messages. The EXIT
curve of the ACC and biregular CND is therefore

Ig,accecnp(Ia)
2
= Z bei - Ip,accecnp(Ia,dei, Ey/No, R). (10)

i=1

Alternatively, one can estimate this EXIT curve by
Monte—Carlo simulation [5]. Fig. 4 plots several such
EXIT curves. Observe that a.; > 0 makes the
curves start above the origin. This will initiate con-
vergence when the ACC and CND are combined with
a VND.

Let D, be the number of different variable node
degrees, and denote these by dy ;,1 =1,...,D,. We
write the average variable node degree as

D,
Ev = Z Qy,; dv,i (11)
i=1

where a,; is the fraction of variable nodes having de-
gree Jv,i. Let b,,; be the fraction of edges incident to
variable nodes having degree (L,i. The VND transfer
curve is therefore

D,

Igynp (Ia) =Y bui- Ievnp (IA;CT@J) - (12)
i=1
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Figure 4: EXIT curves for an ACC and a biregular
CND. The AWGN channel has Ey /Ny = 0.5dB at a
code rate of R =1/2.

The number of interleaver edges is kd, = nd. so
that

d,=d./R. (13)

Note that only D, — 2 of the Jv,z’ can be adjusted
freely because we must enforce (13) and » . b, ; = 1.
Thus, we must choose D, > 3 to permit curve fitting.

2.7. Design Example

We proceed by fitting the EXIT curve of the VND
to that of the ACC&CND. We consider R = 1/2 and
BPSK modulation on AWGN channels. The Ej/Ng
capacity limit for this setup is at 0.19dB. We choose
D, = 3 and perform the curve fitting at 0.5dB.
Choosing D, > 3 would let us approach capacity
even more closely.

Fig. 5 shows a curve fit for a nonsystematic RA
code with a biregular CND layer. The code’s param-
eters are ac; =0.2,d.1 =1, d.2 =3 and

dv,l = 27

ay1 = 0.2789, b, =0.1073,
dyp =4, a,2=005258, b,o=0.4044,
dy3 =13, ay3=0.1953, b, 3 = 0.4883.

The code has a convergence threshold at about 0.5dB.

Furthermore, simulations with length n = 10® codes
and 100 iterations show a turbo cliff at about 0.5dB
(we measure the turbo cliff at a bit error rate (BER)
of 10~*). We remark that the usual error “floor” was
observed near a BER of 1075. The error floor could
be lowered by increasing the variable and check node
degrees, but this also increases the number of edges
and hence the decoding complexity.
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Figure 5: Design example of a nonsystematic RA
code with R =1/2.

3. RA Codes and Scalar Detection

Consider the system depicted in Fig. 6, and sup-
pose we use the scalar AWGN channel. Suppose fur-
ther that we use 8-PSK with one of the two label-
ings shown in Fig. 7. The labeling on the left is the
Gray—-mapping and we refer to the second labeling
as D23. We combine an 8-PSK detector with the
inner decoder (comprising the ACC and a check—
biregular CND layer) of a nonsystematic RA code
to form a new inner decoder. We further design the
VND transfer curve to match the compound inner
detector/ACC/CND transfer curve.

3.1. EXIT Curve of the Detector

The 8-PSK detector performs APP bit detection
by considering all 8 hypotheses on the transmitted
symbol. The detector EXIT curve cannot be de-
scribed in closed form so we measure it by Monte—
Carlo simulation. We denote the detector by DET
and its EXIT curve by

Ig.pET (Ia,DET, Eb /Ny, R) (14)

where R is the code rate (the overall rate is therefore
3R bits/use). The curves for the two labelings of
Fig. 7 are plotted on the left of Fig. 8. Observe that
the D23 labeling curve has a steep slope, whereas the
Gray—labeling curve hardly changes with I4 peT.

3.2. EXIT Curve of the Combined
Detector, ACC and CND

We connect the 8-PSK detector to the inner RA
decoder via the interleaver Il as shown in Fig. 6.
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Figure 7: Two 8-PSK labelings.

The receiver chain of Fig. 6 is thus a double serial
concatenation (see [20]). Such a structure requires an
inner detection loop, i.e., iterations between the de-
tector and the ACC (shown as thick lines in Fig. 6).
We found that three to four iterations suffice. For
example, the right of Fig. 8 shows the combined
DET, ACC and CND curves after different num-
bers of inner iterations for the D23 labeling. We
achieve saturation after three iterations. As in this
figure, we denote the overall transfer curve of the in-
ner decoder as Ig pgagc(Ia,pea8c), Or simply as
Ig,cnp(Ia,cnD)-

3.3. Design Examples

We set R = 1/2 and perform curvefittings for
both the Gray and D23 labelings. The Gray labeling
parameters are a.; = 0.2,d.1 =1,d.» = 3, and

dy1 =2,

dv2=47

)

ay,1 = 0.2710, b, = 0.1042,
d, @y = 0.5548, b, o = 0.4268,
dv,3 = 14, Ay,3 = 01742, bv73 = 0.4690.
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Figure 8: Left: 8-PSK detector EXIT curves. Right:
combined detector (D23 labeling), ACC and CND
transfer curve after several inner DET/ACC iter-
ations. Parameters: R = 1/2, E,/Ng = 0.5dB,

n=120000, acy = 0.4, doy =1, dey = 4.

1
E,/N,=1.50B
08 8-PSK D23-labeling
aa CND, 40% of nodes degree 1 —a—
and 60% degree 4
a VND, 63% of nodes degree 2
Z2 06| 21% degree 3, 13.94% degree 12 —&—
< 2.04% degree 100
0
=
3
0047
_LIJ
0.2+
0 A . . .
0 0.2 0.4 0.6 0.8 1

A,D&A&C’ 'E,VND

Figure 9: Design example for the D23-labeling (4
inner DET/ACC iterations).

The D23 labeling parameters are a.; = 0.4,36,1 =
1,dc2 =4, and

dyy =2, ay1=06302, b,y =02251,
dyo =3, @y =0.2101, b,s=0.1125,
dys =12, a,3=0.1394, b,3=0.2987,

dys =100, ay4=0.0204, b, =0.3637.

Fig. 9 plots the resulting EXIT chart for the D23
curve fit at Ep/Ng = 1.5dB (capacity is at 1.27dB
for an overall rate of 3/2 bits/use).

We next simulated to verify the designs. The sim-
ulation parameters were: code length n = 120000,
random interleaver, 200 decoder iterations. The Gray
labeling turbo cliff (BER, of 10~%) is at about 1.6dB.
The D23 labeling turbo cliff is at about 1.8dB. In
other words, we can approach capacity for either la-



beling by performing appropriate curve—fits. The price
paid for using the D23 labeling is that the inner
EXIT curve is steep. Thus, we have to use more
variable node degrees for our curve-fitting. Also, the
D23 labeling had a higher error “floor” because we
used more degree two nodes.

4. RA Codes and Vector Detection

Consider next the system of Fig. 6 but with a
vector channel having M transmit and N receive an-
tennas. Each transmitter symbol is an M x 1 vector
s = [s1,...,sm]? whose entries take on complex val-
ues in a constellation set. We consider constellations
of size 2Me so that each symbol carries M - M, coded
bits. For example, for 8~PSK we have M, = 3. The
average energy per transmit symbol is limited to Ej,
and we assume that El||s,,|*] = Es/M.

The receiver sees N x 1 vectors y = Hs+n where
H is the N x M channel matrix and n is a NV x 1
noise vector. We assume the entries of n to be in-
dependent, complex, zero-mean, Gaussian random
variables with independent real and imaginary parts
each having variance o = Ny/2. We define the nor-
malized signal-to—noise ratio Ej /Ny as

E, E,

NO dB_FO

N

+ 10log1g =———- 15
i €10 RMM, (15)

We assume H to be known by the receiver only,
and consider a Rayleigh fading channel so that the
entries of H are independent, complex, zero-mean,
Gaussian random variables with independent real and
imaginary parts each having variance 1/2 [18, Sec. 4].
For a quasistatic channel the matrix H remains un-
changed over long time intervals, while for an ergodic
channel H changes for every symbol s. We consider
only the ergodic model whose capacity is (see [17]-

[19])

C=E [log2 det (I + %%HH*)] (16)
where I is the identity matrix and H! denotes the
complex—conjugate transpose of H. One achieves
capacity by using Gaussian distributed symbols s.
However, in this section we consider only quadrature
phase shift keying (QPSK) with Gray labeling.

4.1. Trellis Detection

The receiver chain of Fig. 6 is again a double se-
rial concatenation. An alternative to the structure
of Fig. 6 is to omit the interleaver II,, as depicted
in Fig. 10. The MIMO detection and accumulator
decoding is now performed in a single trellis (see
Fig. 11). This trellis has two states and 2MMe in-
coming/outgoing edges per state, each edge being la-
beled by the M M, bits corresponding to one vector—
channel symbol. The transition from one state to the
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Figure 10: System model with trellis detection.

next is determined by running M M, bits through the
differential encoder, with 2/M-~1 transitions arriv-
ing in state 0, and 2MM-—1 transitions arriving in
state 1. For detection/decoding, one can apply the
Bahl, Cocke, Jelinek, Raviv (BCJR) algorithm [21]
to the trellis.

The code design for this system is the same as
above. However, the trellis detection has two ad-
vantages over the system of Fig. 6. First, no inner
iterations are required which reduces decoding com-
plexity; observe that the MIMO detector must per-
form the same APP bit detection for either scheme.
Second, trellis detection is more robust against code
parameter mismatches, as explained below.

4.2. Robustness

The detector EXIT curve depends mainly on the
number of transmit and receive antennas. For exam-
ple, a 4 x 4-MIMO detector does not benefit much
from a priori knowledge, i.e., the EXIT curve is rather
flat and close to the horizontal line of a 1 x 1-detector
(see Fig. 12). In contrast, any detector with M much
larger that N (e.g., a 4 x 1-MIMO detector) benefits
substantially from a priori knowledge, resulting in
an EXIT curve with a steep slope.

The detector behavior affects the EXIT curve of
the combined MIMO detector (DET), accumulator
decoder (ACC) and check node decoder (CND), which
we abbreviate as D&A&C. The left of Fig. 13 shows
such EXIT curves for different M and N when an
inner detection loop is used. Observe that the 4 x 4—
curve differs significantly from the 4 x 1 curve. The
right of Fig. 13 shows the corresponding EXIT curves
for trellis detection. Observe that the curves are now
closer to each other than for the inner detection loop.
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Recall next that code design reduces to matching
the outer VND curve to the inner D&A&C—curve.
This means that if several inner curves are similar,
an outer curve designed for one of them will perform
reasonably well for all of them. This suggests that
code parameter mismatches will affect systems us-
ing trellis detection less than those using an inner
detection loop.

We perform the following experiment to verify
this prediction. We design an RA code for an AWGN
channel but use it for all the MIMO channels. Of
course, there will be performance penalties because
the code is not matched to the detectors individu-
ally, cf. [7], [8]. Fig. 14 plots the simulation results.
Observe that the performance penalty is small for
4 x 4-channels, but is significant for 4 x 1-channels.
Observe further that trellis detection suffers much
less from code parameter mismatches than an in-
ner detection loop. This means trellis detection is
more forgiving if a channel varies faster than the time
needed to adjust the code parameters. Thus, we say
that trellis detection is more robust against code pa-
rameter mismatches. We remark that the above con-
clusions will also hold for any code rate, any number
of transmit antennas, and many other channel mod-
els, e.g., quasistatic channels. Furthermore, adding
an accumulator to other codes, e.g., LDPC codes,
might also convey robustness to their decoders when
used with trellis detection.

5. Summary

We demonstrated the applicability of EXIT curve—
fitting to 8-PSK with two different labelings. Close—
to—capacity performance can be achieved for many
other mappings and modulations. We further showed
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Figure 12: MIMO detector EXIT curves. E,/Ny is
chosen so that the information rate across the chan-
nel is constant; code rate R = 1/2.
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Figure 13: Left: EXIT curves of the D&A&C with an
inner detection loop after 4 iterations. Right: trellis
detection.

that trellis detection is more robust to system changes
than an inner detection loop for MIMO channels.
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