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Abstract

Modern low-emission gas turbines operate close to the lean blowout limit, a regime in which
the combustor is susceptible to thermoacoustic instabilities. Understanding the various thermoa-
coustic feedback loops and reliably, accurately, and ef�ciently predicting their stability proper-
ties is an essential prerequisite to mitigate these undesired instabilities. Linearized thermoa-
coustic models are an established class of approaches to analyze thermoacoustic instabilities
during their onset.

Linearized thermoacoustic models are commonly derived based on application-speci�c assump-
tions, and their transferability to other applications is, thus, limited. In contrast, this thesis fo-
cuses on comprehensibility and consistency, such that the developed models apply to a wide
range of application cases. Furthermore, the models are adaptable to application-speci�c ef-
�ciency requirements by introducing assumptionsa posteriori. The linearized thermoacoustic
models developed in the context of this thesis include:

• a framework for the consistent analysis of thermoacoustic sources in motion.Isolating an-
alytical source terms in differential equations for a moving source region, e.g. the exother-
mic reaction zone of a �ame, requires tracking its motion. An Arbitrary Lagrangian-
Eulerian reference frame is utilized to consistently track perturbation sources. This ap-
proach provides an analytical framework for consistently analyzing acoustic, entropic,
vortical and compositional perturbation sources, offering insight into the underlying
source mechanisms. The framework has been exempli�ed for the source terms of en-
tropic inhomogeneities. For models approximating the source movement, the framework
gives an analytical insight into spurious disturbances generated due to modeling errors.

• a framework to consistently infer global �ame transfer functions from experimental pres-
sure measurements.Inferring the global �ame transfer function from the acoustic transfer
matrix of the whole combustor requires a model. In the context of this thesis, a general-
ized model-based inference method has been developed to consistently identify the global
�ame transfer function from experimental measurements. The developed method extends
the state-of-the-art burner-�ame transfer matrix approach to test rigs with complex fea-
tures such as bypass annulus, effusion holes and combustion chamber end contractions.
The capabilities of the new framework have been showcased for the Scaled Acoustic Rig
for Low Emission Technology by Rolls-Royce.

• a Jacobian-based framework for the derivation of comprehensive thermoacoustic jump
conditions.The proposed procedure provides highly accurate jump conditions, including
acoustic, entropic and compositional perturbations. Assumptions during the derivation are
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minimized and the resulting jump conditions are, thus, valid for a wide range of applica-
tion cases. Application-speci�c ef�ciency requirements might be achieved by introducing
assumptionsa posterioriwithout a lengthy rederivation. As an example, the framework
has been used to derive a comprehensive jump condition of a lean premixed �ame, which
was subsequently validated for a lean hydrogen-vitiated air autoignition �ame.

Besides the developed frameworks mentioned above, the following detailed analysis contributes
to this thesis:

• Assessment of various solution strategies to solve the thermoacoustic eigenvalue problem.
This study focuses on evaluating and comparing contour integration methods with meth-
ods that approximate and reformulate the eigenvalue problem. Solving the thermoacous-
tic eigenvalue problem reliably, accurately and ef�ciently is essential for the meaningful
linear stability analysis of a thermoacoustic system.

The models developed and the analysis performed within this thesis add to a basis of consis-
tent and comprehensive thermoacoustic models. These models contribute to understanding and
predicting thermoacoustic instabilities, accelerating future research and the development of gas
turbine combustors.
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Kurzfassung

Moderne schadstoffarme Gasturbinen operieren nahe der Magergrenze, einem Bereich, in dem
die Brennkammer anfällig für thermoakustische Instabilitäten ist. Das Verständnis der ver-
schiedenen thermoakustischen Rückkopplungsschleifen und die zuverlässige, genaue und ef-
�ziente Vorhersage ihrer Stabilitätseigenschaften ist eine wesentliche Voraussetzung für die
Minderung dieser unerwünschten Instabilitäten. Linearisierte thermoakustische Modelle sind
eine etablierte Klasse von Ansätzen, um thermoakustische Instabilitäten während ihres an-
fänglichen Wachstums zu analysieren.

Linearisierte thermoakustische Modelle werden in der Regel auf der Grundlage anwen-
dungsspezi�scher Annahmen abgeleitet und sind daher nur begrenzt auf andere Anwendungen
übertragbar. Im Gegensatz dazu liegt der Schwerpunkt dieser Arbeit auf Allgemeingültigkeit
und Konsistenz, so dass die entwickelten Modelle auf eine Vielzahl von Anwendungsfällen
anwendbar sind. Darüber hinaus sind die Modelle durch die Einführung von nachgestellten An-
nahmen an anwendungsspezi�sche Ef�zienzanforderungen anpassbar. Die im Rahmen dieser
Arbeit entwickelten linearisierten thermoakustischen Modelle umfassen:

• einen mathematischen Rahmen für die konsistente Analyse von thermoakustischen
Quellen in Bewegung.Die Isolierung von analytischen Quelltermen in Differentialgle-
ichungen für eine bewegte Quellregion, z. B. die exotherme Reaktionszone einer Flamme,
erfordert die Verfolgung ihrer Bewegung. Ein Arbitrary Lagrangian-Eulerian Bezugssys-
tem wird verwendet, um Quellregionen von Störungen konsistent zu verfolgen. Dieser
Ansatz bietet einen analytischen Rahmen, um die Quellen akustischer, entropischer,
wirbelartiger und kompositioneller Störungen konsistent zu analysieren und Einblicke in
die zugrunde liegenden Quellenmechanismen zu gewinnen. Der mathematische Rahmen
wurde für die Quellterme von entropischen Inhomogenitäten beispielhaft angewendet.
Für Modelle, die eine Näherung der Quellenbewegung verwenden, bietet der mathema-
tische Rahmen analytische Einblicke in fehlerhafte Störungen, die aufgrund von Model-
lierungsfehlern entstehen.

• eine Methode zur konsistenten Bestimmung globaler Flammenübertragungsfunktionen
aus experimentellen Druckmessungen.Die Bestimmung der globalen Flammenüber-
tragungsfunktion aus der akustischen Übertragungsmatrix der gesamten Brennkammer
erfordert ein Modell. Im Rahmen dieser Arbeit wurde eine verallgemeinerte modell-
basierte Methode entwickelt, um die globale Flammenübertragungsfunktion aus exper-
imentellen Messungen konsistent zu bestimmen. Die entwickelte Methode erweitert
den Standardansatz der Brenner-Flammen-Übertragungsmatrix auf Prüfstände mit kom-
plexen Merkmalen wie Nebenstromringraum, Effusionslöcher und Querschnittsreduktion
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am Brennkammerauslass. Die Leistungsfähigkeit der neuen Methode wurde am Scaled
Acoustic Rig for Low Emission Technology von Rolls-Royce demonstriert.

• einen auf Jacobi-Matrizen basierender mathematischer Rahmen für die Herleitung all-
gemeingültiger thermoakustischer Sprungbedingungen.Das vorgeschlagene Verfahren
liefert hochgenaue Sprungbedingungen, die akustische, entropische und kompositionelle
Störungen einschließen. Die Annahmen während der Herleitung sind minimiert und die
resultierenden Sprungbedingungen sind daher für eine große Anzahl von Anwendungs-
fällen gültig. Anwendungsspezi�sche Ef�zienzanforderungen können durch die Ein-
führung von nachträglichen Annahmen ohne langwierige Herleitung erreicht werden. Als
Beispiel wurde der mathemaische Rahmen verwendet, um eine allgemeine Sprungbe-
dingung für eine magere Vormisch�amme abzuleiten, die anschließend für eine magere
Wasserstoff-Selbstzünd�amme validiert wurde.

Neben den oben erwähnten entwickelten mathematischen Rahmenwerken trägt die folgende
detaillierte Analyse zu dieser Arbeit bei:

• Bewertung von verschiedenen Lösungsstrategien zur Lösung des thermoakustischen
Eigenwertproblems.In dieser Arbeit wurde der Schwerpunkt auf die Bewertung und den
Vergleich von Konturintegrationsverfahren mit Verfahren zur Approximation und Refor-
mulierung des Eigenwertproblems gelegt. Die zuverlässige, genaue und ef�ziente Lösung
des thermoakustischen Eigenwertproblems ist für eine aussagekräftige lineare Stabilität-
sanalyse eines thermoakustischen Systems unerlässlich.

Die entwickelten Modelle und die im Rahmen dieser Arbeit durchgeführten Analysen erweit-
ern eine Basis konsistenter und umfassender thermoakustischer Modelle. Diese Modelle tragen
zum Verständnis und zur Vorhersage thermoakustischer Instabilitäten bei und beschleunigen die
zukünftige Erforschung und Entwicklung von Gasturbinenbrennkammern.
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Nomenclature

Latin Characters

A [m2] cross-section
A operator matrix (NLEVP)
B burner transfer matrix
c [ m

s ] speed of sound

cp [ J
kgK ] speci�c heat capacity at constent pressure

cv [ J
kgK ] speci�c heat capacity at constent volume

c compositional inhomogenity (characteristic)
C combustor transfer matrix

e [ J
kg] sensible non-chemical internal energy

E [ J
kg] total non-chemical internal energy

E [ J
m3 ] perturbation energy

f [Hz] frequency
F [¡ ] �ame transfer function
F �ame transfer matrix

g [ J
kg] sensible non-chemical Gibbs' free enthalpy

h [ J
kg] sensible non-chemical enthalpy

H �lter matrix
He [¡ ] Helmholtz number

¢ h0 [ J
kg] enthalpy of formation

I [cd] chemiluminescence intensity
J Jacobian
K operator matrix (NLEVP)
L linear operator
M Mach number
M operator matrix (NLEVP)
n [¡ ] normal vector
N nonlinear operator (NLEVP)
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Nomenclature

Na [¡ ] algebraic multiplicity
Ng [¡ ] geometric multiplicity
NY [¡ ] number of species
p [Pa] pressure
Q [¡ ] spatial distribution of distributed �ame transfer function
Q operator matrix (source terms, NLEVP)

R [ J
kgK ] speci�c gas constant

R rational operator (REVP)

s [ J
kgK ] entropy

s [ 1
s] Laplace-variable

s entropic inhomogenity (characteristic)
S scattering matrix
St [¡ ] Strouhal number
T [K] temperature
T transfer matrix
u [ m

s ] material velocity
us [ m

s ] mesh velocity
U state vector
v eigenvector
v vortical disturbance (characteristic)
V [m3] volume
VD [ m

s ] diffusion velocity
w vector of characteristics
W �ux
x [m] spatial coordinate (Eulerian reference frame)
X [m] spatial coordinate (Lagrangian reference frame)
Y [¡ ] species mass fraction
Z operator matrix (boundary conditions, NLEVP)

Greek Characters

² error
³ diffusive �ux

¸ [ W
mK ] heat conductivity

¿ [ N
m2 ] viscous stress tensor

¦ acoustic wave (characteristic)

½ [ kg
m3 ] mass density

¾ [ 1
s] growth rate
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Nomenclature

Â [m] spatial coordinate (ALE reference frame)
Ã arbitrary physical quantity

! [ 1
s] angular frequency

�! source term
­ [ m

s ] vorticity
�­ integral source term

Operators

@
@t

¯
¯
¯
x

time derivative at constant x

@
@t

¯
¯
¯
X

time derivative at constant X

@
@t

¯
¯
¯
Â

time derivative at constantÂ

det(¢) determinant
R

­ integration over the domain­
O order of magnitude
! factorial

Superscripts

(¢) steady mean

(¢)0 perturbation (time domain)
ˆ(¢) perturbation (frequency domain)
�(¢) perturbation within the ALE framework
e(¢)

0 approximation

Subscripts

(¢)ac acoustic
(¢)c compact
(¢)ch corresponding to a characteristic
(¢)conv convective
(¢)ck corresponding to compositional inhomogeneitiesk

(¢)d downstream
(¢)² spurious
(¢)ene corresponding to the energy balance equation
(¢)E corresponding to the perturbation energy
(¢)nc non-compact
(¢)mom corresponding to the momentum balance equation
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Nomenclature

(¢)p products
(¢)r reactants
(¢)s corresponding to entropic inhomogeneities
(¢)spec corresponding to the species balance equation
(¢)u upstream

Abbreviations

ALE Arbitrary Lagrangian-Eulerian
APE Acoustic Perturbation Equations
BFTM Burner-Flame Transfer Matrix
CFD Computational Fluid Dynamics
DTD Distributed Time Delay
FTF Flame Transfer Function
ITA Intrinsic Thermoacoustic
LEE Linearized Euler Equations
LEVP Linear Eigenvalue Problem
LNSE Linearized Navier-Stokes Equations
LRF Linearized Reactive Flow
MBI Model-Based Inference
NLEVP Nonlinear Eigenvalue Problem
REVP Rational Eigenvalue Problem
RQL Rich-Quench-Lean
SCARLET Scaled Acoustic Rig for Low Emission Technology
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1 Introduction

The emission of greenhouse gases is the primary driver of anthropogenic climate change, caus-
ing, among other things, a rise in average global temperature (¼1.1±C above 1850-1900 in
2011-2020, see Fig. 1.1), worldwide changes in many weather and climate extremes and neg-
ative impacts on food and water security as well as human health [120]. To limit these risks,
195 countries committed to joined efforts of limiting global warming to1.5±C but at least well
below2.0±C above preindustrial levels [238]. In pursuit of this target, the committed countries
aim for a reduction in greenhouse gas emissions, eventually reaching greenhouse gas neutrality
(e.g. Germany by 2045 [97], European Union [233] and the United States of America [234] by
2050, China before 2060 [98] and India by 2070 [96]).

Today, the dominant contribution to worldwide greenhouse gas emissions results from fossil
fuel combustion [120], accounting for almost80 % of the worldwide total energy supply [183].
To reduce fossil fuel consumption, generating electricity from renewable sources (mainly wind
and solar) combined with increased electri�cation1 of end-users in industry and transportation
is essential in the transition to a decarbonized future [183]. Until 2050, the global electricity de-
mand is projected to increase by at least80 % with an increasing share in the worldwide energy
consumption from approximately20 % today to30¡ 50% [183]. However, a major challenge
in deploying large shares of renewable energy sources in the overall power generation is their
natural intermittency and uncertainty [8, 141].

Gas turbines, with their high operational �exibility [45, 78, 191] and comparably low green-

1Electri�cation may include direct electri�cation or the use of hydrogen using electrolyzers.
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Figure 1.1: Change in global surface temperatureTglob relative to 1850-1900 (Dataset from
[121, 128, 237]). The red shaded area indicates temperature levels above the1.5±C
limit agreed on in the Paris agreement [238].
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Introduction

house gas emissions compared to coal-�red plants [61], are essential to counterbalance these
issues during the transition to fully renewable power generation and maybe beyond that point
if powered with synthetic fuels produced from renewable energies [78, 100]. Besides the appli-
cation in power generation, gas turbines in aero engines are expected to remain the dominant
propulsion system in short2, medium3 and long-haul4 aircraft throughout the following decades,
utilizing Sustainable Aviation Fuels or hydrogen (H2) as a propellant [7]. Full electri�cation will
most likely remain restricted to commuter5 and regional6 air transport due to the comparably
low power densities of batteries (today) [7]. The continuous development of gas turbine tech-
nology to increase ef�ciency and fuel �exibility while simultaneously reducing emissions thus
contributes to the transition to carbon-neutral power generation and air transportation.

Gas turbines burning hydrocarbon fuels emit greenhouse gases and pollutants such as carbon-
dioxide (CO2), carbonmonoxid (CO), nitrogen oxides (NOx), unburned hydrocarbons, and soot,
which may contribute to climate change and/or have other detrimental effects on the environ-
ment and human health [139, 151]. While the CO2 emissions solely depend on the type and
amount of burned fuel, the formation of CO, NOx, unburned hydrocarbons, and soot are sig-
ni�cantly impacted by the combustion process [139, 151]. Over the last decades, numerous
industrialized countries implemented increasingly restrictive emission regulations of pollutants
and greenhouse gases for stationary gas turbines [139] and aero engines [151]. Regulatory limits
particularly focused on NOx emissions [139, 151], which contribute to the formation/depletion
of ozone in the troposphere/stratosphere and other detrimental environmental effects such as
acid rain [151]. Lean premixed combustion has been established for stationary gas turbines to
meet the strict NOx emission limits by reducing overall gas temperatures [52]. Simultaneously,
emissions of CO, unburned hydrocarbons and soot can be minimized while keeping NOx emis-
sions low by avoiding fuel-rich mixtures and enabling longer residence times in the combustor
[151]. Future aero engines may also require moving away from RQL (Rich-Quench-Lean) sys-
tems towards lean premixed injection technologies to further decrease fuel consumption and
NOx emissions [151].

1.1 Thermoacoustic instabilities in gas turbines

A major issue - lean premixed combustion systems are designed to operate close to the lean
blowout condition to decrease NOx emissions, where the combustion process becomes more
sensitive to perturbations and tends to become unstable [52, 148, 225, 250]. So-called self-
excited thermoacoustic instabilities7 may establish. Thermoacoustic instabilities result from a
complex coupling between unsteady heat release �uctuations in the �ame region and the acous-
tics of the system including possible additional contributions of unsteady vortical, entropic or
mixture perturbations. This coupling may establish a positive feedback loop inducing large pres-
sure oscillations, which can limit the gas turbine's operational range, degrade its performance,

2short haul: 100-150 seats, 45-120 min �ights [7]
3medium haul: 150-250 seats, 60-150 min �ights [7]
4long haul:È 250 seats,È 150min �ights [7]
5commuter:9¡ 19 seats,Ç 60min �ights [7]
6regional:50¡ 100 seats,30¡ 90min �ights [7]
7Also referred to as "combustion instabilities" or "combustion dynamics".
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1.1 Thermoacoustic instabilities in gas turbines

Figure 1.2: Burner assembly of a gas turbine combustor (left) new and (right) damaged by ther-
moacoustic instabilities. (Goyet al.. [99] (original, Copyright © 2005 by E.ON UK
and republished in this work with permission) and Huang and Yang [118] (repro-
duction with improved quality))

increase emissions, promote mechanical fatigue and may even result in catastrophic failure of
the combustor [147, 194]. Fig. 1.2 illustrates an example of the detrimental effects thermoa-
coustic instabilities may have on the gas turbine combustor. Thus, thermoacoustic instabilities
must be avoided at all costs during the operation of a gas turbine and are an essential part of
combustion research [194].

Note that switching fuel from hydrocarbons to carbon-free alternatives such as hydrogen to
eliminate CO2 emissions signi�cantly impacts the combustion process within the combustor.
However, the susceptibility to thermoacoustic instabilities remains and may even increase [3, 6,
47, 149].

The research on thermoacoustic instabilities may be subdivided in three �elds:

1. Understanding the various feedback loops and the contributing physical mechanisms.

Starting from the �rst description of thermoacoustic instabilities by Lord Rayleigh [202]
in the 1870's, researchers investigate the underlying physical mechanisms that can con-
tribute to various thermoacoustic feedback loops in different combustors or under differ-
ent operating conditions. Examples are contributions of indirect sound sources emitted
by accelerated vortical perturbations [116, 117, 137], hot spots8 [41, 55, 57, 80, 155]
and mixture inhomogeneities [119, 153, 154], e.g. in the area contraction downstream
of a combustion chamber, intrinsic thermoacoustic feedback loops [29, 75, 110], clusters
of eigenmodes in annular and can-annular combustors [84, 85, 241, 242], the dynamics
and sensitivities of autoignition �ames in reheat combustors [31, 86, 87, 220, 258], high-
frequency dynamics of transverse modes [170, 259], or the effect of preferential diffusion
in hydrogen-fuel blends [71]. Still today, not all effects are perfectly understood due to
the complexity and variety of possible thermoacoustic feedback loops and the research
on fundamental mechanisms continues.

8Also referred to as "entropy waves" or entropic inhomogeneities
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2. Modeling the various feedback loops to accurately and ef�ciently predict thermoacoustic
instabilities.

Detecting thermoacoustic instabilities that require design chances late in the design pro-
cess of gas turbine combustors, e.g. during full-scale engine testing, is very expensive and
time-consuming. Therefore, analytical and numerical models of different complexity may
be used to assist throughout all development stages of gas turbine combustors, increasing
the likelihood of earlier detection of instabilities. Today, a variety of models and pre-
diction tools for the different design stages exist, ranging from numerically inexpensive
network models [28, 64, 70, 76, 131, 165, 186, 214, 218] to accurate but numerically ex-
pensive high-�delity simulations [6, 31, 71, 247, 248]. Modeling assumptions to increase
ef�ciency may be chosen based on the knowledge of essential physical mechanisms in
the system at hand. Research continues to further increase the reliability, accuracy and
ef�ciency of prediction tools.

3. Techniques to mitigate thermoacoustic intabilities.

Mitigation techniques build on the experimental observation or the numerical/analytical
prediction of thermoacoustic instabilities. Various active [12, 13, 157, 196, 214, 263] and
passive control methods [56, 205, 245, 246, 249, 262] exist and are continuously devel-
oped. Passive control methods detune the combustor by introducing passive dampers such
as Helmholtz resonators or by changing the geometry of the combustor. Active control
methods actively detune the combustion system during operation, e.g. by changing the
fuel mass �ow or emitting additional sound via loudspeakers for active noise canceling.

1.2 The scope of this thesis

An accurate understanding, modeling and prediction of thermoacoustic instabilities during their
onset is essential for their ef�cient mitigation and a crucial part of thermoacoustic research.
During the onset of thermoacoustic instabilities, the amplitudes of perturbations in gas turbine
combustors are typically small before growing exponentially and saturating at a �nite ampli-
tude. To predict this onset of instability, the assumption of small perturbation amplitudes can
be used to signi�cantly simplify the underlying balance equations for reactive �ows, reducing
the numerical effort of the resulting methods signi�cantly compared to full-scale high-�delity
simulations. The approaches based on this small amplitude assumption are calledlinearized
thermoacoustic models. These models are widely used for various tasks in all three pillars of
thermoacoustic research. This thesis focuses on the development and analysis of linear models
within the �rst two pillars - understanding and modeling/prediction.

In thermoacoustic research, models to analyze or predict thermoacoustic phenomena are typi-
cally developed focusing on a speci�c application case. Simpli�cations, such as the neglect of
certain physical effects, simpli�ed gas properties, or other approximations, are introduced to
simplify the corresponding derivation or streamline the corresponding computations. While the
derived models are suited for the speci�c application case at hand, their applicability to other
applications is, in most cases, strongly limited by the introduction of simpli�cation a priori or
during the derivation. The models must be rederived for scenarios that deviate signi�cantly from
the original application case. The goal of this thesis is to develop linear methods and frameworks
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1.2 The scope of this thesis

that arecomprehensiveandconsistent, making them applicable to a wide range of thermoacous-
tic systems. Rather than focusing on speci�c application cases, a priori assumptions are mini-
mized. Application-speci�c optimizations to increase ef�ciency may be introduced a posteriori,
rendering the derived models highly �exible. Overall, this thesis aims to add to a basis of con-
sistent and comprehensive methodologies to accelerate future research and the development of
gas turbine combustors.

This thesis is organized as follows. Chapter 2 recalls the fundamental governing equations for
general three-dimensional reactive �ows and their linearization in different reference frames.
Chapter 3 revisits state-of-the-art hybrid linearized thermoacoustic models. Chapter 4 details
the resulting thermoacoustic eigenvalue problem from which the stability of an thermoacoustic
system may be assessed. Chapter 5 puts the papers that contributed to this thesis in perspective
with literature. Finally, an outlook is given in Chapter 6.
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2 Governing equations

This chapter reviews the differential balance equations of three-dimensional reactive �ows
and their simpli�cation under the small amplitude assumption. The characteristic perturbations
propagating in such �ows are discussed. Additionally, mathematical tools for a change in refer-
ence system and the transformation from time to frequency domain are outlined.

2.1 Reference frames

The governing equations of reacting �ows may be expressed using one of three distinct refer-
ence frames [62]. Depending on the application, each may offer some advantages:

• TheLagrangian reference frameX tracks individual material particles during motion. In
the context of combustion, the Lagrangian perspective is predominantly used to model
and track evaporating droplets in fuel sprays, e.g. [2, 92, 138, 142, 236].

• TheEulerian reference framex describes the �ow properties at a �xed point in space. The
Eulerian perspective is the standard approach for the formulation and numerical compu-
tation of �uid �ow problems and has been extensively used in the context of combustion,
e.g., [31, 71, 138, 247, 248, 257].

• TheArbitrary Lagrangian-Eulerian (ALE) reference frameÂ represents a moving refer-
ence frame that does not track the material particles but another user-de�ned quantity.
It is well suited to track free surfaces and interfaces, e.g. between different materials or
media [62]. The ALE method is, for example, used in the KIVA family [10, 11, 235] of
computational �uid dynamic solvers for complex fuel and air �ows, ignition, combustion,
and pollution formation. Furthermore, the ALE framework has been used in the context
of thermoacoustic instabilities to track the displacement of a perturbed �ame front or an-
other moving source region to understand and model the underlying physical mechanisms
[105, 168, 259].

Mathematically, the coordinate transform between the different reference frames is represented
by correcting the temporal derivatives when expressed in �xed spatial coordinatesx [62],
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Governing equations

are the material velocity (temporal derivative at constant X) and the mesh velocity (temporal
derivative at constantÂ) of the ALE framework, with respect to a spatially �xed observer, re-
spectively.

2.2 The reactive �ow equations

The balance equations of mass, momentum, energy and species provide the basis for the math-
ematical description of three-dimensional reactive �ows. Utilizing the Eulerian framework and
Einstein's summation convention1, the reactive �ow equations read [195]
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(2.3)

with density½, pressurep , the species mass fractionYk of speciesk , the heat release rate�! T
and the species reaction rates�! k . E ÆeÅ 1

2u l u l ande are the total and sensible non-chemical
internal energy, respectively. Due to mass conservation,

NYX

kÆ1
Yk Æ1, (2.4)

only NY ¡ 1 species need to be balanced. The diffusive terms
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may be separated into viscous effects related to the viscous stress tensor¿i j , thermal diffusion
effects formulated in terms of Fourier's law with the isotropic thermal conductivity¸ and the
effects of species diffusion with an effective diffusion velocityVDk , j of speciesk . T is the
temperature andh is the sensible non-chemical enthalpy. In the context of combustion, the
stress tensor is typically used assuming a Newtonian �uid combined with Stoke's hypothesis
[20],

¿i j Æ¹
µ

@u i

@x j
Å

@u j

@xi

¶
¡ 2/3 ¹

@u l

@xl
±i j . (2.6)

¹ is the dynamic viscosity. The determination of the diffusion velocityVk , j depends on the
diffusion model used, e.g. Fick's law [81] or the Hirschfelder and Curtiss approximation [109].
The species' reaction rates�! k are typically expressed in terms of the thermal state variables
(p ,T ,½) and the gas composition [195]. The heat release rate of chemical reactions

�! T Æ¢ h0
k �! k (2.7)

1In Einstein's summation convention, a product with two repeated indices is summed over,

ai bi Æ
X

i
ai bi .
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2.3 The linearized reactive �ow equations

is governed by the species' reaction rates.¢ h0
k is the enthalpy of formation of speciesk .

To close Eq. (2.3), a thermal equation of state relating the thermal state variablesp , ½andT as
well as a caloric equation of state relating the thermal energy with the sensible internal energy
es is required. This thesis uses the assumption of a perfect gas mixture with the thermal equation
of state

p Æ½RT with R ÆRk Yk (2.8)

and the caloric equation of state

de Æcv dT Å ek dYk . (2.9)

Instead of Eqs. (2.8) and (2.9), the Gibbs equation for an ideal gas mixture (canonical equation
of state)

de ÆT dsÅ
p

½2 d½Å gk dYk (2.10)

is often used, e.g. [150, 153, 154, 168, 206].R, s, cv andgk are the speci�c gas constant, entropy,
speci�c heat capacity at constant volume and the sensible non-chemical Gibbs' free enthalpy of
speciesk . Note that the material derivative@/ @t jX (Lagragian framework) replaces the the total
differentialsd in Eqs. (2.9) and (2.10) for �ow problems.

The equations stated in this section or approximations thereof are solved directly by high-
�delity simulations of reactive �ows. Furthermore, the reactive �ow equation in an ALE or
Lagrangian reference frame can easily derived from the Eulerian framework (Eq. (2.3)) by uti-
lizing Eq. (2.1).

2.3 The linearized reactive �ow equations

To isolate unsteady processes in the reactive �ow, which may contribute to thermoacoustic
instabilities, a Reynolds decomposition2 [204]

Ã(x, t ) ÆÃ(x) Å Ã 0(x, t ) (2.11)

is typically applied for any physical quantityÃ . Additionally, the unsteady perturbationsÃ 0

are assumed to be much smaller than the underlying steady base variablesÃ (Ã 0(x, t ) ¿ Ã(x))
during the onset of thermoacoustic instabilities. Then, Eq. (2.3) can be separated into two sets
of equations, which are solved subsequently. The �rst set of equations describes the steady
base �ow �elds Ã(x) unaffected by small perturbation. This set of equations is analogous to
Eq. (2.3) with vanishing time derivatives and is therefore not explicitly stated here. The second
set of equations expresses the generation and propagation of small perturbations in the steady
base �ow �elds. Neglecting non-linear perturbation terms (O(Ã 0Ã 0) ¼0) reveals the Linearized

2For many applications, it might be reasonable to further decompose the �ow perturbations, e.g. to distinguish
between random �uctuations of �ne-scale turbulence and coherent �ow structures [150]. However, this is beyond
the scope of this work.
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Reactive Flow (LRF) equations [17],
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with the linearized diffusive �uxes
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The linearized thermal (Eq. (2.8)), caloric (Eq, (2.9)) and canonic (Eq. (2.10)) equation of state
read

p0

p
Æ

½0

½
Å

Y 0
k

Y k

Å
T 0

T
, (2.14)

e0ÆcvT 0Å ek Y 0
k (2.15)

and

e0ÆT s0Å
p

½2 ½0Å gk Y 0
k . (2.16)

All other constitutive equations in Sec. 2.2 are linearized accordingly. The interested reader
is referred to Avdoninet al. [17] and Meindlet al. [161] for the complete set of linearized
equations. Note that all �ow variables as well as material properties, e.g. viscous, thermal and
compositional diffusivities, must be linearized to obtain a set of linearized equations that is fully
consistent with the original non-linear problem stated in Sec. (2.3) [17].

The LRF equations are linear in the perturbed quantities and consequently less expensive to
solve numerically than the non-linear system of reactive �ow equations (2.3). Furthermore, the
LRF equations within an ALE or Lagrangian reference frame can be derived analogously to the
formulation in the Eulerian reference frame (Eq. (2.12)) by starting the linearization procedure
from the reactive �ow equations in the corresponding reference frame.
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2.4 Characteristic �ow decomposition

acoustic vortical entropic compositional
¦ Å / ¦ ¡ v j s ck

Pressure p0 X - - -
Vorticity ­ 0

j - X - -
Entropy s0 - - X -
Mass fraction Y 0

k - - - X

Velocity u0
j X X - -

Density ½0 X - X X
Temperature T 0 X - X X

Table 2.1: Impact of acoustic waves, vortical perturbations, entropic inhomogenities [50, 150]
and compositional inhomogenities on various primitive �ow variables.

2.4 Characteristic �ow decomposition

In the absence of chemical reactions and diffusive effects as well as assuming a uniform base
�ow �eld, the LRF equations 2.12 can be decomposed into four types of non-interacting pertur-
bations – namely acoustic waves, vortical perturbations as well as entropic and compositional
inhomogeneities [50, 119, 150, 153]. The decomposition in these four types of canonical per-
turbations is highly illustrative for understanding the spatiotemporal dynamics in a combustor
possibly contributing to thermoacoustic instabilities. Diffusive effects, chemical reactions or
other �ow non-uniformities in the LRF equations (2.12) can be understood as generation, de-
struction and conversion mechanisms of these canonic perturbations.

Acoustic waves¦ Å / ¦ ¡ are isentropic, irrotational and isochemical perturbations propagating
with the speed of sound superposed on the base �ow velocity,cÅu j . In subsonic �ows, acoustic
waves are the only type of perturbation able to travel upstream and are, therefore, essential for
closing a thermoacoustic feedback loop. In contrast, vortical perturbationsv j as well as entropic
s and compositionalck inhomogeneities are convected with the mean �ow velocityu j and, thus,
are only able to propagate downstream. Vortical perturbations are incompressible, isentropic
and isochemical. Entropic inhomogeneities are incompressible, irrotational and isochemical,
whereas compositional waves are incompressible, isentropic, and irrotational.

Table 2.1 provides an overview of primitive variables affected by these canonical perturbations.
For small perturbations,p0 is a purely acoustic perturbation. Disturbances of vorticity, entropy
and composition are exclusive to vortical, entropic and compositional disturbances, respectively.
Density, temperature and velocity perturbations are affected by more than one perturbation type.

Note that while the decomposition in vortical, entropic and compositional perturbation as de-
tailed in this section and Tab. 2.1 is common, it is not unique [50, 150] for the convected per-
turbations. In thermoacoustics, non-acoustic temperature �uctuations are sometimes used as
perturbation types instead of entropic disturbances. The corresponding canonic perturbation
related to changes in composition would be isobaric, irrotational and isothermal.
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2.5 Transformation to the Laplace Domain

For many investigations of thermoacoustic systems, an analysis in frequency space is required
or advantageous over the time domain formulation. To obtain the frequency space representation
of the LRF equations, Eq. (2.12) is projected onto a harmonic time dependency via the Laplace
transform,

Ã̂ (x,s) Æ
Z 1

0
Ã 0(x, t )e¡ st dt . (2.17)

The angular frequency! and the growth rate¾of the corresponding harmonic time dependency
are encoded in the Laplace variable

sÆ¾Å i ! . (2.18)

The Laplace transform replaces the temporal derivative in the LRF equation (2.12) by a multi-
plication with the Laplace variables,

@Ã0(x, t )

@t

¯
¯
¯
¯
x

) sÃ̂ (x,s) . (2.19)

In numerical simulations, this removes the necessity for a time-stepping procedure and the
corresponding constraints on the numerical time step. Consequently, the frequency space for-
mulation offers a computationally cheaper way to perform, e.g. a (frequencywise) input-output
analysis to determine transfer matrices (Sec. 3.2) or transfer functions (Sec. 3.3). Furthermore,
the frequency space formulation is required to perform a linear stability analysis for a thermoa-
coustic system (see Sec. 4).

In addition to the classical Eulerian formulation, this thesis uses the LRF equations expressed
in an ALE reference frame. In a general ALE reference frame, spatially varying Doppler shifts
originating from the local mesh velocityus, j appear and the frequency space formulations of
the two reference frames would not be comparable. However, the mesh velocity of the ALE
framework is limited to small movements (us, j Æ0, us, j Æu0

s, j ) in this work. The mesh velocity
is consequently much smaller than the propagation velocities of the acoustic and convective
perturbations. The Doppler shift appears as a second-order effect under these assumptions and
can be neglected.
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3 Hybrid linearized thermoacoustic
models

Thermoacoustic phenomena pose a multi-scale problem with physical mechanisms acting on
very different time and length scales. These range from thin �ame fronts (O(10¡ 4m)) with intri-
cate chemical and diffusive mechanisms to large-scale acoustic waves (O(100m)) propagating
relatively fast with the speed of sound augmented by the mean �ow velocity [158, 195]. This
is challenging for monolithic numerical simulations such as high-�delity CFD simulations or
solving the LRF equations since the accurate computation of reactive and diffusive processes
in the �ame front requires a high spatial resolution, restricting the local mesh size. Combined
with the strong non-linearity of the chemical reaction rates, this results in a stiff numerical
problem [158, 195]. For time-domain simulations, the time step is additionally restricted due to
the combination of small local cell sizes and the high propagation velocity of acoustic waves
[158, 195].

Hybrid linearized thermoacoustic modeling approaches leverage the disparity in scales to sep-
arate the large-scale acoustic from the small-scale chemical processes. Instead of explicitly
resolving the perturbed chemical processes, the perturbed heat release rate�! 0

T resulting from
�ow-�ame interactions is modeled externally. The onset of thermoacoustic instabilities is sub-
sequently assessed by evaluating the propagation and generation of acoustic waves (and poten-
tially other convective perturbations) utilizing the external model of�! 0

T. In this work, linearized
thermoacoustic models that require linearized perturbations such as the perturbed heat release
rate �! 0

T as an external input are denoted ashybrid. In contrast, linearized models such as the
LRF equations (Sec. 2.3) resolve all linearized perturbations internally and are referred to as
monolithic. However, note that all linearized methods require steady base �ow �elds as an input
and thus are not standalone approaches for thermoacoustic stability analysis.

3.1 Spatially resolved three-dimensional hybrid models

A variety of hybrid linearized models for three-dimensional thermoacoustic problems exist
conceptually. All these models may be derived by introducing additional assumptions into the
most general linear system of equations, the LRF equations (2.12). Note that introducing addi-
tional assumptions typically reduces the numerical effort in solving the corresponding system
of equations while the accuracy of the computed results decreases simultaneously. Listed with
increasing simpli�cations, the most common hybrid linearized thermoacoustic models for three-
dimensional problems are:

• The Linearized Navier-Stokes equations(LNSE), e.g. [92, 93, 134–136, 160], omit the
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species balance equations and the reaction mechanism. Neglecting theNY ¡ 1 species
balance equations signi�cantly reduces the number of degrees of freedom (DOF) of the
discretized LNSE compared to the discretized LRF equations. For example, neglecting
the four species balance equations of a simple 2-step reaction mechanism such as the
2S-CM2 [24, 161] in a three-dimensional problem reduces the DOF by44 %. Addition-
ally, dropping the chemical reaction mechanism reduces the stiffness of the linear system
of equations. On the downside, compositional inhomogeneities are no longer explicitly
resolved, but their effect on the perturbed heat release rate�! 0

T may be modeled by the
external input.

• The Linearized Euler Equations(LEE), e.g. [105, 111, 112, 221], are obtained by ad-
ditionally neglecting diffusive effects (¿ Æ0, ¸ Æ0, Vk Æ0). In regions with signi�cant
diffusive effects, e.g. propagation-stabilized �ames or shear/boundary layers, a coarser
mesh can be used since these effects are neglected and consequently do not need to be
resolved. However, neglecting diffusive effects omits the damping of convective waves as
well as acoustic-convective dissipation mechanisms such as acoustic-vorticity dissipation.
Furthermore, note that besides the accuracy decrease resulting from the neglect of diffu-
sive effects, spurious perturbations, e.g. spurious vortical perturbations in boundary layers
[135, 159], may be generated by inconsistencies between the LEE and the corresponding
base �ow �eld if the latter retains viscous effects. This is the case in many technically
relevant combustion applications in which the diffusive effects play a prominent role in
the �ame stabilization.

• The Acoustic Perturbation Equations(APE) [36, 77] are obtained by �ltering the LEE
or LNSE to retain only the acoustic wave propagation in arbitrary complex mean �ow
�elds. The interaction of the resolved acoustic waves with vortical or entropic perturba-
tions may be introduced as an external input (modeled or from high-�delity simulation)
or is neglected altogether. A coarser mesh may be used since the short convective pertur-
bations are not explicitly resolved [104]. This comes at the cost of a complex modeling
of the acoustic-convective interaction terms or an additional reduction in accuracy if ne-
glected [104].

• The classicalacoustic wave equation(time-domain) orHelmholtz equation(frequency
domain), e.g. [93, 166, 167, 182], is obtained from the LEE1 by assuming a stagnant �uid
(u j Æ0) and neglecting all convective perturbations. Disregarding all convective perturba-
tions omits all acoustic-convective interaction mechanisms and thus discards all acoustic-
convective thermoacoustic feedback loops. Additionally, acoustic-convective dissipation
mechanism such as acoustic-vorticity dissipation are neglected. Furthermore, mean �ow
effects are essential in many thermoacoustic systems and crucial for accurately predicting
acoustic re�ection and transmission coef�cients and, therefore, for an accurate stability
assessment of the whole system, e.g. [63, 93, 159]. Thus, the assumption of a stagnant
�uid should be chosen with great care.

1The acoustic wave equation or Helmholtz equation may be alternatively derived from the APE by assuming a
stagnant �uid (u j Æ0) and omitting the acoustic-convective interaction and dissipation terms
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ref

F

BC D AC F D BC

Figure 3.1: Illustrative network model of a ducted slit �ame. The model is stacked as a sequence
of two compact elements, representing a �ame (F) and an area change (AC), and
two non-compact elements, representing ducts (D). The �ame transfer functionF
referenced to the reference point "ref" provides the �ow-�ame interaction closure
(see Sec. 3.3) to the �ame element. Boundary conditions (BC) at the in- and outlet
complete the model.

3.2 Thermoacoustic network models

In contrast to fully resolving a three-dimensional thermoacoustic system with all its complex
features, network models lump the thermoacoustic system into independently modeled subsys-
tems and interconnect them via prede�ned - often quasi-one-dimensional - interfaces. Fig. 3.1
shows an illustrative network model of a ducted slit �ame. Each subsystem - a so-callednetwork
element- is characterized via its transfer matrixT or its scattering matrixS. Both matrices are
lumped representations of the scattering, conversion, generation or destruction of the character-
istic perturbations (see Sec. 2.4) within the corresponding element.

The transfer matrix relates the primitive states upstream (index '1') and downstream (index '2')
of the element. For example, the transfer matrix of a 2-port system is de�ned as
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(3.1)

and is schematically displayed on the right side of Fig. 3.2. Deriving the transfer matrix of an
element starting from the fundamental balance equations is straightforward due to the use of
primitive variables. However, evaluating the transfer matrix regarding the impact of the corre-
sponding element on the network model is dif�cult since the primitive variables do not feature
a well-de�ned direction of propagation.

The scattering matrix directly links the characteristic perturbations¦ Å / ¦ ¡ , s, ck , j and (v j ,1)2

2The vortical perturbations are usually neglected in network models assuming quasi-onedimensional interfaces.
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Figure 3.2: Schematic depiction of an exemplary 2-port network element represented in terms
of (left) the scattering matrixS with the corresponding characteristic input and out-
put disturbances, and (right) the transfer matrixT with the upstream and down-
stream primitive variables.
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in case of a 2-port system. The left side of Fig. 3.2 illustrates the scattering matrix in this case.
Since the direction of propagation of all these characteristic perturbations are well-de�ned, the
scattering matrix offers a useful form for interpreting the internal causality of the element and
its impact on a thermoacoustic network model.

The scattering/transfer matrices of the individual subsystems may be determined from experi-
mental measurement data or numerical simulations. Alternatively, analytical or semi-empirical
models can be derived from a linearized set of balance equationsL , either the full LRF equa-
tions (2.12) or any of the simpli�ed models detailed in Sec. 3.1. These models may be classi�ed
in acoustically/convectively compact3 and non-compact elements. Compactness of a subsys-
tem assumes that its spatial extent¢ x is much smaller than the shortest wavelength¸ min of a
characteristic perturbation corresponding to a maximum frequencyfmax of interest,

¢ x ¿ ¸ min . (3.3)

The transfer/scattering matrix of non-compact elements typically results from the analytical
solutions of the linearized conservation equations of simple elements such as ducts with or
without changes in area and/or temperature [67, 76, 210, 251]. In contrast, compact elements -
so-called jump conditions - lump the whole subsystem into a localized discontinuity in the �ow
variables by analytically approximating the volume integral over the whole subsystem­ ,

Z

­
L dx 7¡! SorT. (3.4)

3The assumption of convective compactness is required if convective perturbations such as entropic, vortical
or compositional perturbations are included in the derivation of a thermoacoustic jump condition. If only acoustic
perturbations are considered, acoustic compactness is suf�cient.
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In the limit of acoustic/convective compactness, the volume integral in Eq. (3.4) is then evalu-
ated in the limit of a vanishing Helmholtz (acoustically compact case)

HeÆ
¢ x
¸

Æ
¢ x
c

f ! 0 (3.5)

or Strouhal number (convectively compact case)

StÆ
¢ x
¸

Æ
¢ x
u

f ! 0. (3.6)

Additional assumptions, such as a reduced order in Mach number, constant gas properties, or
a restriction to a subset of characteristic perturbations (see Sec. 2.4) are typically introduced
during the derivation of jump conditions to simplify the analytical evaluation of the volume
integral [169]. Classical examples of thermoacoustic jump conditions are �ames [65, 88, 146,
169, 230], area jumps [65, 69, 103, 219], compact nozzles [59, 60, 153, 155] or junctions [127].

Low-order network modeling, e.g. [28, 64, 70, 76, 131, 165, 186, 218], is a computationally in-
expensive technique to describe and predict thermoacoustic phenomena in con�ned combustion
systems with a widespread range of applications. Network models have been proven useful to
gain a fundamental understanding of basic phenomena in the dynamics of con�ned combustion
systems, e.g. intrinsic thermoacoustic modes [29, 75, 110] or mode clustering in annular and
can-annular combustors [39, 84, 85, 241, 242]. Additionally, network models are exceptionally
suited for extensive parameter studies, e.g., in the early design phase of developing a gas turbine
combustor, due to the low computational cost. Furthermore, network models may be used in the
post-processing of experimental measurements such as for the extraction of the thermoacoustic
transfer behavior of the �ame, e.g. [253] or PAPER-MBI [74]. Alternatively, network models
may be combined with experimental measurement data to infer unknown model parameters to
increase the accuracy of model predictions and to provide uncertainty bounds [124, 254].

3.3 Flow-�ame interactions

The �ow-�ame interactions for hybrid linearized thermoacoustic approaches are typically mod-
eled by assuming that the perturbed heat release rate�! 0

T results from one or multiple different
time-lagged perturbationsÃ 0

ref(t ¡ ¿) at a reference plane (index(¢)ref) with the normal vec-
tor n ref, j . In the limit of small amplitude perturbations (see Sec. 2.3), this interaction may be
modeled in the frequency domain as a Multiple-Input-Single-Output (MISO) system,

�̂! T(s,x)
R

­ �! T dx
Æ

£
F u(s,x) F p(s,x) F s(s,x) F Y,k (s,x)
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ref

, (3.7)

superpositioning the contributions of different linearly independent (see Sec. 2.4) �ow pertur-
bations. The �ame transfer function (FTF)F Ã determines the gain and phase relation between
�! 0

T and an perturbed quantityÃ 0. Depending on the �ame type, a �ame may be sensitive to all
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Figure 3.3: Flame response data in the form of (left) theunit impulse responseand (right) the
bode plot of the corresponding FTFF (s) evaluated for zero growth rate (Re(s) Æ
¾Æ0).

�ow perturbationsu0, p0, s0 andY 0
k , e.g. autoignition �ames [31, 86, 169, 258], or only to a

subset thereof. In general, the FTFsF (s,x) in Eq. (3.7) are functions of frequency and space.
However, it is impractical to determine spatially resolved FTFs for each frequency for most
application cases. Thus, only the global dynamics of the �ow-�ame interaction

R
­ �̂! T dx
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(3.8)

are usually determined, while the spatial distribution

Q (s,x) Æ
F (s,x)

F (s)
(3.9)

is modeled if required.

The �ow-�ame coupling is very complex and highly speci�c to the thermoacoustic system at
hand and the FTFs are typically determined from high-�delity simulations or experimental mea-
surements. For simplistic academic cases, approximations via analytical models might be used.
However, the theoretical functional form of an FTF throughout the complex plane is known in
the limit of small perturbations. In this limit, the �ame acts as a linear time-invariant system and
is fully characterized by its unit impulse response (time domain) [197]. The generalized func-
tional form of the FTFs throughout the complex plane in the frequency domain is then given by
the (discrete) Laplace transform of a (discrete) unit impulse response [197],

F (s) Æ
X

n
hn exp(¡ s¿n ) . (3.10)

FTFs of the fundamental functional form stated in Eq. (3.10) are calledDistributed Time Delay
(DTD) models. The coef�cientshn and¿n of the DTD models may be identi�ed from broad-
band forced high-�delity simulations via system identi�cation methods [198, 200]. Fig. 3.3
displays an illustrative example of a unit impulse response and the corresponding FTF.
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3.3 Flow-�ame interactions

In the case of a harmonically forced4 �ame, the FTF is only determined at individual frequen-
cies. This is typically the case for experimental measurement data, e.g. [4, 74, 140, 203, 219]. A
continuous description of the FTF throughout the complex plane is then typically approximated
via rational �tting [101, 185],

F (s) Æ

P P
pÆ0 ap sp

P Q
qÆ0 bq sq

with P Ç Q . (3.11)

Alternatively, semi-empirical approximations of Eq. (3.10) with presumed functional forms of
the time delay distribution (e.g. [140], [4]) may be used to approximate continuous FTFs.

4Separate forcing of individual frequencies.

19



Hybrid linearized thermoacoustic models

20



4 The thermoacoustic eigenvalue
problem

All Laplace-transformed systems of linearized balance equations (Sec. 2.3, 3.1, 3.2) can be
reformulated into an eigenvalue problem after numerical discretization, e.g. with Finite Volume,
Finite Elements or in terms of "network elements", and closure with the necessary input data.
The thermoacoustic eigenvalue problem of the general form

N (s)v̂ Æ0, v̂ 6Æ0, (4.1)

is linear in the perturbed statesv̂ but typically non-linear in the Laplace-variables, even though
it results from reformulating a linearized set of balance equations. This non-linear dependence
on s of the operatorN (s) results either from (semi-)analytical solutions of simple elements
in network models, e.g. the wave propagation in ducts, or from lumped parameters modeling
unresolved processes, e.g. the �ow-�ame interaction in hybrid thermoacoustic models (Sec. 3)
or the thermoacoustic scattering outside of the resolved domain enforced by complex boundary
conditions.

Table 4.1 lists the structure of the operatorN (s) for various linearized models. The matrixQn (s)
denotes the non-linears-dependencies from underresolved source regions within the discretized
thermoacoustic system, e.g. a combustion chamber. For example, the FTFs (Sec. (3.3)) used in
hybrid thermoacoustic models are lumped parameters approximating the �ow-�ame interaction
instead of fully resolving the linearized chemical reactions. The indexn corresponds to then -
th underresolved source region. The matrixZm (s) expresses the non-linears-dependencies of
boundary conditions of the discretized thermoacoustic system. Frequency-dependent boundary
conditions may be understood as lumped models approximating the relevant scattering of acous-
tic and convective perturbations outside of the spatially resolved domain. Examples are rotor and
stator stages of a turbine downstream of a combustion chamber [22, 58, 125, 126, 145, 177, 178]
or multi-perforated liners [43, 180, 232, 260, 261] at combustor walls. The indexm corresponds
to them -th boundary condition. The matrixM relates with the corresponding prefactors to the
Laplace-transformed time derivative of the local �ow perturbations. Note that for the Helmholtz

Linearized models N (s)

LRF sM Å K Å Zm (s) Å Qn

LEE/LNSE sM Å K Å Zm (s) Å Qn (s)
Helmholtz s2M Å K Å Zm (s) Å Qn (s)

Network models K Å Zm (s) Å Qn (s) Å Ap (s)

Table 4.1:Structure of the operatorN (s) for different linearized models.
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equations, the prefactors2 appears due to the second-order time derivative in the wave equation.
The matrixAp (s) denotes the non-linears-dependencies of (semi-)analytical solutions used in
network models, e.g. for the wave propagation in ducts. The indexp corresponds to thep -th
analytical solution. The matrixK includes all other frequency-independent terms. Note that the
explicit form of the matricesM, K, Zm andQn depends on the underlying system of linearized
balance equations, the discretization scheme as well as the chosen closure models.

4.1 Special structures of the thermoacousic eigenvalue prob-
lem

Non-linear eigenvalue problems (NLEVP) do not exhibit a closed-form solution, and the num-
ber of eigenpairs of an NLEVP is (potentially) in�nite [102]. NLEVPs are, therefore, signif-
icantly harder to solve than their linear counterpart, and solution methods are tailored to the
problem at hand [102, 243]. For fast and ef�cient computation, solution strategies may ex-
ploit certain structures of the NLEVP. Thus, this section lists special structures of the ther-
moacoustic NLEVP that arise under certain modeling assumptions. Speci�c solution strategies,
namely outer iteration methods, contour integration methods, and methods based on approxi-
mation and reformulation are discussed in the Sec. 5.4 contextualizing the results from PAPER-
NLEVP [167].

The structure of the thermoacoustic NLEVP is determined mainly by the models used to approx-
imate the unresolved physical processes within (Qn ) and outside1 (Zm ) the spatially resolved
domain. In addition, partial (semi-)analytical solutions (Ap ) impact the structure of the NLEVP
arising from network models. In the particular case that all these models are approximated via
rational functions, the thermoacoustic NLEVP takes the form of a so-called rational eigenvalue
problem (REVP,N (s) ÆR (s)). The modeling of the unresolved processes via rational functions
is typical if the �ow-�ame feedback (Sec. 3.3) and the boundary impedances are determined ex-
perimentally. The approximation via rational functions of partial (semi-)analytical solutions in
network models such as the wave propagation in ducts [76] is not uncommon. The REVP has
the favorable property that it can be reformulated in an equivalent linear eigenvalue problem of
higher dimension [231] for which many well-established solution methods exist, e.g. [207].

The thermoacoustic eigenvalue problem becomes linear if all relevant physical sources within
the spatially discretized domain are resolved (Qn (s) ÆQn ), simple frequency-independent
boundary conditions are applicable (Zm (s) ÆZm ) and no partial (semi-)analytical solutions are
used (Ap (s) ÆAp ),

N (s) :ÆL (s) ÆsM Å K Å Zm Å Qn . (4.2)

If frequency-independent boundary conditions are applicable, LEVPs arise if the thermoacous-
tic system is described via the monolithic LRF equations (2.12), e.g. [35, 240].

1Underresolved processes outside of the spatially resolved domain are represented by s-dependent boundary
conditions.
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4.2 Eigenpairs and their classi�cation

(a) (b)

Figure 4.1: Illustrative example of the real part of eigenvectors Re(v̂) in an annular combustor
corresponding to (a) a simple eigenpair, and (b) a semi-simple eigenpair withNa Æ
Ng Æ2.

4.2 Eigenpairs and their classi�cation

The solutions of the thermoacoustic eigenvalue problem are the eigenpairs (s,v̂) constituting
of the eigenvalues and the eigenvector̂v. The eigenvalues Æ¾Å i ! (see Eq. (2.18)) provides
information about the natural angular frequency! and the growth rate¾, which expresses the
linear asymptotic stability of the thermoacoustic system. The system is linearly stable if for all
eigenvalues¾Ç 0. In case of an unstable thermoacoustic system, the mode shapesv̂ may be
used for an effective placement of acoustic dampers, e.g. [162].

Eigenvalues are mathematically classi�ed via their algebraicNa and geometric multiplicities
Ng. The algebraic multiplicityNa of an eigenvalues equates to the number of roots of the deter-
minant of the non-linear operatorN (s) (det (N (s)) Æ0). The geometric multiplicityNg is the
number of the independent eigenvectorsv̂ corresponding to an eigenvalues. Mathematically,
the eigenvalues of a system are classi�ed as simple (Na ÆNg Æ1), semi-simple (Na ÆNg È 1)
or defective (Na È Ng) (see e.g. [102, 207]). In a thermoacoustic system, simple eigenmodes
correspond to, e.g., longitudinal modes [39, 40, 167]. Figure 4.1a illustrates such a longitudinal
mode in an annular model combustor. Semi-simple eigenmodes appear, e.g., in systems with ro-
tational symmetry such as annular and can-annular combustors [39, 40, 84, 85, 167, 174, 242]
(typically with Na ÆNg Æ2 [173]). For example, Figure 4.1b shows the two eigenmodes cor-
responding to a semi-simple eigenvalue in an annular model combustor. Defective eigenvalues
are, e.g., exceptional points [106, 163, 211]. Note that in numerical computations, a defective
eigenpair cannot be obtained exactly due to round-off errors [163].

4.3 Spurious eigenpairs and incomplete spectra

Besides the strict mathematical classi�cations of eigenvalues, one may distinguish between
physical and spurious eigenpairs. Spurious eigenpairs are additional eigenpairs in the spectrum
of the eigenvalue problem, which are not valid solutions of the underlying physical system
and result as a by-product of approximations applied throughout the modeling cascade. Anal-
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ogously, eigenpairs may vanish due to approximations resulting in the determination of an in-
complete eigenspectrum. The approximations applied throughout the modeling cascade may be
distinguished in the following three steps:

1. Analytical modeling of a real-world problem.

2. Numerical discretization of the analytical model.

3. Approximations applied for the ef�cient solving of the thermoacoustic eigenvalue prob-
lem.

This work focuses on the approximations applied in the third step of the modeling cascade
and all spurious eigenpairs and incomplete spectra discussed result from the corresponding
approximations. Spurious eigenpairs or incomplete spectra corresponding to the approximations
made in the �rst or second step of the modeling cascade are not further analyzed.
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5 Contextualization and Discussion of
Publications

5.1 Consistent analysis of source terms in thermoacoustic
systems

Analyzing source terms that contribute to the generation of acoustic and convective perturba-
tions offers insight into the underlying physical mechanisms and their importance in various
physical con�gurations. For aconsistentanalysis, these source terms must be strictly sepa-
rated from propagation terms in the �ow differential equations. In the general case of a source
region in motion, this strict separation requires the tracking of the source region (see PAPER-
ALE [168]). In thermoacoustic systems, the most prominent source region is the exothermic
reaction zone of the �ame, which may generate acoustic, vortical, entropic or compositional
perturbations in response to various disturbances.

For the source terms of entropy perturbations generated by a �ame, several studies, e.g.
[68, 176], derive from the entropy balance equations in differential form that the generation
of entropy disturbances originates from a perturbation of the heat-to-�ow power ratio( �! T/ pu )0

and conclude that the total unsteady heat release rate of a �ame contributes to the generation of
entropy waves. Several jump conditions derived from the same balance equations share this
conclusion [65, 107, 144, 244]. However, all these studies assume a �ame at rest. In con-
trast, a realistic �ame moves in response to various disturbances (e.g. acoustics, upstream
�ow velocity, vortical �ow structures, turbulence, fuel concentration, hot spots). Bauerheim
showed for a premixed �ame that the assumption of a �ame at rest results in the paradox
that in the zero Mach number limit, a resting �ame obeys volume instead of mass conserva-
tion [21]. Strobio Chenet al. [230] resolved that paradox by taking the �ame movement into
account. Furthermore, Strobio Chenet al. [230] analytically showed, utilizing a jump con-
dition, that neglecting the �ame motion results in a spurious generation of entropy inhomo-
geneities. Meindlet al. [161] visualized this spurious generation in spatially discretized numer-
ical simulations for a propagation-stabilized, one-dimensional �ame and a two-dimensional
duct �ame. Instead of the heat-to-�ow power ratio, the heat-added-per-unit-mass( �! T/ ½u)0

may be identi�ed from theoretical considerations or jump conditions accounting for the �ame
motion as the dominant mechanism generating entropy disturbances in premixed �ames, e.g.
[132, 199, 209, 214, 230]. For jump conditions, the need to account for the �ame movement
to accurately predict the generation of entropy perturbations in premixed �ames is widely ac-
cepted [46, 88, 95, 171, 226, 227] and introduced in the derivation. In contrast, the effect of the
�ame motion on the source terms of entropy disturbances in the integral/differential equation
is not apparent, and their isolation is not straightforward. This resulted in the misinterpreta-
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tion of some analytical terms as sources in several studies, e.g. [79, 256]. PAPER-ALE [168]
consistentlyisolates the source terms of entropy perturbations ingeneralthree-dimensional re-
active �ows by tracking the source region utilizing an ALE framework. In agreement with the
theoretical and quasi-one-dimensional results, this approach identi�es the perturbed heat re-
lease rate per unit mass (aligned with the mean entropy gradient) as the dominant contribution
to generating entropy perturbations in premixed �ames. In addition, PAPER-ALE combines
temperature-entropy diagrams with an order of magnitude analysis to discuss all non-diffusive
sources of entropy perturbations in the low-frequency and low-Mach number limit of premixed
�ames.

For acoustic perturbations, the local displacement of the �ame was identi�ed as an essential
driving mechanism for transverse high-frequency thermoacoustic modes [172, 222]. In addi-
tion, Meindlet al. [161] observed that neglecting the �ame movement results in a spurious gen-
eration of acoustic perturbations when this modeling assumption simultaneously alters the mass
�ow rate across the �ame front. Meindlet al. [161] demonstrated this numerically for a spa-
tially discretized one-dimensional, premixed, propagation-stabilized, passive (�! 0

T Æ0) �ame.
While this spurious generation of acoustic waves does not appear in the analysis of Strobio
Chenet al.[230] due to the assumptions intrinsic to the corresponding jump condition (constant
gas properties and retaining only terms up to �rst order in Mach number), PAPER-JUMP [169]
provides acomprehensivejump condition for arbitrary premixed �ames incorporating this ef-
fect. PAPER-JUMP [169] visualize this spurious acoustic wave generation for a �ame at rest
for a one-dimensional autoignition �ame. Overall, the framework in PAPER-ALE [168] can
be applied to derive an acoustic analogy toconsistentlyidentify the acoustic source terms of a
moving �ame front in three-dimensional �ows (see Appendix A.2).

Furthermore, note that the procedure forconsistentlyisolating source terms detailed in PAPER-
ALE [168] applies to any balance equations of perturbed quantities. Thus, it can also be used to
identify the source terms corresponding to vortical or compositional perturbations for a moving
�ame front.

Besides theconsistentisolation of source terms, PAPER-ALE [168] offers an analytical frame-
work to analyze the modeling errors corresponding to various modelseu0

s, j , e.g., a �ame at
rest (eu0

s, j Æ0), approximating the �ame displacement velocityu0
s, j . The modeling error is de-

termined by subtracting the source terms identi�ed with the procedure in PAPER-ALE [168]
from the approximate differential equation obeyingeu0

s, j . For convective perturbationsÃ 0 such
as entropic, vortical or compositional disturbances, the direct error² conv of neglecting the �ame
movement (eu0

s, j Æ0) is for example given by (see Appendix A.1)

² convÆ ¡u0
s, j

@Ã

@x j
. (5.1)

² conv becomes maximal if the �ame is displaced in the direction of the mean gradient ofÃ and
vanishes in case the displacement is orthogonal to the mean gradient ofÃ . Analogously, the
direct error² ac in the generation of acoustic perturbations resulting from neglecting the �ame
movement (eu0

s, j Æ0) is identi�ed as (see Appendix A.2)
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Publication
��! T(s,x)
�! T(x)

ûs, j (s,x) mixed term

Zellhuberet al. [259] p̂
° p

1 û j

Méry [170] ¡ 1
s

@̂u j

@x j
û j

Heilmannet al. [105] ¡ û j

Avdonin [16] ¡ 1
s

@̂u j

@x j
û j �̂! Avdonin

Table 5.1:Closure models for the spatial distributionQ (s,x)

² ac represents spurious acoustic sources of monopole and dipole type resulting from a spurious
mass �uxu0

s, j
@½
@x j

and a spurious momentum �uxu0
s, j

@½u i
@x j

, respectively, through the �ame front.

Understanding the mechanisms that result in the generation of spurious perturbations is impor-
tant to assess the quality and applicability of various modelseu0

s, j for speci�c application cases.
Especially for hybrid linearized thermoacoustic models based on partial differential equations
(LNSE, LEE, APE, Helmholtz) using global �ame transfer functionsF (s), incorporating the
�ame movement poses a problem. In this case, a model approximating the spatial distribution
of the heat release perturbationQ (s,x) (Eq. (3.9)) is required. The �ame displacement velocity
ûs, j (s,x) (frequency space) is intrinsically encoded inQ (s,x). In low-frequency applications, a
common assumption is to assume that this spatial distribution follows the mean heat release rate
(e.g. [17, 92, 160, 182])

Q (s,x) Æ
�! T(x)

R
­ �! T dx

. (5.3)

However, Meindlet al. [161] showed that this approximation intrinsically neglects the �ame
movement. Instead, tracking the �ame displacement with an ALE framework provides the gen-
eral spacial distribution [105, 259]
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The �rst term (I) corresponds to the �uctuations within the ALE reference frame tracking the
�ame. The second term (II) represents the �uctuations observed locally in an Eulerian frame-
work due to the displacement of the �ame. However, the application of Eq. (5.4) in hybrid ther-
moacoustic models requires closure models for the heat release rate perturbation observed in the
moving reference frame��! T(s,x) and the mesh velocitŷus, j (s,x). In literature, various models
have been proposed and are listed in Tab. 5.1. The models proposed by Zellhuberet al. [259],
Méry [170] and Heilmannet al. [105] assume the displacement of the exothermic reaction

1Zellhuberet al. [259] provide an additional term
¡
e�! T/ e½

¢0
/
¡
e�! T/ e½

¢
corresponding to the mass-speci�c heat

release rate in the moving reference frame. However, this term itself requires a closure model, which is not provided
by Zellhuberet al. [259]. Therefore, this term has been neglected in all applications of the Zellhuber model [16]
and is consequently neglected in Tab. 5.1.
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zone to occur simply as a response to velocity perturbations. However,ûs, j (s,x) may be af-
fected also by changes to the local reaction velocity. For example, the local reaction velocity of
propagation-stabilized �ames might be affected by perturbations of the local �ame front cur-
vature, which alters local diffusive effects such as thermal preheating. In autoignition �ames,
the reaction velocity is additionally sensitive to pressure, temperature and compositional �uctu-
ations [31, 86, 169, 258]. Avdonin [16] reformulates the monolithic LRF equations utilizing a
tabulated chemistry approach to formulate a model forQ (s,x). The resulting model adds an ad-
ditional correction term̂�! Avdonin to the model of Méry [170] corresponding to the reaction-rate
perturbations of the progress variable. However, the perturbation of the progress variable is not
explicitly resolved in hybrid thermoacoustic models and the formulation of Avdonin [16] can
not be used directly. Ultimately, better models forQ (s,x) and, therefore, for��! T(s,x) and ûs, j
are required for the use in hybrid thermoacoustic models.

5.2 Consistent inference of global �ame transfer functions
from experimental pressure measurements

Two established approaches exist to determine global �ame transfer functionsF (s) from ex-
perimental measurements - the optical and the acoustic approach.

Theoptical approach measures the �ltered chemiluminescence intensityI of free radicals such
as CH* [19, 66], OH* [5, 19, 26, 133] or C2* [201] in the reaction zone of the �ame. The
heat release rate perturbation�­ 0

T/ �­ T, necessary to identify the global FTFs (Eq. (3.8)), is then
determined by correlation with the intensity perturbationsI 0/ I . For fully premixed �ames in
low Mach number �ows and assuming small perturbations,I 0/ I and �­ 0

T/ �­ T linearly depend
on each other and can be used interchangeably. In this case, the optical approach works well
[19, 26]. This changes for cases whereI and �­ T show distinct sensitivities to more than one
perturbed �ow variable, e.g., for partially premixed �ames [26, 216, 217]. For partially pre-
mixed �ames, the heat release rate depends linearly on both the mass �ow rate through the
�ame front and the equivalence ratio. In contrast, the intensity shows a linear dependence on
the mass �ow rate but an exponential dependence on the equivalence ratio [108]. For such cases,
Schuermanset al. [217] proposed to measure the chemiluminescence of several free radicals to
separately identify the contributions toI 0/ I , such as the mass �ow rate and equivalence ratio
perturbations in a partially premixed �ame, by solving the inverse problem.�­ 0

T/ �­ T is built from
this result in a subsequent step. While the method proposed by Schuermanset al. [217] is con-
sistent, it is susceptible to measurement errors [218]. In high-pressure applications, the optical
approach is additionally restricted by constraints regarding the optical access, heat radiation
from combustor walls and a reduced chemiluminescence intensity due to a lower probability of
forming the free radicals [218]. Overall, the optical approach is not well suited for cases such
as partially premixed �ames or spray �ames, in particular at engine-like operating conditions.

Theacousticapproach reconstructs the �ame transfer matrix from measured acoustic pressure
perturbations with two microphone arrays located in a duct upstream and downstream, respec-
tively, of an acoustically forced combustor. The global FTF is determined in a subsequent step
from the �ame transfer matrix. The acoustic approach is based on the direct evaluation of acous-
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5.2 Consistent inference of global �ame transfer functions from experimental pressure
measurements

Figure 5.1: Schematic representation of (a) a simple test rig and (b) a test rig with a realistic
gas turbine combustor as test section, both under reactive ("hot") conditions. Sirens
are not shown.

tic sources and is applicable independent of the level of premixedness, fuel composition or
operating pressure. Therefore, the acoustic approach is not limited by the restrictions of the
optical approach. However, the post-processing of the measurement data is more demanding in
comparison [26]. The acoustic approach can be subdivided in the following steps:

1. The acoustic pressure signals of each microphone array are used to reconstruct locally the
complex wave amplitudes of the upstream and downstream traveling acoustic waves. This
reconstruction requires two acoustically independent test states [1] and assumes plain
acoustic waves propagating with a constant velocity in a duct of constant cross-section
(green regions in Fig. 5.1). Theoretically, this reconstruction may be performed with two
microphones per array (two-microphone method [51, 122, 223]). However, to increase the
robustness of the reconstruction, at least three microphones per array (multi-microphone
method [192, 193]) are typically used nowadays. Paschereit and Polifke [186–188] were
the �rst to adopt the multi-microphone method for combustion applications.

2. The locally reconstructed acoustic wave amplitudes are used to determine the transfer
matrix of the combustorC enclosed by the two microphone arrays. The resultingC is a
black box model of the combustor section between the reference positions 'u' and 'd' (see
Fig. 5.1).

3. The �ame transfer matrixF is an intrinsic part ofC and needs to be isolated. The estab-
lished approach [214, 216] treats the combustor as a sequence of a burner section and the
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�ame. The corresponding combustor transfer matrix is modeled as the product ofF and
the burner transfer matrixB,

C ÆFB. (5.5)

Under this assumption,C is referred to as the "burner-�ame transfer matrix" (BFTM),
and thus, the overall approach is called the "BFTM approach" throughout this work. The
BFTM approach uses a second measurement at the same operating point without fuel
injection ("cold" combustor,F ÆI) to determineB, assuming an unchanged transfer be-
havior of the burner section [214, 216]. Then, the �ame transfer matrixF ÆCB¡ 1 can be
ultimately inferred. The BFTM approach has been successfully applied for a wide vari-
ety of �ame response studies in simplistic test rigs with a burner section in between two
ducts, e.g. [18, 26, 27, 53, 54, 129, 156, 212], as displayed in Fig. 5.1a.

For test rigs with more complex features, such as the combustor section displayed in
Fig. 5.1b, the assumptions of the BFTM approach no longer hold [9, 72]. In such a test
rig, acoustic branches bypassing the �ame, e.g. through the bypass annulus and the effu-
sion cooling holes, or acoustic scattering within the combustor section, e.g. at an area
contraction at the end of the combustion chamber, invalidate Eq. (5.5). PAPER-MBI
[74] visualizes the resulting inconsistency of the BFTM approach for SCARLET (SCaled
Acoustic Rig for Low Emission Technology) [82, 83], a rig to test aero-engine burners
under realistic engine conditions at a low technology readiness level. Signi�cant errors in
the computedF showcase the need for more sophisticated models to represent the interior
dynamics of the combustor section in test rigs with complex features. Thus, PAPER-MBI
[74] develops aconsistentframework to inferF from C in such cases,

F Æ
£
Tru (C¡ Tdu)¡ 1 TdpÅ Trp

¤¡ 1
. (5.6)

In contrast to the BFTM approach, a second measurement of the non-reacting test rig
is insuf�cient to fully characterize the interior dynamics of the combustor. Instead, the
novel method relies strongly on the accurate modeling of the acoustic interaction en-
cased in the transfer matricesTru, Tdu, Tdp andTrp, bridging the gap between the states
'u','d','r' and 'p' in Fig. 5.1b. Eq. (5.6) is referred to as theModel-Based Inference(MBI)
method. PAPER-MBI [74] uses a low-order network model to apply the MBI method to
SCARLET, showcasing the capabilities of the method and its applicability to complex
test rigs. A follow-up study2 [113] indicated that the usage of additional measurement
of the non-reacting test rig (not necessarily at the same operating point) may be used to
reduce systematic modeling errors and to improve the robustness of the MBI method.

4. The global �ame transfer functions can be approximated fromF by utilizing an analytical
model such as the Rankine-Hugoniot jump condition, e.g. [88, 230] or PAPER-JUMP
[169].

5.3 Comprehensive thermoacoustic jump conditions

Jump conditions that describe the coupling of perturbations across compact elements, e.g.
�ames [65, 88, 146, 169, 230], area jumps [65, 69, 103, 219], compact nozzles [59, 60, 153, 155]

2student thesis of Thomas Hollweck [113] supervised by the author
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5.3 Comprehensive thermoacoustic jump conditions

Paper O(M x ) cp ¦ Å / ¦ ¡ s ck u0
s

Chu [48] O
³
M

1
´

cp(Yk ) X (X )3 - X

Dowling and Stow [65] O
³
M

0
´

cp X (X )4 - -

Schuermans [214] O
³
M

1
´

cp(Yk ) X (X )5 (X ) X

Strobio Chenet al. [230] O
³
M

1
´

cp X X (X ) X

Li and Morgans [146] O
³
M

0
´

cp(T,Yk ) X - - -

Gantet al. [88] O
³
M

1j2¡ 3
´

cp X X - X

PAPER-JUMP [169] O
³
M

1
´

cp(T,Yk ) X X X X

Table 5.2:Established jump conditions derived for premixed �ames and the assumptions used.
The table marks the subset of the modelled characteristics (acoustic¦ Å / ¦ ¡ , entropic
s, compositionalck ), the usage of simpli�ed gas properties (cp), the approximation
order in Mach number (O(M

x
)) and if the �ame movementu0

s is accounted for.
Lumped compositional perturbations, e.g., in terms of equivalence perturbations,
are checked in brackets. Two exponents are detailed forO(M

x
) if the approximation

order in Mach number is chosen differently for the mean �eld (�rst exponent) and the
perturbed �elds (second exponent). More details are found in PAPER-JUMP [169].
(Table adopted from PAPER-JUMP [169])

or junctions [127], are key elements of every thermoacoustic network model. Their trans-
fer/scattering matrices provide insight into the coupling of characteristic perturbations across
the compact elements and may help to gain a fundamental understanding of the underlying
physical mechanisms. Depending on the application case, applying jump conditions (standalone
or as a subsystem in network models) requires a trade-off between accuracy and computational
ef�ciency. Additional assumptions may be used to reduce the complexity or increase the nu-
merical ef�ciency. The most common simpli�cations are to assume simpli�ed gas properties,
use a reduced order in Mach number approximation, or restrict the derivation to a subset of
perturbations, e.g., neglect convective perturbations. Jump conditions with low complexity or
high numerical ef�ciency are mostly favored, focusing on gaining a fundamental understanding
or performing extensive parameter studies. Problematically, the corresponding simpli�cations
are typically introduceda priori or during the derivation of the jump condition. While the cor-
responding result is valid for a speci�c application, thea priori introduction of simpli�cations
strongly limits the generality of the derived element. The jump condition must be rederived from
scratch if another application case violates one of the initial assumptions or has more stringent
accuracy requirements. An illustrative example of a repeatedly derived compact element is the
premixed �ame. Table 5.2 provides an overview of some established jump conditions of pre-
mixed �ames in chronological order.

PAPER-JUMP [169] proposes a Jacobian-based framework to derive jump conditions with wide

3Chu [48] considers only the incoming entropy perturbations0
1.

4Dowling and Stow [65] consider only entropy waves downstream of the �ame.
5Schuermans [214] considers only entropy waves downstream of the �ame.
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generality and �exibility to prevent the repeated derivation of the same jump condition for
various application cases. The proposed framework minimizes the assumptions made during
the derivation of jump conditions, resulting in a highly accurate6 formulation accounting for
acoustic, entropic and compositional perturbations. Application-speci�c assumptions may be
introduceda posteriori to simplify the highly accurate jump condition to a formulation with
increased ef�ciency and reduced complexity. Furthermore, the Jacobian modularity of the pro-
posed framework provides a structure that might be exploited for a numerically ef�cient imple-
mentation of the resulting jump conditions. The proposed framework is applicable for deriving
a variety of compact elements. The procedure is showcased in PAPER-JUMP [169] to derive a
highly accurate model for a lean premixed �ame. The lean premixed �ame model is then val-
idated utilizing a one-dimensional autoignition �ame burning a hydrogen-vitiated air mixture
typical for the second stage of the reheat combustion system [94]. The autoignition �ame is sen-
sitive to all incoming perturbations [31, 86, 258], has a non-negligible mean �ow Mach number
and hydrogen as a fuel ensures a change in gas properties across the �ame. The jump condition
derived in PAPER-JUMP [169] shows an excellent agreement with the reference solution. Fi-
nally, PAPER-JUMP [169] investigates the impact of the most frequently used simpli�cations
(reduced order in Mach number, constant gas properties, �ame at rest) on the accuracy of the
method.

Highly accurate jump conditions are typically required when used within network models to
infer information from experimental data, e.g., [253] or PAPER-MBI [74] since already small
inconsistencies in a jump condition might accumulate to signi�cant errors in a complex network
model [252].

5.4 Coherent solution strategies for the thermoacoustic
eigenvalue problems

In the most general case and as discussed in Sec. 4, the eigenvalue problem resulting from
linearized thermoacoustic models is nonlinear. Since the number of eigenpairs of a nonlinear
eigenvalue problem is potentially in�nite [102], it is usually not possible to compute all eigen-
pairs. On the other hand, missing an unstable eigenpair is a potentially catastrophic case for
the thermoacoustic system. Thus, any method used for solving the thermoacoustic eigenvalue
problem must meet the following requirements to perform a reliable thermoacoustic stability
analysis:

(I) The solution procedure computes all relevant eigenpairs (a) reliably, (b) accurately and
(c) ef�ciently.

(II) The solution procedure avoids the computation of spurious eigenpairs if possible.

Relevant eigenpairs correspond to eigenvalues within and close to the unstable half-plane. Ad-
ditionally, an application-speci�c cut-off frequency can be determined since high-frequency

6Highly accurate in the context of jump conditions.
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Figure 5.2: Eigenvalues of the MICCA combustor [32, 143] at EM2C (CentraleSupérlec) com-
puted with different solution strategies. Displayed are the computed physical eigen-
values (), the missed physical eigenvalues () and computed spurious eigenval-
ues () calculated with (a) a �xed-point iteration (outer iteration method) with the
passive thermoacoustic modes as initial guesses () as proposed by Nicoud and
Benoit [182], (b) Beyn's method [23] (contour integration) utilizing the contour
displayed, and (c) the Krylov-Schur algorithm [228, 229] applied to an approxi-
mated REVP. (Results are adopted from (a) Buschmannet al. [40] and (b) & (c)
PAPER-NLEVP [167])

perturbations are damped more strongly7 and are typically subject to lower driving rates result-
ing from the �ow-�ame feedback8. The cut-off frequency depends on the geometrical dimen-
sions, the feedback mechanism and the operating conditions of a thermoacoustic system. It may
range from several hundredHz for longitudinal instabilities up to severalkHzfor high-frequent
transverse modes. An additional challenge for solution methods of the thermoacoustic eigen-
value problem is a high number of eigenvalues, e.g. due to clusters of (intrinsic) eigenmodes
in annular or can-annular combustors [39, 84, 85, 241, 242], complex geometries [194] or hy-
drodynamic processes [159]. Overall, three basic methodologies have been used to solve the
thermoacoustic NLEVP:

• Outer iteration methods, e.g. �xed-point iteration [40, 164, 182], Newton's method
[102, 123, 164] or more generally Householder's method [115, 164], iterate from an ini-
tial guess of an eigenvalue to a solution of the system. An initial guess within the basin of
attraction of each relevant eigenvalue is needed to ful�ll requirement(Ia). For thermoa-
coustic systems, Nicoud and Benoit [182] proposed to use a �xed-point iteration starting
from the eigenvalues of the "passive" thermoacoustic system. The "passive" system de-
notes the thermoacoustic system ("active" system), additionally assuming a steady heat
release from the �ame (�! 0

T Æ0). However, this approach has severe shortcomings. First,
relevant eigenpairs in the "active" thermoacoustic system may not exist or are way outside
the relevant region in the "passive" thermoacoustic system. For example, intrinsic ther-

7The impact of diffusive effects on perturbations typically increasing with frequency.
8The �ow-�ame feedback in form of the FTF typically shows a low pass �lter behavior.
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moacoustic (ITA) modes [29, 75, 110] do not exist in the "passive" thermoacoustic system
[114, 224]. Second, the basin of attractions of the individual eigenpairs of the "active"
system are complex-shaped and of different sizes. Thus, it is common that an eigenpair
of the "passive" system is not located within the basin of attraction of the correspond-
ing eigenpair of the "active" system. Buschmannet al. [40] discussed the �rst and second
shortcomings. Figure 5.2a shows their results, visualizing numerous missed eigenpairs by
the �xed-point iteration applied. Furthermore, Mensahet al. [164] showed that ITA modes
can be repellors for the �xed-point iteration. In contrast, Newton's method, or generally
Householder's method9, uses additional gradient information and guarantees all thermoa-
coustic eigenvalues to be attractors. The basin of attraction of ITA modes increases with
increasing order of Householder's method. On the downside, an increasing portion of
initial guesses does not converge at all. Overall, the lack of a general methodology for
choosing initial guesses requires a grid search throughout the relevant part of the stability
map. In combination with an unknown and potentially large number of eigenpairs with
complex shaped and different-sized basins of attractions, this approach is neither reliable
nor ef�cient for computing all relevant eigenpairs. Therefore, outer iteration methods vi-
olate the requirements(Ia) and(Ic) and should not be used for a thermoacoustic stability
analysis.

• Contour integrationmethods, e.g. Beyn's method [23] or the Sakurai-Sugiura method
[15, 208, 255], are based on Cauchy's integral theorem [44] combined with Keldysh's ex-
pansion [130] of the operatorN (s)¡ 1 (see Eq. (4.1)) [102]. The contour integration uses
a user-de�ned closed contour within the complex stability map to �lter [239] the spec-
trum. All eigenpairs within the contour are retained and are found – in theory. In practice,
the accuracy and completeness of the computed spectrum within the contour depend on
user-de�ned parameters. Those parameters may include the number of quadrature points
used to discretize the speci�ed contour, an estimated upper bound of the summed ge-
ometric multiplicities of all eigenvalues within the contour and some tolerance values
to remove spurious eigenmodes from the spectrum. Buschmannet al. [39, 40] applied
Beyn's method to thermoacoustic systems based on the Helmholtz equation, proving its
capabilities of �nding eigenpairs of simple or semi-simple type, even if they are clustered
in a small region (see Fig. 5.2b). A direct comparison of Buschmannet al. [40] between
Beyn's method and the �xed-point iteration proposed by Nicoud and Benoit [182] demon-
strates the superiority of Beyn's method for thermoacoustic systems concerning the com-
putation of a complete eigenspectrum. PAPER-NLEVP [166, 167] utilizes analogous test
cases as Buschmannet al. [40] to investigate in more detail the role of the user-de�ned pa-
rameters in Beyn's method on the completeness and the precision of the computed eigen-
spectrum. With respect to the requirements formulated for a reliable method of solving
the thermoacoustic eigenvalue problem, Beyn's method performs as follows:

(Ia) Beyn's method provides a theoretical guarantee of �nding all eigenvalues in a spec-
i�ed contour [23]. In practice, this guarantee holds as long as the estimate of the
summed geometric multiplicities is larger than the actual number of geometric mul-
tiplicities within the contour.

(Ib) The accuracy of the computed eigenpairs in Beyn's method strongly depends on

9Householder's method is a generalization of Newton's method to higher perturbations.
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the interplay of the user input parameters and is typically unknowna priori. Espe-
cially eigenpairs in proximity but outside of the speci�ed contour substantially im-
pact the accuracy of the computed eigenspectrum. These eigenpairs are not fully �l-
tered out from the spectrum due to the numerical discretization of the contour [239].
Thus, these eigenpairs should be accounted for when estimating the upper bound of
summed geometric multiplicities inside the �lter spanned by the discretized con-
tour. This is highly relevant for thermoacoustic systems with a large number of
eigenmodes. In addition, a subsequent iterative scheme may be used to converge
the computed eigenvalues to the required accuracy level.

(Ic) Beyn's method requiresN independent LU-decompositions, whereN is the number
of quadrature points used to discretize the speci�ed contour. The method scales
well for parallel computations due to the independence of these LU-decompositions.
However, for ef�cient computations, it is recommended to chooseN relatively low
and increase the estimate of the summed geometric multiplicities within the �lter
spanned by the contour instead.

(II) The number of computed spurious eigenpairs may be as high as the difference be-
tween the actual sum of geometric multiplicities inside the �lter spanned by the
discretized contour and its estimated upper bound. Consequently, each eigenpair
has to be double-checked, e.g. via the residual [23] or with a subsequent iterative
procedure [40].

Contour integration methods to solve the thermoacoustic eigenvalue problem have been
used by [39, 40, 166, 167, 184].

• The last strategy is to approximate the NLEVP with a LEVP for which a multitude of
well-established LEVP solution methods [207] can be applied, e.g. the Arnoldi [14] or
the Krylov-Schur [228, 229] algorithm combined with a shift-and-invert spectral trans-
form. Therefore, the NLEVP is reformulated in two steps. First, the NLEVP is approx-
imated via an NLEVP of a simpler structure, such as a REVP (see Sec. 4.1). Since the
REVP typically approximates the NLEVP well only in a limited region of the complex
domain, care has to be taken that this approximation is suf�ciently accurate in the re-
gion of interest. Criteria on the quality of this approximation, e.g. [102], can be used to
de�ne regions of con�dence [213]. In a second step, the REVP is recast into a LEVP
of higher dimension [231]. For a direct comparison with Beyn's method (contour in-
tegration), PAPER-NLEVP [166, 167] computed the same testcases with this approach
utilizing the Krylov-Schur algorithm and a shift-and-invert spectral transform. With re-
spect to the requirements set for a reliable method to solve the thermoacoustic eigenvalue
problem, this approach has the following properties:

(Ia) The completeness of the spectrum within the region of interest cannot be guaranteed,
if the REVP results from a general NLEVP (see discussion in Sec. 4.3). However, no
problems with incomplete spectra have been observed in PAPER-NLEVP [166, 167]
for testcases including mode clusters as well as eigenpairs of simple, semi-simple
and almost defective types (see Fig. 5.2c). If the thermoacoustic NLEVP is already
of rational type (see discussion in Sec. 4.1), no approximations are needed and the
eigenspectrum is complete.
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(Ib) The accuracy of the computed eigenpairs depends mainly on how well the REVP
approximates the NLEVP locally. If the thermoacoustic NLEVP is already of ratio-
nal type, the requested accuracy is easily set in the solvers used to solve the linear
eigenvalue problem.

(Ic) Assuming a single shift10, the main computational effort in solving the linear eigen-
value problem results from a single LU-decomposition. Note that the reformulated
linear eigenvalue problem has more degrees of freedom than the REVP or NLEVP.
However, especially for large eigenvalue problems this increase is typically negligi-
ble. An exception is the quadratic dependence ons in the Helmholtz equation (see
Tab. 4.1), which doubles the degrees of freedom.

(II) For the spurious eigenvalues, analogous arguments to(Ia) and Sec. 4.3 apply.

For thermoacoustic systems, this method has been used extensively, e.g. [17, 30, 76, 160,
215].

PAPER-NLEVP [166, 167] compares the contour integration method and the approach utilizing
a rational approximation directly. They conclude that for the contour integration, the combina-
tion of an a priori unknown accuracy level combined with an unknown but potentially large sum
of geometric multiplicities inside and in the proximity of the contour renders the user-de�ned
input parameters hard to set ef�ciently. In contrast, the approximation with a rational eigen-
value problem has been found to compute the complete eigenspectrum with only a few spurious
eigenpairs. In addition, the computation of the higher dimensional LEVP usually results in a
speed-up and avoids hard-to-set user parameters. The errors introduced by the rational approxi-
mation have been small and found to be minor in comparison to the advantages of the approach.
In addition, no approximation error exists if the NLEVP is already rational, which is a quite
common case in practical applications.

10shift-and-invert spectral transform
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6 Outlook

In this publication-based thesis, several linearized thermoacoustic models have been developed
and analyzed. A focus onconsistencyandcomprehensivenessrenders the developed models
and frameworks applicable for a wide range of application cases. The developed models and
performed analysis contribute to the understanding and prediction of thermoacoustic phenom-
ena and build a solid groundwork to accelerate future research and development on various
thermoacoustic systems.

To further strengthen the basis laid out by the developed methodologies, the following projects
have been identi�ed for future research:

1. Analyzing additional sets of linear balance equations and methodologies concerning the
implication of the �ame front movement:

The framework in PAPER-ALE [168] provides a comprehensive approach to under-
standing the physical mechanisms underlying the generation of various perturbations for
sources in motion in three-dimensional reactive �ows. Within this thesis and PAPER-
ALE [168], the framework is applied to the LRF equations to identify the effects of
�ame movement on the sources of the characteristic perturbations. Furthermore, spuri-
ous sources of perturbations resulting from modeling errors are identi�ed analytically for
cases in which a �ame model approximating the �ame movement is used. For example,
knowing these spurious sources is essential to assess the quality of �ame models used in
hybrid linear thermoacoustic models. The formulations detailed in Appendix A directly
apply to the LNSE and the LEE.

However, besides the LRF, LNSE and LEE, additional sets of linearized equations and
linear methodologies are used to analyze thermoacoustic systems. To indentify inconsis-
tencies and misinterpretations, the framework in PAPER-ALE [168] should be used to
identify the implications of �ame front motion and the sensitivities to modeling errors
within additional methodologies such as:

a. The Acoustic Perturbation Equations.
The APE framework [36, 77] has been used in previous studies, e.g. [36–38, 89, 189,
190], to analyze thermo-acoustic sources in reactive �ows. These studies identi�ed
source terms of signi�cant strength in addition to the unsteady heat release rate con-
tributing to the overall sound emission. In particular, accelerating entropy gradients
were identi�ed as a signi�cant or even dominant contributor [189, 190]. However,
this �nding contradicts the established understanding of unsteady heat release rate
as the sole - or at least predominant - acoustic source in thermoacoustic systems.
So far, this controversy has not been resolved. A hypothesis is that the additional
sources may be spurious, arising from a misrepresentation of �ame movement. This
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effect is thought to be similar to the generation of spurious perturbations in LNSE
simulations, which occur when the closure model of the perturbed heat release rate
�! 0

T fails to adequately capture the �ame movement [161]. Thus, a consistent anal-
ysis of the APE framework concerning the in�uence of �ame movement would be
valuable for identifying potential inconsistencies, either supporting or refuting this
hypothesis. To perform the corresponding derivations, the steps in deriving the APE
(see [36, 77]) should be applied to the LRF equations formulated in an ALE refer-
ence frame. Furthermore, a strict separation between propagation and source terms
may be obtained by applying the framework in PAPER-ALE [168].

b. Energy-based methods.

Starting from the early works of Lord Rayleigh [202], energy-based methods have
been used to de�ne stability criteria for thermoacoustic systems and analyze various
processes contributing to the ampli�cation or damping of thermoacoustic instabili-
ties. By recombining the perturbed reactive �ow equations, energy-based methods
de�ne a balance equation of a prede�ned perturbation energyE,

@E

@t
Å

@WE,j

@x j
Æ�! E . (6.1)

The perturbation energyE increases when the sources�! E exceed the energy losses
via �uxes

@WE,j

@x j
,

@E

@t
È 0 , �! E È

@WE,j

@x j
. (6.2)

Eq. (6.2) balances the perturbation energy locally and instantaneously. However,
global energy budgets,
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dx , (6.3)

energy budgets averaged over one perturbation period,

I
@E

@t
dt È 0 ,

I
�! E dt È

I @WE,j

@x j
dt , (6.4)

or a combination of both are more relevant to assessing the stability properties of a
thermoacoustic system. Examples of perturbation energy budgets are the Rayleigh
criterion [202], extended Rayleigh criteria [181], and balances of acoustic [42, 175]
or generalized perturbation energies [34, 49, 179].

Perturbation energy budgets are typically formulated in an Eulerian reference frame
and, hence, do not track the movement of the �ame front. Following the argumenta-
tion in PAPER-ALE [168], this results in the incomplete separation between prop-
agation and source terms and may result in misinterpreting source mechanisms of
perturbation energy and misleading local energy budgets. Thus, the framework of
PAPER-ALE [168] should be applied to the derivation of perturbation energy bud-
gets to strictly separate propagation and source terms, identifying the effect of local
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�ame movement. For this purpose, the steps in deriving the individual energy bud-
gets should be applied to the reactive �ow equations1 formulated in an ALE refer-
ence frame. A strict separation between propagation and source terms is obtained
by following the framework in PAPER-ALE [169].
As a short remark, even though budgets of perturbation energy are widely used, the
meaningful de�nition of disturbance energyE remains a topic of active research [90,
91].

2. Developing a comprehensive model for the �ame front movement in various three-
dimensional application cases:

A prerequisite to quantifying sources in three-dimensional �ows or deriving quantitative
�ame models, e.g. for hybrid linear stability analysis, is a closed form of the underlying
set of linearized balance equations. A speci�c model for the mesh velocityu0

s, j is required
to obtain a closed form for any set of linearized balance equations formulated in the ALE
reference frame2. Thus, mathematical conditions or quantities characteristic to the source
region of interest, e.g. the exothermic reaction zone of a �ame, must be de�ned to enable
its tracking3. Overall, three conditions are required in the general three-dimensional case
since the mesh velocityu0

s, j is a vector. For example, a progress rate of reaction in com-
bination with the stretch and the curvature of the �ame front may be used to track the
exothermic reaction zone of a �ame.

Next, the mesh velocityu0
s, j may be identi�ed after specifying the ALE tracking condi-

tions. Note that the displacement of the �ame is intrinsic to the LRF equations [161] –
independently of the reference frame. Thus, combining the LRF equations and the ALE
tracking conditions provides a closed system of analytical differential equations. Their
solution is the mesh velocity as a function of all other perturbed and base �ow �eld quan-
tities,

u0
s, j Æf

³
½0,u0

i ,E
0,Y 0

k ,½,u i ,p ,E,Y k , ...
´
. (6.5)

The remaining question is whether a closed-form analytical solution ofu0
s, j can be found.

In pursuit of a closed form ofu0
s, j , the derivation may be eased by performing it in several

steps for systems with increased complexity, e.g. for a one-dimensional kinematically sta-
bilized �ame, a one-dimensional autoignition �ame, and eventually a three-dimensional
propagation-stabilized �ame without and with diffusion all �rst for perfectly and then
partially premixed �ames. Taking advantage of the linearity of the underlying system
of equations, the different effects adding tou0

s, j can be superpositioned. In addition, the
triple decomposition proposed by Heilmannet al. [105] may help to solve the system of
partial differential equations to �nd a closed form foru0

s, j .

For hybrid linearized models, the general solution of the mesh velocityu0
s, j is not directly

applicable due to some unresolved perturbed quantities. For example, the LNSE do not

1Since the perturbation energy is a second-order perturbation, the �rst-order LRF equations, as stated in
Sec. 2.3, are useless for deriving perturbation energy balances. Thus, deriving a consistent balance equation for the
perturbation energy must start from the reactive �ow equations (Sec. 2.2).

2Note that the Eulerian (u0
s, j Æ0) and the Lagrangian (u0

s, j Æu0
j ) reference frames are speci�c forms of an ALE

framework with very particular choices ofu0
s, j . Thus, both – the Lagrangian and the Eulerian reference frame –

provide closed forms for any set of linearized balance equations since the mesh velocityu0
s, j is de�ned by default.

3The tracking is perfect when the source region of interest is at rest in the ALE reference frame.
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resolve the species mass fractionsY 0
k . Thus, the unresolved perturbed quantities must be

approximated via the available variables, e.g. for the LNSE

Y 0
k Æf

³
½0,u0

i ,E
0,½,u i ,p ,E,Y k , ...

´
. (6.6)

Eventually, an approximated mesh velocityu0
s, j for hybrid linearized models is obtained

by substituting these approximate perturbations into Eq. (6.5).

3. Extending the MBI method to increase accuracy and reliability of �ame transfer matrix
predictions:

The MBI method relies strongly on accurately modeling the inner dynamics of the
thermoacoustic system. Systematic modeling errors directly falsify the inferred �ame
transfer matrices. Furthermore, assessing the quality of the predicted �ame transfer
matrix coef�cients is dif�cult since the corresponding uncertainty bounds are unknown
in the current formulation of the MBI method. Incorporating measurement and model
parameter uncertainties and combining the MBI method with statistical procedures
such as Bayesian inference (see [33, 152] for the mathematical details) may relax these
constraints. The statistical procedures enable the determination of the most probable
model parameters for a given model, the uncertainties of model parameters, and the
uncertainties in the model prediction [124, 253, 254]. Additional measurements, e.g. of
the cold combustor, may be used to reduce uncertainty bounds and to rate the quality
of various models in representing the thermoacoustic system [124, 253, 254]. Note that
choosing the most suitable model will reduce but not erase systematic modeling errors.
Especially when experimental data is limited or for test rigs with complex features,
relevant systematic modeling errors may remain. A promising idea for further reducing
the impact of systematic modeling errors on the identi�ed �ame transfer matrix is to
take advantage of the correlation between systematic modeling errors of the hot and cold
combustor [113]. A �rst analysis of the MBI method in this direction shows promising
results [113]. However, a systematic approach still must be developed. Future studies in
this direction should focus on establishing criteria to determine if a viable correlation
between the hot and cold combustor matrices exists. Additionally, future studies should
work on optimizing the placement of correction terms to minimize the impact of system-
atic modeling errors on the identi�ed �ame transfer function when a viable correlation is
present.

4. Building a network modeling toolbox based on the framework in PAPER-JUMP [169]:

So far, the Jacobian-based framework detailed in PAPER-JUMP [169] has only been
used for deriving comprehensive jump conditions for compact premixed �ames [169]
and area changes (Supplementary Material to PAPER-JUMP [169]). However, other
compact elements exist that are essential to representing thermoacoustic systems with
network models. The framework in PAPER-JUMP [169] should be applied to derive
such models. Examples of additional essential compact elements are various types of
junctions. Appendix B comments on the procedure to derive compact jump conditions
for two types of junctions – the �ow split (1-N junction) and the �ow merge (N-1
junction). Eventually, a network modeling toolbox should be built incorporating the
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derived models and taking advantage of the Jacobian-based structure of the framework
in PAPER-JUMP [169].

5. Extending the framework in PAPER-JUMP [169] for non-compact elements:

The assumption of compactness limits the validity range of jump conditions. Especially
in low Mach number �ows when taking convective perturbations such as entropic or com-
positional disturbances into account, the assumption of convective compactness is a sub-
stantial restriction.

In the derivation of jump conditions, the assumption of (convective) compactness is intro-
duced by approximating all perturbed volume integrals, e.g. the accumulation term (see
PAPER-JUMP [169])

P0:Æ
@

@t

µZ

­
U dx

¶0

with U Æ
£
½,½u,½E,½Yk

¤T , (6.7)

in the limit of vanishing Strouhal numbers4 StÆ0 (O(St0)),

P0¼ P0̄̄
StÆ0 . (6.8)

Higher approximation ordersO(Stn ) must be taken into account to relax the assumption
of (convective) compactness,

P0¼
NX

nÆ0

dn P0

d Stn

¯
¯
¯
¯
StÆ0

Stn

n!
. (6.9)

Determining higher-order approximations is not straightforward. However, especially for
area changes, examples of transfer and scattering matrices relaxing the assumption of
compactness exist in the literature. For example, theL-³ -model of Schuermanset al. [219]
relaxes the assumption of acoustic compactness to �rst order in He5. Furthermore, Du-
ran and Moreau [67] utilize a Magnus expansion [25] to derive a solution for quasi-
onedimensional nozzle �ows for arbitrary orders in St and He. For determining higher-
order approximations for the accumulation term (Eq. (6.7)) of a premixed �ame, Ap-
pendix C outlines a �rst concept. Two cases are considered – a non-compact �ame
with and in�nitely thin �ame front (Appendix C.1) and a non-compact �ame sheet (Ap-
pendix C.2). The examples in Appendix (C) should serve as a �rst guideline on how to
relax the assumption of compactness within the framework of PAPER-JUMP [169]. This
guideline should be used to complete the derivation of a non-compact premixed �ame
element as well as to extend the procedure to other network elements.

To better understand the effects of non-compactness, �lter matrices

HT ÆT¡ 1
c Tnc and HS ÆS¡ 1

c Snc (6.10)

relating the compact (index 'c') and non-compact (index 'nc') transfer and scattering
matrices can be used. For example, Yoon [256] derived a spatial low-pass �lter behavior
for sources generating entropy perturbations within a convectively non-compact constant
temperature gradient at rest in a one-dimensional domain.

4or Helmholtz HeÆ0 (O(He0)) if only acoustic compactness is of concern
5The Helmholtz number He is the equivalent parameter to the Strouhal number St when considering acoustic

instead of convective compactness.
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7 Summary of Papers

7.1 An Arbitrary Lagrangian-Eulerian framework for the
consistent analysis of entropy wave generation

Label: PAPER-ALE [168]

Original Abstract: Entropy waves are generated in many technically relevant �ow processes
such as combustion, mixing, or convective heat transfer. When accelerated, entropy waves gen-
erate acoustic waves that contribute to the overall sound emission and can lead to self-excited
thermoacoustic instabilities, especially at low frequencies. In order to reduce or prevent these
undesirable byproducts of the �ow, an understanding of the generation mechanisms of entropy
waves is key. This study derives the analytical source terms of entropy disturbances for moving
sources in general three-dimensional reactive �ows. In this general setup, the consistent deriva-
tion of the generation mechanisms requires the tracking of the moving source for which an
Arbitrary Lagrangian-Eulerian (ALE) framework is utilized. The derived differential equations
provide a fundamental understanding of the underlying source mechanisms.

In addition, the general three-dimensional differential equations are reduced to a quasi-one-
dimensional jump condition to unify the analysis of the entropy wave generation. This uni�ed
framework is used for an in-depth analysis of a premixed �ame, where all source terms that
generate entropy disturbances are analyzed and their relative importance are quanti�ed. The
dominant contribution of unsteady heat addition per unit mass to the generation of entropy
waves is reaf�rmed for lean premixed �ames. Finally, by comparison with the entropy genera-
tion mechanisms of a heated gauze at rest, it is emphasized once more that a heat source at rest
is an invalid model for a premixed �ame.

Relevance for the thesis:Framework toconsistentlyanalyze the generation of various pertur-
bations resulting from general sources in motion. Exempli�ed for sources generating entropy
perturbations.

CRediT author statement: M. Merk: Conceptualization, Methodology, Validation, Formal
analysis, Visualization, Writing - original draft, Writing - review & editing.A. J. Eder: Concep-
tualization, Methodology, Validation, Formal analysis, Visualization, Writing - original draft,
Writing - review & editing, Project administration.W. Polifke: Conceptualization, Methodol-
ogy, Validation, Writing - review & editing, Supervision, Funding acquisition.

Status:Published inCombustion and Flame.

Review process:Peer-reviewed, Scopus listed.
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Reference: M. Merk¤ , A. J. Eder¤ , and W. Polifke. An Arbitrary Lagrangian-Eulerian
framework for the consistent analysis of entropy wave generation.Combustion and Flame
262:113334, 2024. doi: 10.1016/j.combust�ame.2024.113334. Reproduced on p. 63 ff.
(*Joint �rst authors)
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7.2 Model-based inference of �ame transfer matrices from acoustic measurements in an
aero-engine test rig

7.2 Model-based inference of �ame transfer matrices from
acoustic measurements in an aero-engine test rig

Label: PAPER-MBI [74]

Original Abstract: Flame dynamics in the form of a �ame transfer matrix (FTM) is not directly
measurable in a test rig, but must be deduced from transfer matrix measurements of the com-
bustion system. The burner-�ame transfer matrix (BFTM) approach for estimating the FTM is
based on local pressure signals from two microphone arrays located upstream and downstream
of the combustor. It combines acoustic transfer matrix measurements in non-reacting and re-
acting conditions, where the latter implicitly includes the �ame dynamics. A simple matrix
operation then yields the FTM. However, this approach assumes that there is loss-free wave
propagation at a constant speed of sound with no change in cross-sectional area between the
microphone locations and the burner/�ame. The present work demonstrates the limitations of
these assumptions when applied to a test rig with complex features, such as effusion cooling,
bypass annulus, and downstream end contraction. To remedy the shortcomings of the BFTM
approach, this work proposes a novel method to infer the FTM for complex combustors by
combining reactive transfer matrix measurements of the entire combustor with an accurate low-
order thermoacoustic network model (LOM) of the test rig. This generalized method reduces to
the BFTM approach as a special case.

In this work, the Rolls-Royce Scaled Acoustic Rig for Low Emission Technology (SCARLET)
operated under realistic engine conditions (Tin ¼ 825 K, p in ¼ 25 bar, kerosene) is used to
analyze the capabilities of the proposed model-based inference method and the limitations of the
BFTM approach. In a �rst step, a LOM based on the geometry and operating point of SCARLET
is formulated using a generic FTM. This generic model is used to visualize the limitations of the
BFTM approach in terms of various physical and geometrical parameters. Finally, experimental
measurement data is used to deduce the FTM of SCARLET using the proposed approach.

Relevance for the thesis:Consistentand quantitatively accurate framework for the inference
of �ame transfer matrices and �ame transfer functions from acoustic measurements.

CRediT author statement: A. J. Eder: Conceptualization, Methodology, Software, Valida-
tion, Investigation, Formal analysis, Data curation, Visualization, Writing - original draft, Writ-
ing - review & editing, Project administration.M. Merk: Conceptualization, Methodology,
Software, Validation, Investigation, Formal analysis, Data curation, Visualization, Writing -
original draft, Writing - review & editing.T. Hollweck: Conceptualization, Software, Valida-
tion, Investigation, Formal analysis, Data curation, Visualization, Writing - review & editing.A.
Fischer: Conceptualization, Validation, Investigation, Formal analysis, Data curation, Writing
- review & editing draft.C. Lahiri: Conceptualization, Validation, Investigation, Formal anal-
ysis, Data curation, Writing - review & editing draft.C. F. Silva: Conceptualization, Writing
review & editing draft.W. Polifke: Conceptualization, Writing - review & editing, Supervision,
Funding acquisition.

Status:Published inJournal of Engineering for Gas Turbines and Power.

Review process:Peer-reviewed, Scopus listed.
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Reference:A. J. Eder¤ , M. Merk¤ , T. Hollweck, A. Fischer, C. Lahiri, C. F. Silva, and W.
Polifke. Model-based inference of �ame transfer matrices from acoustic measurements in an
aero-engine test rig.Journal of Engineering for Gas Turbines and Power, 147(3):031022, 2025.
doi: 10.1115/1.4066366. Reproduced on p. 74 ff.
(¤Joint �rst authors)

Comment: A �rst version of this publication was presented and published in the proceedings
of theASME Turbo Expo 2024: Turbomachinery Technical Conference and Exposition[73].
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7.3 A Jacobian-based framework for the derivation of comprehensive thermoacoustic jump
conditions

7.3 A Jacobian-based framework for the derivation of com-
prehensive thermoacoustic jump conditions

Label: PAPER-JUMP [169]

Original Abstract: Low-order network models are an ef�cient framework to describe and pre-
dict thermoacoustic phenomena in con�ned combustion systems. These models are based on
the interconnection of compact and non-compact elements representing the main features of the
system. Assumptions such as reduced Mach number approximations or constant gas properties,
are typically applied in the derivation of these elements.

This work proposes a Jacobian-based framework for the derivation of comprehensive thermoa-
coustic jump conditions (compact elements) accounting for acoustic, entropic, and composi-
tional perturbations. The modularity provided by the Jacobian-based formulation renders the
framework easily applicable for the derivation of a variety of compact elements and provides
a straightforward implementation guideline. Application-speci�c assumptions to increase com-
putational ef�ciency or to ease the implementation may be includeda posteriori, enabling easy
switching between accurate and ef�cient formulations without rederivation. The capabilities
of this framework are demonstrated by deriving a novel, highly accurate lean premixed �ame
model. This novel �ame model is validated via a lean premixed H2 autoignition �ame.

Relevance for the thesis:A framework for deriving thermoacoustic jump conditions applicable
to a wide variety of thermoacoustic systems, accounting for acoustic, entropic and composi-
tional perturbations.

CRediT author statement: M. Merk: Project administration, Conceptualization, Methodol-
ogy, Software, Validation, Investigation, Formal analysis, Visualization, Writing - original draft,
Writing - review & editing.F. Schily: Conceptualization, Methodology, Writing - review &
editing.W. Polifke: Conceptualization, Supervision, Writing - review & editing.

Status:Published inCombustion and Flame

Review process:Peer-reviewed, Scopus listed.

Reference:M. Merk, F. Schily, and W. Polifke. A Jacobian-based framework for the derivation
of comprehensive thermoacoustic jump conditions.Combustion and Flame, 274:113958, 2025.
doi: 10.1016/j.combust�ame.2024.113958. Reproduced on p. 85 ff.

47



Summary of Papers

7.4 The Nonlinear Thermoacoustic Eigenvalue Problem and
Its Rational Approximations: Assessment of Solution
Strategies

Label: PAPER-NLEVP [167]

Original Abstract: Nonlinear eigenvalue problems (NLEVPs) arise in thermoacoustics by con-
sidering the temporal evolution of small perturbations in the relevant governing equations. In
this work, two solution strategies are compared: (i) a contour-integration-based method that
guarantees to provide all eigenvalues in a given domain and (ii) a method that approximates the
NLEVP by a rational eigenvalue problem, which is generally easier to solve. The focus lies on
numerical speed, the completeness of the computed spectrum, and the appearance of spurious
modes, i.e., modes that are not part of the original spectrum but appear as a result of the approx-
imation. To this end, two prototypical thermoacoustic systems are considered: a single-�ame
Rijke tube and an annular model combustor. The comparison of both methods is preceded by a
detailed analysis of the user-de�ned input parameters in the contour-integration-based method.
Our results show that both methods can resolve all types of considered eigenvalues with suf-
�cient accuracy for applications. However, the recast linear problem is overall faster to solve
and allows a priori precision estimates – unlike the contour-integration-based method. Spuri-
ous modes as a by-product of the NLEVP approximation are found to play a minor role, and
recommendations are given on how to eliminate them.

Relevance for the thesis:Assessment of different strategies to solve large eigenvalue problems
from spatially discretized thermoacoustic systemsreliably, accuratelyandef�ciently.

CRediT author statement: M. Merk: Project administration, Conceptualization, Methodol-
ogy, Software, Validation, Investigation, Formal Analysis, Visualization, Writing - original
draft, Writing - review & editing.P. E. Buschmann:Conceptualization, Methodology, Soft-
ware, Investigation, Formal Analysis, Visualization, Writing - original draft, Writing - review &
editing.J. P. Moeck:Conceptualization, Formal Analysis, Writing - review & editing, Supervi-
sion.W. Polifke: Conceptualization, Formal Analysis, Writing - review & editing, Supervision.

Status:Published inJournal of Engineering for Gas Turbines and Power.

Review process:Peer-reviewed, Scopus listed.

Reference:M. Merk, P. E. Buschmann, J. P. Moeck and W. Polifke. The Nonlinear Ther-
moacoustic Eigenvalue Problem and Its Rational Approximations: Assessment of Solu-
tion Strategies.Journal of Engineering for Gas Turbines and Power, 145(2):021028,2023.
doi:10.1115/1.4055583. Reproduced on p. 102 ff.

Comments:

• A �rst version of this publication was presented and published in the proceedings of the
ASME Turbo Expo 2022: Turbomachinery Technical Conference and Exposition[166].

• In PAPER-NLEVP, there is a formatting error. Sec. 2 should not be a section and all
references to sections within the paper should be incremented by unity.
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A Modeling errors of u 0
s, j : Spurious

generation of disturbances in
three-dimensional linearized �ows

The ALE framework enables the tracking of moving source regions of convective and acous-
tic disturbances, e.g. a �ame, in three-dimensional reactive �ows. The physical source terms
are isolated analytically using the framework provided in PAPER-ALE [168]. Among these
sources, terms related to the movement of the source regionu0

s, j appear explicitly in the differ-
ential balance equation.

In practical applications, the absolute velocityu0
s, j of a �ame front is not always known and

may be modeled viaeu0
s, j . The requirements for a good model may be assessed by formulating

a balance equation of spurious perturbations

Ã 0
² ÆeÃ 0¡ Ã 0. (A.1)

Such a balance equation can be derived by subtracting the physical from the approximated
balance equations.e(¢)0 denotes an arbitrary physical quantity obeying the balance equation ap-
proximating the movement of the source region.

The following two sections identify the balance equations of spurious characteristic �ow dis-
turbances (see Sec. 2.4) generated by modeling errors ofeu0

s, j . The corresponding spurious
source terms are an analytical representation of the spurious perturbations analysed by Strobio
Chenet al.1 [230] and Meindlet al.2 [161] generalized to arbitrary modeling errorseu0

s, j and ar-
bitrary spurious convective (Sec. A.1) and acoustic (Sec. A.2) disturbances in three-dimensional
reactive �ows.

A.1 Convective characteristics

The balance equation for each convectively propagated characteristic perturbation (entropic,
vortical, compositional) expressed from the viewpoint of the moving source region may be
expressed as (see PAPER-ALE [168])

@Ã0

@t

¯
¯
¯
¯
Â

Å u j
@Ã0

@x j
Æu0

s, j
@Ã

@x j
Å �! 0

Ã . (A.2)

1Chenet al. [230] analysed spurious entropic disturbances for a �ame at rest (eu0
s, j Æ0).

2Meindl et al. [161] analysed spurious entropic disturbances and spurious acoustic waves for a �ame at rest
(eu0

s, j Æ0).
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s,j : Spurious generation of disturbances in three-dimensional

linearized �ows

In contrast, the approximated balance equation utilizing the modeleu0
s, j deteriorates to

@eÃ 0

@t

¯
¯
¯
¯
Â

Å u j
@eÃ 0

@x j
Æeu0

s, j
@Ã

@x j
Å e�! 0

Ã . (A.3)

Then, substracting Eq. (A.2) from Eq. (A.3) results in the balance equation for the spurious
convective characteristics

@Ã0²
@t

¯
¯
¯
¯
Â

Å u j
@Ã0²
@x j

Æ
³
eu0

s, j ¡ u0
s, j

´ @Ã

@x j
| {z }

I

Å �! 0
Ã,²

| {z }
II

. (A.4)

Term I describes the direct generation of spurious convective perturbations resulting from a
mismatch betweenu0

s, j and the corresponding modeleu0
s, j . Term I vanishes if this mismatch

is oriented orthogonally to@Ã/ @x j . Consequently, the modeleu0
s, j only needs to matchu0

s, j in
the direction of@Ã/ @x j to avoid the generation of spurious convective characteristics. After
the initial generation of spurious perturbations, term II describes the physical interaction of
the spurious perturbations3 with the mean �ow while propagated, resulting in an additional
generation/destruction/conversion of spurious convective perturbations.

A.2 Acoustic perturbations

Analogously to the balance equation for the spurious convective characteristics, an acoustic
analogy for the spurious acoustic waves can be derived. Utilizing an ALE reference frame and
the framework proposed in PAPER-ALE [169], the acoustic analogy is derived starting from
the conservation equation of mass,
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(A.5)

and the conservation equation of momentum,

@
¡
½u i

¢0

@t

¯
¯
¯
¯
¯
Â

Å
@

¡
½u j u i

¢0

@x j
Å

@p0

@x j
±i j Æu0

s, j
@½u j

@x j
Å

@³0mom,i j

@x j
. (A.6)

The acoustic analogy is then derived by taking the temporal derivative (in the ALE framework)
of Eq. (A.5),
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subtracting the divergence of Eq. (A.6),
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3Not only a speci�c convective perturbation but all spurious convective and acoustic perturbations.
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A.2 Acoustic perturbations

from it and replacing density �uctuations via

½0Æ
p0

c2 Å ½0
s Å ½0

ck
. (A.9)

p0/ c2, ½0
s and½0

ck
are the density �uctuations related to acoustic, entropic and compositional

disturbances. Moving all terms related tou0
s, j , mean �ow gradients as well as non-acoustic

density �uctuations to the right-hand side yields the wave equation in the ALE framework of
the form
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(A.10)

�! 0
a includes all acoustic sources unrelated tou0

s, j .

Utilizing the modeleu0
s, j , Eq. (A.10) is approximated by
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Substracting Eq. (A.10) from Eq. (A.11) yield the wave equation of spurious acoustic waves
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(A.12)
The source term Ia denotes a spurious acoustic monopole resulting from a spurious mass �ux
through the exothermic reaction zone of the �ame. The source terms Ib and Ic represent dipole
sources due to a spurious momentum �ux and spurious mass �ux through the �ame region,
respectively. Source term II again represents the physical interaction of the spurious perturba-
tions4 with mean �ow gradients after the initial generation, resulting in additional generation/
scattering/refraction/conversion of spurious acoustic perturbations.

4Not only acoustic but also convective perturbations.
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B On the derivation of comprehensive
jump conditions of junctions

This chapter comments on the derivation of two different types of junctions – a �ow split
(1-N-junction) and a �ow merge (N-1-junction) – utilizing the procedure detailed in PAPER-
JUMP [169]. This chapter does not detail all six steps of the derivation procedure in PAPER-
JUMP [169], but only outlines �rst ideas on modeling the junctions and highlights speci�cs one
should keep in mind.

B.1 The �ow split – a 1-N -junction

This section considers the �ow split, as illustrated in Fig. B.1. The junction is located in a duct
of constant cross-section

A ÆA1 Æ
NX

n
A2n , (B.1)

and viscous losses are assumed to be negligible. The �ow split may be separated inN �ow
tubes that are only coupled via the pressure acting on the interfacing streamlines. Thus, the
in�ow cross-section may be split into sub-cross-sections,

A ÆA1 Æ
NX

n
A1n . (B.2)

211

22

V1

V2

u1

u22

u21A21

A22

A11

A12

Figure B.1: Schematic representation of a1-N -junction with N Æ2. The junction is separated
in N Æ2 �ow tubes with the volumesV1 ( ) andV2 ( ). The �ow tubes are coupled
only via the pressure on the interfacing streamline (). The junction is enclosed in
a duct of constant cross section.
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However, note that the inlet cross-sections of the individual �ow tubes depend on the �ow
properties and can be perturbed (A0

1n 6Æ0), in contrast to the �xed geometrical outlet cross-
sections (A0

2n Æ0).

For this model,N volume integrations over the individual �ow tubes are performed in step2
of the procedure in PAPER-JUMP [169], providingN times3Å (NY ¡ 1) equations. After lin-
earizing these equations (step3) and choosing the local perturbed state vectors (step4), closure
models for the pressure coupling between the �ow tubes must be de�ned. If the junction en-
closes a �nite volume, additional closures for the accumulation terms (see PAPER-JUMP [169])
are required. Eventually, the jump condition of the1-N -junction is determined in step6. The
N (3 Å (NY ¡ 1)) equations are used to determineu0

2n , s0
2n andY 0

k,2n at all out�ows, p0
1 at the

in�ow in addition to the perturbed in�ow cross-sectionsA0
1n of N ¡ 1 �ow tubes. The linearized

version of Eq. (B.2) de�nes theN -th cross-sectionA0
1N . All other perturbations are required

as an input. Note that the number of inputs equals the number of characteristic perturbations
entering the system. The resulting transfer matrixT of the �ow split is rectangular.

B.2 The �ow merge – aN -1-junction

This section considers the �ow merge, as illustrated in Fig. B.2. The junction is located in a
duct of constant cross-section

A Æ
NX

n
A1n ÆA2. (B.3)

Viscous losses in the shear layer between the in�ow streams should be considered. In con-
trast to the �ow split (Sec. B.1), separating the junction into weakly coupled �ow tubes is
impossible due to the mixing of theN in�ows within the junction. Thus, only a single vol-
ume integration over the entire control volumeV is performed in step2 of the framework in
PAPER-JUMP [169]. This provides3Å (NY ¡ 1) coupling relations. However,N Å 2Å (NY ¡ 1)
coupling relations, equal to the number of characteristic perturbations leaving aN -1-junction,
are required to derive the transfer matrix of the system. Thus, additionalN ¡ 1 coupling relations

211

12

u2

u12

u11 A11

A12

Figure B.2: Schematic representation of aN -1-junction with N Æ2 enclosed by the control
volumeV ( ). The junction is enclosed in a duct of constant cross-section.
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B.2 The �ow merge – a N -1-junction

must be determined1. When these additional coupling relations are identi�ed and appropriate
closure models for the viscous losses (and potentially the accumulation terms (see Sec. B.1)) are
de�ned, the procedure detailed in PAPER-JUMP [169] is straightforward. The resulting transfer
matrix T of theN -1-junction is once again rectangular.

1TheN ¡ 1 missing relations most likely couple the in�ow and out�ow pressures.
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C Towards relaxing the assumption of
compactness for jump conditions of
premixed �ames

This chapter outlines a concept towards relaxing the assumption of compactness for the com-
prehensive jump condition of a premixed �ame derived in PAPER-JUMP [169]. Therefore, an
expansion of the volume integrals appearing within the derivation to higher orders in Strouhal
St (convective compactness) or Helmholtz He (acoustic compactness) number is required. The
following sections illustrate this expansion for the accumulation term (Eq. (6.7)) for two spe-
ci�c examples - a non-compact premixed �ame with an in�nitely thin �ame front (Sec. C.1) as
well as a non-compact �ame sheet (Sec. C.2). Combining the two approaches is required when
both effects contribute to the non-compactness of the premixed �ame.

C.1 A non-compact premixed �ame with an in�nitely thin
�ame front

This section considers the non-compact premixed �ame schematically depicted in Fig. C.1. The
�ame is placed in a duct of constant cross-sectionA, and the control volume

V Æ
Z

­
dx (C.1)

21

V1 V2

¢ x0 x

A1(x)
u1 u2

Figure C.1: Schematic representation of a non-compact premixed �ame () including a mov-
ing �ame front. The in�nitely thin �ame front separates the control volumeV ( )
into the subvolumesV1 ( ) andV2 ( ).
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Towards relaxing the assumption of compactness for jump conditions of premixed �ames

encloses the �ame at every instance. The �ame front is assumed to be in�nitely thin, separating
the control volumes into the subvolumesV1 upstream andV2 downstream of the �ame. The
�ame front displaces in response to incoming perturbations, oscillating around its mean posi-
tion. The mean state vectorsU1 andU2 are considered constant withinV1 andV2, respectively.
Under these assumption, the accumulation term (Eq. (6.7)) simpli�es to

@

@t

µZ

­
U dx
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Æ
¡
U1 ¡ U2

¢@V 0
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@t| {z }
I

Å
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Z

­
U0

1 dx1

| {z }
IIa

Å
@

@t

Z

­
U0

2 dx2

| {z }
IIb

.
(C.2)

Term I is related to the movement of the �ame front and equivalent to the term derived in
PAPER-JUMP [169] assuming compactness. In contrast, the termsIIa andIIb vanish in the
limit of compactness (St,He ! 0) [169]. Relaxing the assumption of compactness requires the
derivation of higher-order approximations of termsIIa andIIb .

Next, the characteristic disturbances withinV1 andV2 are assumed to propagate without damp-
ing (sÆi ! , ¾Æ0) in x-direction only. Then, the perturbed state vectors

U0
i ÆJU ,i w

0
i (C.3)

may be expressed via the vector of characteristic perturbations
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with x1 Æ0 and x2 Æ¢ x , (C.4)

and the corresponding jacobian matrix

JU ,i Æ
@U0

i

@w0
i

. (C.5)

Utilizing Eq. (C.3), the volume integrals over the perturbed state vectors within termsIIa and
IIb in Eq. (C.2) simplify to
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@t

Z

­
U0

i dxi ÆJU ,i
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Z ¢ x

0
w0

i Ai (x)dx (C.6)

Ai (x) is the local cross-section of the corresponding subvolumeVi (see Fig. C.1). Approximat-
ing the cross-sectionsA1(x) andA2(x) via a Taylor series of orderN ,

A1(x) ¼
NX

nÆ0

dn An
1

dxn

¯
¯
¯
¯
0

xn

n!
and A2(x) ÆA¡ A1(x) , (C.7)

and moving all spatially independent factors out of the integral (Eq. (C.6)) yields only integrals
of the general form

Z ¢ x

0
xn exp
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s(x ¡ xi )

uch,i
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dx Æ

nX
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·
xn¡ p exp

µ
s(x ¡ xi )

uch,i
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0
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C.2 A non-compact �ame sheet

In Eq. (C.8),uch,i denotes the characteristic propagation velocity and may take the valuesu i Åci ,
u i ¡ ci or u i depending on the investigated characteristic.! is the factorial.

The maximum approximation order of Eq. (C.8) in terms of St or He isn . This is shown in the
following. For example, assuming a convective disturbance (uch,1 Æu1) propagating through
the subvolumeV1 (x1 Æ0), Eq. (C.8) yields

Z ¢ x

0
xn exp

µ
sx

u1

¶
dx Æ

n¡ 1X

pÆ0
(¡ 1)p

µ
u1

s

¶2p¡ nÅ1 n!
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(2¼i St1)n¡ p exp(2¼i St1)

Å (¡ 1)n
µ
u1

s

¶nÅ1
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¡
exp(2¼i St1) ¡ 1

¢
.

(C.9)

Overall, the maximum value ofn in Eq. (C.2) is set via the approximation orderN of the cross
sectionA1(x) (Eq. (C.7)). Furthermore, note that Eq. (C.9) vanishes in the limit of compactness
(St1 Æ0) as discussed for Eq. (C.2). Finally, note that Eq. (C.9) can be formulated analogously
for the subvolumeV2 or for acoustic perturbations. He replaces St in case of the acoustic per-
turbations.

C.2 A non-compact �ame sheet

This section considers the non-compact �ame sheet displayed in Fig. C.2. In contrast to
Sec. C.1, the �ame is quasi-onedimensional with a �ame front of �nite thickness. Analogously
to Sec. C.1, the �ame is located in a duct of constant cross-sectionA and, at every instance,
enclosed by the control volume V (Eq. (C.1)). The �ame sheet with the center positionx f (t )
oscillates around its mean positionx f in response to incoming perturbations. Furthermore, we
assume that the state vector

U ÆU1 Å (U2 ¡ U1) g(x ¡ x f (t )) (C.10)

0

21

¢ x xx f (t )

u1 u2

Figure C.2: Schematic representation of a non-compact premixed �ame sheet () enclosed in
the control volumeV ( ). The center position of the �ame sheetx f (t ) displaces
with time.

61



Towards relaxing the assumption of compactness for jump conditions of premixed �ames

can be interpolated from the states upstream (U1) and downstream (U2) of the �ame via the
functiong. g is an user-de�ned function, which ful�lls the conditions

g(x1) Æ0 and g(x2) Æ1. (C.11)

Linearizing Eq. (C.10) yields the perturbed state vector
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1 Å
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1
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Utilizing Eq. (C.12), the accumulation term (Eq. (6.7)) simpli�es to
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TermI is related to the displacement of the �ame sheet. In the compact case, this term simpli�es
to the accumulation term derived in PAPER-JUMP [169]. TermII vanishes in the compact case,
but must be expanded to higher orders to relax the assumption of compactness.

For this purpose, the functiong(x ¡ x f ) is approximated by a Taylor series of orderN expanded
around the �ame centerx f ,

g(x) ¼
NX

nÆ0

dn gn

dxn

¯
¯
¯
¯
x f

(x ¡ x f )n

n!
, (C.14)

and the perturbed state vectors as formulated in Eq. (C.3) are used. Utilizing these approxima-
tions, the integrals in termII (Eq. (C.13)) yield again the general form in Eq. (C.8). The rest of
the derivation procedure is equivalent to Sec. (C.1).
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In this chapter, all publications that contributed to this thesis are reproduced in the following.
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