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Abstract

In this thesis, I present new technical results relevant to ground-based gamma-ray astronomy as
well as new astrophysical findings on the emission of blazars.

I investigate the impact of non-ideal atmospheric conditions on data taken by the Major Atmo-
spheric Gamma-Ray Imaging Cherenkov (MAGIC) telescopes and the capability of correcting
impaired data with a Light Detection and Ranging (LIDAR) system. I have analyzed the data
of close to seven years of MAGIC observations of the Crab Nebula, the standard candle in
gamma-ray astronomy, which allowed me to characterize the correction method under various
observational conditions, as well as to perform a comparison of two different correction algo-
rithms. I demonstrate under which conditions VHE (very-high-energy; >100 GeV) gamma-ray
data can still be adequately corrected and where systematic uncertainties increase. The resulting
study provides analyzers of MAGIC data with detailed knowledge about the effects of subop-
timal atmospheric conditions on real data. An important achievement of my PhD work is that
it provides the information and recommendations to recover and reliably use data that would
otherwise be discarded, hence extending the duty cycle of the telescopes.

Subsequently, I present two studies I performed on the nearby active galactic nucleus (AGN)
Markarian 421 (Mrk 421). It is one of the closest and brightest TeV-emitting AGN, belongs to
the subclass of blazars and is an ideal source to study across the entire electromagnetic spectrum
with great precision. The first study relies on a data set taken around early 2010, which marks
the most active period of the source to date, including the brightest TeV flare ever observed
from an AGN. This extensive multi-wavelength (MWL) data set allowed me to characterize the
emission during a unique state using various strategies to quantify the multi-band variability and
correlations. The source shows a complex correlation behavior with varying trends depending on
whether the most extreme flare is included or not. This indicates that different mechanisms are
responsible for the emission over the full campaign, which rules out simple explanatory models,
such as those based on a single emitting zone. My study shows that these observations can be
explained with the existence of two emission zones.

The second study covers a period in 2022 when the Imaging X-ray Polarimetry Explorer
(IXPE) satellite observed Mrk 421. This novel instrument, launched in December 2021, provides
measurements of the polarization in X-rays for the first time. I analyzed the concurrent MAGIC
data to obtain the first combined observations of Mrk 421 with VHE gamma rays and X-ray
polarization. During the two-month long campaign, Mrk421 showed a variety of emission states,
allowing the investigation of correlations of the different polarization signatures with the spectral
and flux evolution in different wavebands. In the second half of the IXPE observations, a rotation
of the X-ray polarization angle was observed, during which the source showed strong activity in
the X-ray as well as spectral hysteresis patterns. These observations can be indirectly linked to
the VHE emission due to a significant correlation with the X-rays and provide information on
the mechanism and efficiency of particle acceleration.
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Zusammenfassung

In dieser Arbeit präsentiere ich neue technische Ergebnisse für die bodengebundene Gamma-
strahlenastronomie sowie neue astrophysikalische Erkenntnisse über die Emission von Blazaren.

Ich untersuche die Auswirkungen ungünstiger atmosphärischer Konditionen auf Daten der
Major Atmospheric Gamma-Ray Imaging Cherenkov (MAGIC) Teleskope, und den Einfluss
von Korrekturen auf beeinträchtigte Daten mit einem Light Detection and Ranging (LIDAR)-
System. Ich analysierte Daten von knapp sieben Jahren MAGIC-Beobachtungen des Kreb-
snebels, einer Standardkerze in der Gammastrahlenastronomie, wodurch eine Charakterisierung
der Korrekturmethode unter verschiedenen Beobachtungsbedingungen sowie ein Vergleich von
zwei verschiedenen Korrekturalgorithmen erreicht wurde. Ich zeige dadurch, unter welchen Be-
dingungen VHE (very-high-energy; >100 GeV) Gammastrahlendaten noch adäquat korrigiert
werden können und wo systematische Unsicherheiten zunehmen. Die daraus resultierende Studie
versorgt zukünftige Analysten von MAGIC-Daten mit detaillierten Kenntnissen über die Aus-
wirkungen suboptimaler atmosphärischer Bedingungen auf reale Daten. Eine wichtige Leistung
meiner Doktorarbeit besteht darin, dass sie Informationen und Empfehlungen zur Wiederher-
stellung und zuverlässigen Nutzung von Daten liefert, die andernfalls verworfen würden, und
somit die Betriebszeit der Teleskope verlängert

Anschließend stelle ich zwei Studien über den nahen aktiven Galaxienkern Markarian 421
(Mrk 421) vor. Er ist einer der nächstgelegenen und hellsten aktiven Galaxienkerne, die TeV-
Strahlung emittieren. Mrk 421 gehört zur Gruppe der Blazare und ist eine ideale Quelle, um
sie entlang des gesamten elektromagnetischen Spektrums mit großer Präzision zu untersuchen.
Die erste Studie basiert auf einem Datensatz, der etwa Anfang 2010 aufgenommen wurde.
Dies ist der bisher aktivste Zeitraum der Quelle, einschließlich des hellsten TeV-Flusses, der
jemals in einem aktiven Galaxienkern beobachtet wurde. Der umfangreiche Multiwellenlän-
gen (MWL)-Datensatz ermöglichte es mir, die Emission während eines einzigartigen Zustands
durch Variabilitäts- und Korrelationsstudien zu charakterisieren. Die Quelle zeigt ein unter-
schiedliches Korrelationsverhalten, je nachdem, ob der größte Strahlungsausbruch einbezogen
wird oder nicht. Dies deutet darauf hin, dass verschiedene Mechanismen für die Emission ver-
antwortlich sind, und schließt einfache Erklärungsmodelle, wie z.B. Modelle mit nur einer Emis-
sionsregion, aus. Meine Studie zeigt, dass sich diese Beobachtungen mit mit der Existenz von
zwei Emissionszonen erklärt werden können.

Die zweite Studie umfasst einen neueren Zeitraum im Jahr 2022, in dem der Satellit Imag-
ing X-ray Polarimetry Explorer (IXPE) Mrk 421 beobachtete. Mit diesem einzigartigen Instru-
ment, das im Dezember 2021 in Betrieb genommen wurde, können erstmals Messungen der
Polarisation von Röntgenstrahlen durchgeführt werden. Ich analysierte die zeitgleich erhobenen
MAGIC-Daten, wodurch der erste kombinierte Datensatz von Mrk 421 mit VHE-Gammastrahlung
und Röntgenpolarisation erstellt werden konnte. Während der zweimonatigen Kampagne zeigte
Mrk421 eine Vielzahl von Emissionszuständen, welche die Untersuchung von Korrelationen
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Zusammenfassung

der Polarisationssignaturen mit der Entwicklung des Spektrums und des Flusses in verschie-
denen Wellenlängen erlaubte. In der zweiten Hälfte der IXPE-Beobachtungen wurde eine Ro-
tation des Röntgenpolarisationswinkels beobachtet, während derer die Quelle starke Aktivität
im Röntgenbereich sowie spektrale Hysteresemuster zeigte. Diese Beobachtungen können auf-
grund einer signifikanten Korrelation mit der Röntgenstrahlung indirekt mit der VHE-Emission
in Verbindung gebracht werden und geben Aufschluss über den Mechanismus und die Effizienz
der Beschleunigung von Teilchen innerhalb des relativistischen Jets.
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Chapter 1

Introduction

Astronomical observations have been carried out for thousands of years. Direct observations
by eye were the earliest form of investigating the sky. With the invention of optical telescopes,
the accuracy was considerably increased, which triggered the development of more precise in-
struments for astrophysics. Optical light remained the primary observable until radio waves of
cosmic origin were first discovered in the 1930s (Jansky, 1933). In the 1950s, the era of space-
based instruments began, opening the electromagnetic window with observations in the infrared,
ultraviolet, X-rays, and finally gamma rays. The first significant detection of gamma-ray emis-
sion from the Milky Way was performed in 1967 by the OSO-3 satellite (Clark et al., 1968).
The field developed further to even higher energies with the launch of the SAS-2 satellite, which
detected a diffuse gamma-ray background (Fichtel et al., 1975), and with the discovery of 25
discrete sources by the COS-B satellite (Swanenburg et al., 1981).

The first cosmic messengers besides electromagnetic waves were discovered by Victor Hess
in 1912 (Hess, 1912). He performed manned balloon ascents in which he measured the ioniza-
tion of the atmosphere with increasing altitude and noticed an increase in radiation levels above
1.5 km, indicating that the radiation must be produced by so-called cosmic rays (CRs) originat-
ing from the cosmos. Even though the spectrum of CRs can be measured in great detail over
many orders of magnitude, revealing a decaying power-law shape with a spectral index between
2.7 and 3.3, the origin is not understood in detail (see, e.g., Spurio, 2018; Gaisser et al., 2016).
The spectrum up to the GeV range is dominated by solar activity. Higher-energy particles are
believed to be produced within our Galaxy. Particles with energies above ⇠ 1018 eV most likely
originate from extragalactic sources because charged particles with higher energies cannot be
confined anymore by the galactic magnetic field (Hillas, 1984). These observations suggest the
existence of cosmic accelerators that are able to accelerate particles up to immense energies
and can produce the observed power-law distributions. Since charged particles are deflected
by magnetic fields, when traveling through the cosmos, they do not point back to their origin,
which makes the identification of CR sources challenging. Possible galactic example candidates
are pulsar wind nebulae and supernova remnants. Possible extragalactic sources responsible for
the origin of ultra-high energy CRs with energies above 1018 eV are starburst galaxies, gamma-
ray bursts, or active galactic nuclei (AGN). As AGN are the sources of relevance for this work,
Chapter 2 provides an overview of AGN and the open questions regarding their understanding.

Whatever the sources of CRs might be, the same sites should also produce gamma rays and
neutrinos through hadronic interaction and decay channels (Spurio, 2018). Contrary to CRs,
magnetic fields do not deflect these, causing gamma rays and neutrinos to point back to their
sources. Since neutrinos are exclusively produced via hadronic decay channels, identifying
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Chapter 1 Introduction

specific sources of astrophysical neutrinos also leads to identifying sources of CRs. However,
gamma rays can also be produced by purely leptonic processes and might be produced without
being accompanied by CRs or neutrinos. Therefore, understanding the emission of gamma rays
at the highest energies is essential for understanding the mechanism behind their emission and
enhancing our knowledge about cosmic accelerators.

Space-based instruments are successful in detecting gamma rays below a few tens of GeV
through pair conversion, which produces an electromagnetic shower inside the detector. How-
ever, above a few tens of GeV, a large fraction of the electromagnetic shower leaks out the
detector and, more importantly, owing to the rapid decrease in the photon fluxes with energy,
and due to the small (< ⇠1 m2) effective area or any detector put on space, the direct detection of
gamma rays becomes very inefficient. On the other hand, one could use the Earth’s atmosphere
as a large calorimeter and detect gamma rays in an indirect manner. When gamma rays with
energies above a few tens of GeV reach the atmosphere, they generate atmospheric air showers,
which in turn induce the emission of Cherenkov light in the atmosphere. The observation of
gamma rays via the indirect detection of these showers reaches effective areas on the km2 scale.
This so-called Imaging Atmospheric Cherenkov Telescopes (IACT) technique was pioneered by
the Whipple Observatory in the late 1980s with the first discovery of VHE gamma rays coming
from the Crab Nebula (Weekes et al., 1989) and the following discovery of the first extragalac-
tic source Mrk 421 (Punch et al., 1992a). The HEGRA (High-Energy Gamma-Ray Astronomy)
array showed the importance of using a stereoscopic observation mode to improve background
rejection and angular resolution (Pühlhofer et al., 2003), which is now applied by the current
generation of IACTs, such as the MAGIC telescopes. The IACT technique, in general, as well
as the design and data analysis of the MAGIC telescopes, is the subject of Chapter 3 of this
thesis.

VHE astronomy faces unique experimental challenges due to its ground-based nature. Us-
ing the atmosphere as a calorimeter creates the large effective areas necessary for detecting the
very small fluxes of photons at the highest energies. However, this also suffers from the disad-
vantage of being exposed to atmospheric conditions, which can vary from minute to seasonal
fluctuations and represent an uncontrollable external factor for the experiment. Higher aerosol
levels, caused by clouds or dust, lead to increased absorption and scattering of Cherenkov light
and an impaired reconstruction of the primary gamma-ray properties. The MAGIC telescopes
have operated a LIDAR system since 2013 to obtain range-resolved, real-time monitoring of
atmospheric conditions to characterize the quality of data, as well as to correct atmospherically
degraded MAGIC data. Chapter 4 of this thesis provides a detailed description of the LIDAR
system and its data analysis. The following Chapter 5 provides the first systematic evaluation
of the quality of the MAGIC data taken under different (non-optimal) atmospheric conditions,
after applying the LIDAR corrections. This information is critically important for any analyzer
of MAGIC data obtained during non-perfect weather conditions.

So far, over 270 sources emitting VHE gamma-rays have been detected (Wakely and Horan,
2023). These include galactic sources such as pulsar wind nebulae, supernova remnants, or pul-
sars, as well as extragalactic sources such as gamma-ray bursts and AGN. The overall majority
of sources are blazars, which are AGN with their jet pointed close to the line of sight from Earth.
Although blazars have been the subject of intensive research for decades, fundamental questions
still remain unanswered, such as the acceleration and emission mechanisms within the jet. The

2



blazar Mrk 421 is one of the most prominent sources in the VHE sky. Due to its proximity and
brightness, it can be studied in great detail across the entire electromagnetic spectrum, making
it a suitable representative source for the study of all blazars. Chapter 6 presents results from
observations of Mrk 421 around early 2010, the most active period of the source so far, and
Chapter 7 then focuses on a more recent data set from 2022, which includes the first combined
measurements in VHE gamma rays and X-ray polarization.
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Chapter 2

Active galactic nuclei

AGN are compact regions in the center of galaxies producing large amounts of non-stellar emis-
sion. Accretion by a supermassive black hole (SMBH) is responsible for an enormous power
output. They are the most luminous persistent sources in the Universe and can exhibit rapid
variability in their emission. The first evidence of galaxies showing additional emission on top
of their stellar emission in their center was provided by Carl Seyfert in 1943 (Seyfert, 1943). He
found nuclear emission lines with varying Doppler broadening superposed on a typical stellar
spectrum. Since then, AGN have been found to emit across the entire electromagnetic spec-
trum (Padovani et al., 2017).

A subclass of AGN, so-called blazars, comprise the majority of sources in VHE gamma-ray
astronomy. The following chapter gives an introduction to the source type. It starts with a de-
scription of the elemental composition and subclasses of AGN. The remaining chapter will focus
on blazars as the relevant subclass for this thesis and provide a brief overview of acceleration
and emission mechanisms. The chapter closes with describing Mrk 421 and its importance to
studying blazars.

2.1 Composition

The central engine

AGN can show enormous energy outputs. In the example of 3C 273, this power output lies
around a bolometric luminosity of 1047 erg s�1 (Paltani and Türler, 2005). On the other hand,
the observed flux variability of the source is at a timescale of days, implying a size of the emis-
sion region around light days and Dopple factors of 10-100 (Marscher and Gear, 1985). To reach
these extreme power densities, AGN are believed to be powered by accretion onto an SMBH in
the center of their host galaxy. These SMBHs have masses of 106 �109 solar masses (M�). The
event horizon of a black hole is used to define its radius, which for non-rotating black holes is
given by the Schwarzschild radius (Schwarzschild, 1916):

RS =
2GM

c2 (2.1)

where M is the mass of the black hole, G the gravitational constant and c the speed of light.
Due to causality, variations in the emission of an astrophysical source with size r cannot happen
on time scales smaller than r/c, which gives the light crossing time of the source. Using the
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Chapter 2 Active galactic nuclei

Schwarzschild radius, this sets a lower limit on the timescale of variations from any source:

T � Rs

c
⇡ 10�5 M

M�
s (2.2)

The SMBHs have a hot accretion disk around them, fueling the AGN. Accretion is a highly
efficient conversion from kinetic and potential energy to radiation. The maximal thermal lu-
minosity for an accreting black hole is reached once the outward radiation pressure equals the
inward gravitational force. The associated luminosity is called Eddington luminosity (Edding-
ton, 1917; Longair, 2011) and is given by:

LEdd = 1.3 ·1038 M
M�

erg s�1 (2.3)

It must be noted that both the observed time scale and the intensity of the emission can be altered
by relativistic effects, which will be discussed in more detail later on.

The accretion rate of a black hole can be expressed as the change of mass per time:

Ṁ =
L

hc2 (2.4)

where h parameterized the accretion efficiency. Setting L to the Eddington luminosity and h = 1,
one gets the maximal accretion rate ṀEdd . The resulting disk can show different geometrical and
optical properties depending on the accretion rate (Longair, 2011).

The vicinity of the black hole

Further outside the central accretion disk, an optically thin torus of dust can be found. The
dust absorbs and re-emits radiation coming from the accretion disc, resulting in an emission of
infrared radiation (Beckmann and Shrader, 2012). The absorption of the torus also provides a
geometric explanation for the existence of several subclasses of AGN, as will be explained in
section 2.2.1.

The first notable observational feature of AGN was the discovery of emission lines (Fath,
1909). Some lines can show strong Doppler broadening in the order of 103 �104 km s�1 as well
as short flux variability, suggesting a location close to the central engine of the AGN with a high
gas density. Other lines show a broadening of only a few hundred km s�1. These narrower lines
also show a lack of variability and are therefore believed to be emitted in a much larger, less
dense, and kinematically separate region. The two regions are called broad-line region (BLR)
and narrow-line region (NLR).

Jets

Another important feature of some subclasses of AGN is the formation of extremely energetic
and highly collimated outflowing plasma structures, called jets (Beckmann and Shrader, 2012).
They appear in pairs flowing outwards roughly orthogonal to the accretion disc and can extend
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up to megaparsecs. They can be resolved best with observations in the radio. Using long-
baseline interferometry, one can resolve the inner structure of jets, which is not homogeneous
but can show individual spots of higher emission, so-called knots. Jets are found in around 10%
of AGN, which are then called radio-loud AGN (Padovani, 2011).

The composition of AGN jets is still unclear. Jets certainly consist of relativistic leptons and
hadrons, but the extent of their respective contribution remains unclear. Section 2.2.2 will return
to this open question in more detail. The exact formation process and geometrical configuration
of jets are also still uncertain (see, e.g., Blandford et al., 2019).

2.2 Classification of AGN

2.2.1 The Unified Model of AGN

AGN can differ greatly in their observational properties, such as the mass of the central SMBH,
the total luminosity, the flux variability, or the presence of emission lines. This led to the intro-
duction of several subclasses of AGN (see, e.g., Padovani et al., 2017). Below is a short overview
of AGN classes, followed by a scheme aiming to unify these observational differences with a
simple model.

AGN can be classified into two major groups by their radio emission. The exact criteria
on what classifies as radio-loud (RL) or radio-quiet (RQ) has been defined in different ways
in the literature. A common definition uses the flux ratio in the radio band versus the optical
band (Sramek and Weedman, 1980). Radio loudness R⇤ can thus be defined as:

R⇤ =
f5GHz

f2500Å
(2.5)

AGN can be considered RL once R⇤ & 10 (Kellermann et al., 1989). The exact fraction of RL
AGN is still undetermined, but most estimates suggest less than 10% (Beckmann and Shrader,
2012). The main physical difference between the two classes is the existence or nonexistence
of jets (Padovani, 2016). RQ AGN are therefore associated with non-jetted AGN, whereas RL
AGN with jetted ones.

RL AGN can be subdivided into Fanaroff-Riley I (FR I) galaxies, showing a compact emission
arising from close to the core and, with that, an overall low luminosity (Fanaroff and Riley,
1974). Other objects have their dominant emission originating far out from the center at the
end of the jets. These are called FR II objects and have large radio lobes far outside of the host
galaxy, dominating the radio emission.

Furthermore, the optical spectrum allows for further classification of AGN: So-called Type-1
AGN show broad emission lines and a bright continuum spectrum in the optical. Type-2 AGN
show only narrow emission lines, and the emission of the AGN core is less dominant, leading
to a weaker continuum. Objects with very unusual emission line features or no strong emission
lines at all are referred to as Type-0. In the case of lower luminosity RQ AGN, this creates two
subclasses: Seyfert 1 and Seyfert 2 galaxies. Objects with high luminosity are referred to as
quasi-stellar objects (QSO) or quasars with their respective type (Padovani et al., 2017).

The Unified Model of AGN aims to explain all observational differences of AGN in terms
of three ingredients: The existence or nonexistence of a jet, the overall power of the central
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Figure 2.1: Schematic representation of the unification scheme for AGN. Drawing follows the schematic
in Beckmann and Shrader (2012)

engine, and the viewing angle at which the object is observed. Figure 2.1 shows a schematic
representation of this unified scheme. Seyfert I galaxies are therefore observed when looking
at non-jetted, low luminosity objects at a rather larger angle towards the disk. This allows us
to observe the BLR and the NLR as well as the accretion disk, leading to broad and narrow
lines and a strong thermal continuum emission. Viewing the source at a steeper angle results
in the observation of a Seyfert 2 galaxy, where the BLR and accretion disk are obscured by
the dusty torus surrounding the core. In the case of RL galaxies, the absorption by the torus
divides FR I and FR II galaxies into narrow-line radio galaxies (NLRG) and broad-line radio
galaxies (BLRG), depending on the visibility of the BLR. A special subclass is blazars, which
are RL AGN viewed at an angle closely aligning with the jet direction (q . 10�). The observed
emission is dominated by the jet, leading to bright emission across the full electromagnetic
spectrum. Relativistic effects additionally enhance the observed luminosity and lead to high
variability on short time scales. Some blazars show broad emission lines, so-called flat spectrum
radio quasars (FSRQs), whereas others show no or only weak lines, the BL Lac type objects
(BL Lacs; named after their prototype source BL Lacertae). A different way of classification of
the two source populations moves away from the definition via emission lines (Giommi et al.,
2012). The lines of some sources classified as BL Lacs might be heavily diluted by the non-
thermal continuum and should be visible via infrared spectroscopy. These sources could then
be considered FSRQs in the classical definition. The so-called simplified blazar view postulates
two main intrinsic blazar types: Low-ionization, mostly beamed FR I sources being classified
as BL Lacs, and high-ionization, beamed FR II sources being classified as FSRQs. Another
criteria was proposed by Ghisellini et al. (2011). Here, the dividing feature is the luminosity
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Table 2.1: The general unification scheme of AGN based on emission lines and radio loudness.
Type Emission lines Radio-quiet Radio-loud

Type 1 Broad and narrow lines Seyfert 1 BLRG, FSRQ, Type-2 QSO
Type 2 Narrow lines Seyfert 2 NLRG, Type-1 QSO
Type 0 No lines - BL Lac

of the BLR normalised to the Eddington luminosity. In case this ratio is smaller than around
5 · 10�4, the source is classified as a BL Lac, otherwise as a FSRQ. This criteria also separates
low-ionization FR I sources from high-ionization FR II sources, making the two approaches
compatible. Blazars, more precisely, BL Lacs are the main sources of interest in this thesis and
will therefore be discussed in more detail in the following section.

Table 2.1, gives an overview of all discussed AGN subclasses. Note, that the selection is by
no means comprehensive.

2.2.2 Blazars

As mentioned, the spectra of blazars show no or rather weak lines in the case of BL Lacs and
broad lines for FRSQs. The separating criterion is given by the equivalent width (EW), which is
a measure of the strength of a given emission or absorption line. It gives the line flux in terms
of how much continuum one needs to integrate in order to get the same flux value. BL Lacs
are defined as having only lines below an EW of 5Å. Due to the variable emission of blazars
and relativistic beaming effects, the flux ratios can get distorted, making this simple criterion
not ideal in all cases. Another criterion is based on the luminosity of the BLR compared to the
Eddington luminosity (Ghisellini et al., 2011).

The multi-wavelength emission of blazars is usually displayed as the spectral energy distri-
bution (SED), which is the energy flux as a function of energy or frequency. The typical blazar
SED consists of two large bumps ranging from radio all the way to VHE gamma rays. Fig-
ure 2.2 shows the SED of the BL Lac Mrk 421 taken in 2009 with various instruments. The
orange band gives the energy range of the MAGIC telescopes. The low-energy bump is shown
in dark blue. Due to spectral and polarization characteristics, it is widely accepted that the first
bump originates from leptonic synchrotron emission and is therefore labeled as "Synchrotron
bump". Relativistic electrons and positrons are accelerated and emit synchrotron radiation in the
jet’s magnetic fields ranging from radio to X-rays. The second bump peaks in the gamma-ray
range, and its origin is still under debate and will be further discussed in section 2.3.2.

BL Lacs generally tend to have a lower overall luminosity than FSRQs. On the other hand,
the SED of BL Lacs is more shifted to high energies. The shift of the SED is also used
to further classify blazars by comparing the peak frequency of the synchrotron component
nS (Abdo et al., 2010a). Objects with a nS of less than 1015 Hz are called low-synchrotron
peak frequency blazars (LSPs). Intermediate synchrotron blazars (ISPs) have peak frequencies
of 1014 Hz < nS < 1015 Hz. Lastly, blazars with a nS > 1015 Hz are called high synchrotron
peaked blazars (HSPs). Figure 2.2 shows that during 2009 Mrk 421 had a peak frequency of
around 1017 Hz, and with that lies in the HSP regime.
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Figure 2.2: Multi-wavelenegth SED from Mrk 421 showing the typical double bump structure for blazars
and the energy range covered by the MAGIC telescopes. Data taken from Abdo et al. (2011)

2.3 Blazar emission

2.3.1 Acceleration mechanisms

Several observations require the existence of astrophysical environments capable of accelerating
charged particles to high energies.This includes observation of sources producing non-thermal
emission (i.e., radiation that cannot be accounted for by the spectrum of thermal bremsstrahlung
or black-body radiation) over many orders of magnitude as well as the measurement of cosmic
rays reaching energies of ⇠ 1020 eV. The measured energy spectrum of cosmic rays, as well as
the required energy spectrum of leptons necessary to reproduce observed non-thermal radiation,
follow power-law distributions with spectral indices ranging around 2–3. The exact mechanisms
responsible for cosmic accelerators are still under debate, but any proposed mechanism must
account for these observations.

The most favored acceleration mechanism in the context of AGN jets is the acceleration by
shocks (following the description in Longair, 2011). Shock waves arise when perturbations in
a gas travel faster than the speed of sound in that medium. The disturbance then does not be-
have like a sound wave, and the resulting discontinuity behind and in front of the disturbance
is referred to as a shock wave. In the case of AGN, these shock waves may arise in the rela-
tivistic outflows of particles in the jets. This scenario is further supported by radio observations
revealing substructures within the jet plasma moving at relativistic speeds. The first accelerat-
ing mechanism around shock fronts was proposed by Enrico Fermi in 1949 (Fermi, 1949). The
original Fermi mechanism describes particles being stochastically reflected by magnetic fields
moving at a certain velocity. Every time a particle is reflected back and forth by these so-called
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magnetic mirrors, it gains energy by a transfer of momentum. Since that gain in energy scales
with the second order of the velocity, it is referred to as second-order Fermi acceleration. The
longer the particles stay within the acceleration region, the more energy they can gain. The
probability of the particle escaping the region also increases with time, which leads to a power-
law-shaped distribution of resulting particle energies.

The most common modern version of Fermi acceleration in the context of shocks is the so-
called diffusive shock acceleration (DSA) process. In the DSA scenario, the average energy gain
of a particle being reflected back and forth at the shock front is

⌧
DE
E

�
=

4
3

V
c

, (2.6)

where V is the speed of the gas downstream of the shock front. Since here the energy gain
depends linearly on the velocity, the mechanism is also referred as first-order Fermi acceleration.
The energy after one round trip is given by

E = b E0 =

✓
1+

4
3

V
c

◆
E0 . (2.7)

Using kinetic theory, one obtains the probability of escape for a particle for each iteration:

Pesc =
4
3

V
c

(2.8)

The survival probability is then given by P = 1 � Pesc. After n collisions, we have N = N0 Pn

particles with energies E = E0 b n. After eliminating n from both equations, one obtains the
relation:

N
N0

=

✓
E
E0

◆lnP/ lnb
(2.9)

The resulting energy spectrum is then given by the desired power-law form of the particle energy
distribution:

N(E)dE = const. ⇥ E�1+lnP/ lnb dE (2.10)

Using the derived values for b and P we get

lnP
lnb

= �1 (2.11)

and with that a final energy spectrum of the accelerated particles:

N(E)dE µ E�2 dE (2.12)

This result is close to the observed spectral index of the cosmic-ray spectrum at around 2.7,
as well as to the required indices for leptonic particle populations in blazars. The DSA pro-
vides a comprehensive explanation of why power-law energy spectra are found in a variety of
astrophysical environments, including AGN, where strong shocks are undoubtedly present.

However, the scenario has difficulties explaining the variability on short time scales. Blazars
can show variability down to minute time scales (e.g., Albert et al., 2007b), which constrains
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the size of the emitting region to be less than what is expected from relativistic shocks in AGN
jets. An alternative acceleration mechanism capable of producing variability on short time scales
is magnetic reconnection (Longair, 2011; Giannios et al., 2009). It occurs when two magnetic
fluxes of opposite polarity encounter each other, causing a release of magnetic energy. Magnetic
reconnection allows the possibility of generating ultra-relativistic flows within the reconnection
region. These mini-jets can show high Lorentz factors and, with that, short observed variability
time scales.

2.3.2 Non-thermal emission mechanisms

The emission of blazars is dominated by non-thermal emission spanning over multiple orders
of magnitude in energy. The following section contains a brief description of the types of parti-
cles and the associated emission mechanisms that are or could be responsible for the observed
radiation.

Synchrotron radiation

Synchrotron radiation (Longair, 2011; Gaisser et al., 2016) is the radiation produced by charged
particles that are accelerated along a curved path or orbit, e.g., by the Lorentz force within a
magnetic field. The emitted synchrotron radiation is given by the radiative loss rate � dE

dt . In the
case of a relativistic electron in a uniform magnetic field B, spiraling around the magnetic field
lines, the loss rate averaged over the electrons directions is:

�dE
dt

=
4
3

sT cUmag

⇣v
c

⌘2
g2 (2.13)

where v the velocity of the electron and Umag the energy density of the magnetic field. The
Thomson cross section is defined as sT = 8p e4

3m2
e c4 . Given a magnetic field, the radiated energy

loss is then proportional to:

�dE
dt

µ e4g2

m2 µ e4E2

m4 (2.14)

For a given particle with mass m and unit charge, the radiation will be suppressed by a factor
(me/m)4 compared to that of an electron. The synchrotron emission from a proton is, there-
fore, significantly less efficient than that of electrons. It is generally accepted that the previously
described first bump of a typical blazar SED is the result of leptonic synchrotron radiation pro-
duced by electrons and positrons in the jet. Proton synchrotron radiation might contribute to the
second bump under certain jet conditions.

An important observable feature of synchrotron radiation is polarization. The radiation of
an electron is circularly polarised when viewed along the direction of the magnetic field lines.
From any other angle, the radiation is elliptically polarised. If one considers a distribution of
electrons moving at different pitch angles, cancellation effects lead to an overall observed linear
polarization. The fractional polarization or polarization degree is defined by the intensities along
the polarization axes. It can also be expressed as a function of the spectral index of the electron
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spectrum p:

P =
I? � Ik
I? + Ik

=
p+1
p+ 7

3
(2.15)

Using a typical index of 2.5, the expected polarization degree is around 72%, in the case of
a perfectly uniform magnetic field. The more turbulent and less ordered a magnetic field, the
lower the resulting polarization degree.

Measuring the polarization of blazar emission can, therefore, provide information about the
order of the magnetic fields in the jets. The polarization in the optical in blazars ranges from a
few % up to 30% (Abdo et al., 2010c) indicating that the magnetic fields in the optical emission
regions must be partially ordered in those sources. New instrumental developments also allow
measurements of the polarization in the X-ray emission of blazars for the first time. For HSPs,
the X-ray covers the falling edge of the synchrotron bump of the SED. This part is emitted by the
most energetic electrons. Measuring the polarization degree allows an estimate of the magnetic
field order and, with that, the spatial dependence of turbulence in the jet. In the scenario of parti-
cle acceleration at a shock front, simulations predict relatively high polarization degrees, due to
the self-generated magnetic field at the shock front reaching a high degree of order (Tavecchio
et al., 2018). In the case of magnetic reconnection, the emission most likely originates from
turbulent regions with unstructured magnetic fields. High-energy polarization measurements,
therefore, might be crucial to differentiate between acceleration scenarios. The first results of
X-ray polarization measurements of blazars in a MWL context will be discussed in more detail
in chapter 7.

Inverse Compton scattering

As previously mentioned, the origin of the second bump of a typical blazar SED is still a mat-
ter of debate. A possible emission mechanism is the inverse Compton (IC) effect. In classical
Compton scattering, an electron scatters off a photon and gains energy from the collision. In the
IC case, the photons are up-scattered by the electrons and gain energy in the interaction. The
synchrotron photons from the first bump can function as the target photons for IC scattering on
the same electrons, also producing the synchrotron radiation. This scenario is referred to as the
synchrotron self-Compton (SSC) model (Maraschi et al., 1992; Madejski et al., 1999). In some
cases, mostly for FSRQs, an additional target photon field, e.g., coming from the accretion disk,
is needed to properly explain the SED (e.g., Madejski et al., 1999; Böttcher et al., 2013). One
would expect a correlation in the emission of the first and second bump of the SED, since the
same underlying particle population of leptons is responsible for the full MWL emission. The
correlated behavior of various energy bands is part of the results discussed in the chapters 6
and 7.

The IC effect does not induce polarization by itself. If the target photon field is already
polarized, as it is the case for an SSC scenario, part of the polarization is preserved but reduced
by at least a factor 1/2 (Bonometto and Saggion, 1973).
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Hadronic and Lepto–hadronic scenarios

The leptonic scenario described above explains the entire MWL emission from blazars by elec-
trons and positrons in the jet. Hadrons, i.e., protons, are still present but only make a small
contribution to the overall emission since their energies are too low (often called cold protons).
There is also the possibility of so-called hadronic or lepto-hadronic scenarios in which hadrons
contribute to the emission. The low-energy peak of the SED is still attributed to the synchrotron
radiation of leptons, but the high-energy peak has a dominant contribution or at least substantial
from protons interacting in the jet.

Since protons are charged particles, they can also emit synchrotron radiation. As mentioned
previously, the emission is suppressed by a factor of (me/mp)

4 compared to electrons. To achieve
a high enough emission, different jet environments, e.g., higher magnetic fields or particle densi-
ties, are required (Cerruti, 2020). If the high-energy bump is primarily produced by proton syn-
chrotron radiation, the emission would show a potentially high degree of polarization similar to
the low-energy bump. For HSPs and most ISPs, the second bump lies in the gamma rays, where
sensitive enough polarization measurements are not yet feasible. For ISPs, however, polarization
measurements in the X-ray lie within the second bump and might help to disentangle the dif-
ferent possible emission mechanisms. IC emission in an SSC context would still produce some
level of polarization but to a lower degree than what is expected from proton synchrotron radi-
ation. Zhang and Böttcher (2013) predicted polarization degrees for different example blazars
based on SED modeling. The difference of predicted polarization degree ranges from 15% up
to 60% for the considered ISPs. High-energy polarization measurements, therefore, have the
potential to differentiate between leptonic and hadronic models. However, even with the launch
of new instruments, the experimental challenge of achieving a high enough sensitivity in these
energy bands to detect the above-mentioned differences remains high.

The interaction of protons with photons may also provide a contribution. In the so-called
lepto-hadronic model, both IC scattering and photon-proton interaction have relevant contribu-
tions to the emission (Spurio, 2018). The two primary photo-hadronic processes are photon-
meson and Bethe–Heitler pair production of an electron-positron pair:

p+ g �!

8
><

>:

p0 +p0

n +p+

p0 + e� + e+

(2.16)

Depending on the initial energies, more complex processes, producing multiple pions, are pos-
sible. The produced pions will undergo further decay:

p0 �! g + g (2.17)
p+ �! µ+ +nµ �! e+ +ne + n̄µ +nµ (2.18)
p� �! µ� + n̄µ �! e� + n̄e +nµ + n̄µ (2.19)

The decay photons and synchrotron radiation produced by the leptons are energetic enough to
cause electromagnetic cascades after interacting with the surrounding photon field. A cascade
is formed when particle pairs are created in the interaction, which again causes the emission
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of synchrotron radiation. The process is repeated iteratively until the energies are too low for
pair production. The resulting emission from the cascades is one of the contributions to the
high-energy SED bump. The synchrotron emission from protons and muons can also contribute.

Since the hadronic interactions produce neutrinos as a byproduct, blazars are a possible source
of the astrophysical neutrino flux discovered by the IceCube Neutrino Observatory (IceCube
Collaboration, 2013). IceCube also found a strong association between the arrival direction of
a neutrino coincident with the location of the BL Lac TXS 0506+056, which was in a high
flux state (IceCube Collaboration et al., 2018). A recent analysis of the arrival directions of
astrophysical neutrinos showed evidence for neutrino emission from NGC 1068, a nearby active
galaxy (IceCube Collaboration, 2022). NGC 1068 is a Seyfert Type 2 galaxy and has substan-
itally different characteristics from a blazar such as TXS 0506+056. This suggests that there
might be more than one population of sources contributing to the astrophysical neutrino flux.
Future results from neutrino observatories might shed more light on the role of blazars as neu-
trino emitters and help to understand the contribution of hadronic scenarios to the observed
MWL SEDs.

2.3.3 Relativstic effects

In blazars, the jet is aimed closely towards the observer’s line of sight. If an emission region
travels down the jet, relativistic effects such as Doppler boosting greatly alter the observed quan-
tities (see, e.g., Appendix in Urry and Padovani, 1995). The distortion of the intrinsic behavior
in the observer’s frame is quantified by the Doppler factor d . It depends on the Lorentz factor,
G = 1/

p
1�b 2, which is intrinsic to the region and depends on the speed of the region b = v

c .
The Doppler factor takes into account at which angle, q , the region is viewed at:

d =
1

G(1�bcos(q))
(2.20)

The frequency of observed photons then changes linearly with the Doppler factor:

n = dn 0 (2.21)

where n 0 is the frequency in the source’s frame and n in the observers frame. Similarly, the
observed time scale is converted as

Dt = d�1Dt 0 , (2.22)

which leads to a shorter observed variability time scale, and can explain the observed minute
time scale in some sources.

The observed energy spectrum, or SED, is amplified depending on the spectal index a of the
SED (Fn 0 µ n 0�a ) of the Doppler factor:

nFn = d 3+an 0Fn 0 (2.23)

This can be translated into broadband fluxes by integrating over the frequency, which is boosted
by another Doppler factor:

nF = d 4n 0F 0 (2.24)
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Lastly, one can derive the transformation for the observed variability, which is given by the
change of flux in a given time period:

DnF
Dt

= d 5 Dn 0F 0

Dt 0
(2.25)

This shows how strongly the observed flux and variability are altered by relativistic Doppler
boosting and how sensitively they react to even small changes in the kinematics of the jet.

2.4 Markarian 421 - an archetypical TeV blazar

The aforementioned BL Lac Mrk421 is the main astrophysical source of interest in this thesis.
It is one of the brightest and best-studied objects in the VHE sky. The high brightness across the
full electromagnetic spectrum is partially due to its proximity with a redshift of z = 0.031 (de
Vaucouleurs et al., 1991). This allows a study of the source with a variety of instruments with
high precision. The source is also visible in states of high and low activity, which enables an
unbiased and comprehensive monitoring of the source on short time scales down to below one
hour. Most blazars are observable on such short time scales only during flaring states in the
VHE. Otherwise, long integration times of several days to several months are required to extract
significant signals. This causes an intrinsic bias in the data results and makes studies of the
short-time variability impossible. As an archetypical BL Lac, Mrk 421 is an ideal target to study
the underlying physics of TeV blazars.

The source was discovered by the astronomer Benjamin Markarian after building a catalog of
galaxies with strong excesses in the ultraviolet emission (Markarian and Lipovetskij, 1972). In
1992, the Whipple Observatory detected TeV photons from Mrk 421, making it the first extra-
galactic source of that energy range (Punch et al., 1992b). The subsequent Cherenkov telescopes
such as the High Energy Gamma Ray Astronomy (HEGRA) telescopes continued to detect and
observe the source in the following years (see, e.g. Petry et al., 1996; Aharonian et al., 2002).
Since then, numerous detailed studies have been performed to characterize the source’s broad-
band emission across the full electromagnetic spectrum with a focus on VHE gamma rays and
investigate its temporal evolution. Due to its position in the sky, the source is best observed
by telescopes located on the northern hemisphere, such as the MAGIC telescopes and the Very
Energetic Radiation Imaging Telescope Array System (VERTAS). This generation of telescopes
allowed a characterization of the SED at the highest energies with much larger precision (see,
e.g., Albert et al., 2007a; Abdo et al., 2011; Acciari et al., 2011; Ahnen et al., 2017b). Ad-
ditionally, long-term studies spanning over multiple months to years investigated the source’s
temporal behavior and correlation among the energy bands, such as the well-established corre-
lation between VHE gamma rays and the X-ray (see, e.g., Acciari et al., 2011; Aleksić et al.,
2015a; Ahnen et al., 2016; MAGIC Collaboration et al., 2021). Further studies, investigated
the behavior in great detail under quiescent states of low activity of Mrk 421 (Baloković et al.,
2016; Acciari et al., 2021). On the contrary, the source also shows periods of extreme activity
producing strong VHE gamma-ray flares. These observations revealed variability on extremely
short time scales and varying correlation behaviors under states of extreme emission (see, e.g.,
Donnarumma et al., 2009; Acciari et al., 2020). This includes early 2010, which marks the
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period in which the source showed its highest activity to date, including the largest flare ever
observed (Abeysekara et al., 2020).

Despite these extensive efforts, many fundamental questions remain unanswered. One of
them is the origin of the variability of blazars, which shows changes on the annual scale or down
to the minute scale. It also remains open whether the blazar emission is primarily produced in a
single region or if it occurs in multiple regions simultaneously. As discussed in the last section,
the contributions of the different particle populations (leptonic vs. hadronic) to the broadband
emission and the way in which these particles are accelerated are also still under debate.

17





Chapter 3

The MAGIC telescopes

MAGIC telescopes are a pair of IACTs on the Canary Island of La Palma. They are the main in-
struments used for the studies presented in this thesis. The following chapter will give a general
introduction to ground-based gamma-ray observations with the IACT technique. Subsequently,
the hardware of the MAGIC telescopes and the various steps of the data analysis will be de-
scribed. Finally, a brief section discusses the challenges posed by the atmosphere.

3.1 Ground-based gamma-ray astronomy

Observing electromagnetic radiation from Earth entails the inherent difficulty of having the
Earth’s atmosphere along the line of sight. Figure 3.1 shows the atmospheric absorption of elec-
tromagnetic radiation for different wavelengths. In the radio and optical regime, observations
from the ground are possible with few limitations. In the infrared and for wavelengths in and
below the ultraviolet, direct observations from the ground are impossible because the radiation
is absorbed by the atmosphere. This results in two main detection strategies for the observation

Figure 3.1: Atmospheric absorption of electromagnetic radiation as a function of wavelength (Credit:
NASA, public domain).

of gamma rays: First, performing measurements above the atmosphere with space-based instru-
ments mounted on satellites, or second, indirectly measuring incident gamma rays by observing
extended air showers from the ground. The former is widely used to observe gamma rays be-
tween ⇠100keV up to several tens of GeV. At energies above 100GeV, space-based instruments
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Figure 3.2: Schematic representation of the development of an electromagnetic (left) and hadronic (right)
air shower (Otte, 2007).

are increasingly constrained by low event statistics due to the power-law decreasing fluxes with
higher energies. The small spatial extent of space-based detectors (⇠m2) results in a limited
detection area, making collecting a sufficient number of events difficult or even impossible. For
this reason, ground-based methods that use the atmosphere as a calorimeter and achieve effec-
tive areas in the order of km2 are advantageous in detecting gamma rays with energies above
100GeV, so-called very-high-energy (VHE) gamma rays.

3.1.1 Atmospheric air showers

When gamma or cosmic rays with sufficient energy (&1GeV) strike the atmosphere, they initiate
a cascade of particles and radiation after their first interaction. High-energy photons will undergo
a pair production process upon initial interaction with a nucleus in the atmosphere. The resulting
electron and positron radiate photons via Bremsstrahlung, which again initiate pair production.
The repetition of this chain of interactions creates a cascade-like electromagnetic air shower.
The production of new particles comes to a halt once the energy loss due to ionization of the
air is larger than the one due to Bremsstrahlung. The point is reached once the energy of the
particles falls below the critical energy of EC ⇡ 85MeV. The left image of Figure 3.2 shows a
schematic representation of the formation of an electromagnetic air shower.

If the primary particle is of a hadronic nature (protons or heavier nuclei); interactions via
the strong force become possible. This leads to the production of mainly neutral and charged
pions and other mesons and nucleons in the first interaction. In fact, some mesons were first
discovered in hadronic air showers (e.g., the discovery of the kaon (Rochester and Butler, 1947)).
The primary decay channel of neutral pions is into a pair of gamma rays, which then trigger
electromagnetic subshowers. The charged pions can either trigger another hadronic cascade by
interacting with atmospheric nuclei or decay into a muon and a muon neutrino. A schematic
illustration of a hadronic air shower is seen in the right image of Figure 3.2.
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3.1 Ground-based gamma-ray astronomy

Figure 3.3: Images of simulated air showers using the software CORSIKA. Left: Electromagnetic shower
induced by a 100GeV gamma-ray. Right: hadronic shower induced by a 100GeV proton
(taken from Schmidt (2005)).

Due to the different mechanisms of particle production and shower evolution, electromag-
netic and hadronic showers show different morphologies. Electromagnetic showers have a more
uniform and tighter structure. Figure 3.3 on the left shows the results of a simulation of an
electromagnetic air shower induced by a gamma ray with an energy of 100GeV. The simulation
is performed by the widely used software package CORSIKA (Heck et al., 1998). The shower
shows a dense structure around the center line, with few particles scattering far from the ellipse
around the center. Due to the possible formation of electromagnetic subshowers in hadronic
showers, the overall structure is much more scattered and fragmented (see right image in Fig-
ure 3.3). This different morphology can be used to distinguish between primary gamma rays and
cosmic rays initiating the shower.

3.1.2 Imaging Atmospheric Cherenkov Telescope technique

Two main strategies are used to detect atmospheric air showers: First, one can directly detect
the charged particles produced in the shower. So-called extensive air shower arrays exploit
this technique by placing particle detectors over a wide area at high altitudes. This allows the
detection of gamma rays with energies well above 1TeV, but at the cost of a poorer angular
resolution and lower signal-background seperation. Second, the charged particles can also be
detected via the subsequent production of Cherenkov radiation.

Cherenkov radiation was first discovered by P. Cherenkov and S. Vavilov in 1934 (Cherenkov,
1934). I. Frank and I. Tamm provided an explanation of the effect in 1937 (Frank and Tamm,
1937). Cherenkov light is emitted when a charged particle travels through a medium faster than
the speed of light in that medium. A slow-moving charged particle will cause a fully isotropic
polarization of the surrounding medium. Once the particle exceeds the medium’s light speed,
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Figure 3.4: The MAGIC telescopes at sunset (Credit: Giovanni Ceribella, 2019)

the surrounding dipoles will polarize asymmetrically, causing a constructive interference of the
varying dipole moments. As a result, a conical wavefront with an opening angle q forms, given
by:

cosq =
1

nb
, (3.1)

where n is the refractive index depending on the altitude and b ⇡ 1 for highly relativistic parti-
cles.

All newly produced particles in atmospheric air showers have energies above the previously
mentioned critical energy of 85MeV. This lies well above the lower limit required for producing
Cherenkov light; therefore, every particle emits Cherenkov radiation. The superposition of all
individual emitting particles forms a circular-shaped light pool where the overall majority of
light is cast within a radius of 120m given vertical incidence. Since every particle contributes to
the general light pool, the total amount of Cherenkov light emitted is proportional to the number
of particles produced, which is proportional to the primary particle’s energy. Air showers are
rather faint, and the emission of Cherenkov light happens on the scale of nanoseconds. To
successfully detect these showers, IACTs employ large segmented optical mirrors providing a
large light collection area to image the air showers onto a camera. The camera must have a high
light sensitivity and a time resolution down to nanoseconds. These are the basic requirements
for IACTs, and the technical implementation in the case of the MAGIC telescopes is presented
in more detail in the following sections.

3.2 The hardware of the MAGIC telescopes

The MAGIC telescopes are composed of two IACTs (MAGIC I and MAGIC II) located at an al-
titude of around 2200m above sea level at the Observatorio Astrofisico del Roque de los Mucha-
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chos (ORM) on the Canary island of La Palma (see Figure 3.4). They started scientific operations
in 2004 and 2009, respectively.

3.2.1 Structure

The telescopes are placed at a distance of around 85m from each other. The underlying structure
consists of a base fork made from steel tubes mounted on a circular rail, allowing rotation in the
azimuth direction. The fork holds the optical dish made from carbon fiber tubes to minimize
the overall weight. The optical dish can be rotated in a zenith direction. Due to the choice
of carbon-fiber-reinforced polymers as the primary material for the tubes of the telescope dish,
the weight of the total telescope only amounts to around 65t. This enables repositioning of the
telescope to any location in the sky in around 30s. This is especially important for the follow-up
observation of short transient events like gamma-ray bursts. The optical dish holds 247 mirrors
with a reflective area of 1m2 each. Individual mirrors have spherical surfaces of varying radii to
approximate an overall parabolic shape of the mirror dish. Since the telescope structure bends
slightly under its gravitational load, depending on the altitude angle of the telescope dish, an
active mirror control adjusts the individual mirrors and compensates for this effect (Biland et al.,
2008). This way, the focal point of the parabolic mirror dish on the camera surface can be
minimized.

3.2.2 Camera

Both telescope cameras are mounted on an aluminum arch supported by steel ropes. The cameras
consist of 1039 1-inch photo-multiplier tubes (PMTs) (Aleksić et al., 2016b). Each PMT has a
hexagonal Winston cone to close gaps between the circular PMTs and guide the light toward the
photosensitive area. Each pixel has a field of view (FoV) of 0.1�, resulting in an overall FoV of
the camera of 3.5�.

3.2.3 Data taking

The electrical signal from the PMTs is converted to an optical signal and gets transferred via
optical fiber cables to the Counting House, where the data is processed, and the telescopes are
also controlled. The optical signal is converted back into an electrical signal by receiver boards.
The subsequent readout (Aleksić et al., 2016b) is based on Domino Ring Sampler version 4
(DRS4) analog memories. The DRS4 comprises an array of 1024 switching capacitors for each
channel, sampling the analog signals coming from the receiver boards. The sampling rate is set
to 1.64 GHz. In the event of a trigger, the analog signal sampling stops, and the capacitors’
charges are read out with an analog-to-digital converter on a region-of-interest of 50 capacitors,
i.e., time samples. This corresponds to a time window of around 30ns and a resulting dead time
of 26 µs.

For an event to trigger the readout, several criteria need to be met in the form of trigger levels.
The L0 trigger gives the first trigger level. It is triggered once individual pixels in the inner part
of the camera reach a given Discriminator Threshold (DT). The DT depends on the night-sky
background level as well as the individual sensitivity of the pixel. Afterward, the L1 trigger looks
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for neighboring pixels passing the L0 trigger. Under regular observations, a three-next-neighbor
(3NN) logic is applied. If necessary, a 2NN or 4NN trigger can also be used. The successful L1
trigger, done independently by the two telescopes, is then fed into the L3 trigger, which checks
for coincident events. The L1 signal of each telescope is stretched by 100ns and is adjusted for
different arrival times between the telescopes before checking for the time coincidence, which
would fire the L3 trigger. If the event passes the L3 trigger, the readout finally writes the digitized
event to the disk.

Observations by MAGIC are performed in so-called wobble mode (Fomin et al., 1994). The
telescopes do not point directly at the observed source but with a slight angular offset. Under
regular operation, that offset is 0.4�. The off-center observation allows the simultaneous extrac-
tion of an ON region and a symmetric OFF region in the camera FoV, which will be important
later for signal detection. Every 20min, the pointing rotates around the source in a fixed pattern
of four points 90� apart. This also averages out potential instrumental inhomogeneities of the
camera acceptance.

3.3 Analysis of MAGIC data

In the following sections, the analysis is described starting from triggered events. It is performed
using the MAGIC Analysis and Reconstruction Software (MARS) (Zanin et al., 2013a).

3.3.1 Extraction, cleaning and characterization of events

Before writing the capacitor charges, the pedestal (i.e., signal baseline taken at the beginning
of each night) is subtracted. The charge is read out within a sliding window, covering five
continuous time samples. The window with the largest charge is saved with the arrival time
given by a count-weighted average over the time samples (Albert et al., 2008). The counts
are then converted to photoelectron units (phe). Specific events are created by illuminating the
camera with short laser pulses from the center of the mirror dish to obtain the conversion factors.
The final camera images are then defined by the charge and arrival time of all individual pixels.

Once the signal is extracted in terms of charge and time, the image is cleaned to remove
pixels from the image that are not associated with the event but contain charge originating from
the background of the night sky. This ensures that the parametrization of the image is not
influenced by strong outliers of the image. The image from a gamma-ray-induced air shower
is expected to show a compact elliptical shape. A multi-step process determines first the core
part of the ellipse. The algorithm looks for groups of neighboring pixels reaching a certain
cleaning level in the form of a charge threshold. Pixels neighboring the core pixels are included
as boundary pixels if their charge also matches a certain cleaning level that is lower than that
of the core pixels. Not-associated pixels are removed based on proximity, charge, and time
information. The background of an image can vary significantly depending on the night-sky
conditions, i.e., the moon’s brightness. The appropriate charge thresholds, therefore, depend on
the moon’s brightness, and analyzing affected data requires increased cleaning levels. Since all
data analyzed for this work were taken under dark conditions, further peculiarities of the analysis
of data taken under bright moonlight will not be discussed. For more information see (Ahnen
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Figure 3.5: Example of a gamma-ray event before cleaning (left) and after cleaning (right).

et al., 2017c). An example of a gamma-ray event taken under dark conditions before and after
the image cleaning can be seen in Figure 3.5.

To extract the physical information from an event later, given the energy, direction, and gam-
ma/hadron separation, the images are parameterized by a list of features. These parameters are
called "Hillas parameters" and were first introduced by Michael Hillas in 1985 (Hillas, 1985a).
In the analysis of MAGIC data, the original list of parameters was expanded to include a more
comprehensive list of features (the list is taken from internal documentation):

• Size: Overall number of photoelectrons in the image.

• CoG: The Center of Gravity (CoG) is the position of the weighted mean signal in the
camera.

• length: Root Mean Square (RMS) spread along the shower axis.

• width: RMS spread perpendicular to the shower axis.

• Conc-n: The fraction of photoelectrons in the n brightest pixels of the image.

• Leakage 1/2: Fraction of signal distributed in the outermost camera ring/two outermost
camera rings with respect to the total image size

• M3long: Third longitudinal momentum of the image along the major shower axis of the
ellipse.

• Asym: Difference between the pixel with the highest charge and the CoG.

• Number of islands: Number of distinct groups of pixels in the image.

Some of the Hillas parameters are visualized in Figure 3.6. Additionally, there are parameters
depending on the position of the observed source:
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Figure 3.6: Sketch of a few selected Hillas parameters used to characterize events.

• alpha: The angle between the major axis and the line between the CoG and the source
position.

• Dist: The distance of the image CoG to the source position.

Lastly, two parameters take into account the arrival time of the photoelectrons:

• Time-Gradient: The slope of the arrival times of all pixels projected on the major axis.

• Time-RMS: The RMS of the arrival times of all pixels.

These parameters are extracted from the images of the two individual telescopes. To exploit
the stereoscopic observation of two telescopes, additional parameters are defined, which are
especially relevant for the later reconstruction of the direction of the gamma ray:

• Shower axis direction: Crossing point of the major axes of both telescope images after
laying them on each other.

• Impact point: The reconstructed point of the shower impact can be calculated by taking
the crossing point of both major axes after prolongation.

• Impact parameters: The distance between the shower axis and the telescope positions.

• Height of the shower max: The reconstructed altitude where the shower reaches the highest
number of particles. It is derived from the shower axis and the CoG.

• Cherenkov radius: The radius at the ground level of the Cherenkov ring produced by a
86MeV electron emitted at the shower max.

• Cherenkov density: The photon density at the ground produced by the same electron.

The geometric reconstruction of the shower axis direction and the impact point is shown in
Figure 3.7.
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Figure 3.7: Sketch of the stereoscopic parameter reconstruction. The reconstruction of the shower axis
after superimposing both camera images can be seen in the left image. On the right, the
reconstruction of the impact point by crossing the prolonged major axes of both camera
images separately is shown.

3.3.2 Event reconstruction

The full list of features is then reduced to only three properties characterizing the event:

• The type of event (gamma ray or hadronic background)

• The energy of the primary particle

• The direction of the primary particle

All relevant high-level results can be obtained with estimations of these three properties.

Gamma-hadron separation

To construct high-level results, the signal events originating from gamma rays must be sepa-
rated from the background events of hadronic origin. Even when observing bright gamma-ray
sources, the vast majority of events detected by IACTs are hadronic background events. This
means that less than 1 out of 1000 events originates from a primary gamma ray for most sources.
The machine learning technique Random Forest (RF) is used to estimate the type of event (Alek-
sić et al., 2016c). The RF builds a collection of binary decision trees and takes the previously
presented list of image parameters as input. As with any machine learning algorithm train-
ing, a training set must be created first. For the signal events, dedicated Monte-Carlo (MC)
simulations produce images solely originating from gamma rays (Majumdar et al., 2005). The
MC simulations replicate the entire observation process. First, atmospheric air showers and the
emission of Cherenkov light are generated with the CORSIKA software package (Heck et al.,
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1998). Subsequently, the reflection of the Cherenkov photons on the mirror surface is simulated
to determine their resulting position on the camera. Finally, the camera’s response and data
acquisition are simulated to obtain images as close to reality as possible. This way, a data set
of only gamma-ray-like events is created. Real observations containing as few gamma rays as
possible are used for the hadronic background events. This can be observations of spots in the
sky with no known gamma-ray sources or very faint sources. The RF is then trained to estimate
the so-called hadroness, that is a parameter between 0 and 1, indicating the confidence that an
event is of hadronic origin. A hadroness cut is applied to separate gamma-like from hadron-like
events in the final analysis.

Energy reconstruction

Next, the energy of the primary particle is reconstructed. In the first order, the energy is pro-
portional to the number of particles created in an air shower and, with that, to the number of
Cherenkov photons. Hence, the size parameter is the most influential parameter, but other geo-
metric parameters such as the impact point or Cherenkov radius and density are also taken into
account. The energy estimation can be performed in two ways: The traditional well-established
method uses Look-Up Tables (LUTs) (Aleksić et al., 2012). An individual LUT is created from
the MC simulations for each telescope by binning the events in a multi-dimensional table based
on the relevant parameters. The average between both telescopes is taken for the final estimate
of the energy. The second and newer method uses an RF (Ishio and Paneque, 2024), resulting
in a slightly more accurate energy reconstruction. Both methods were utilized for this work.
Results shown in chapter 5 were obtained using the LUT method, whereas all other results rely
on the RF method.

Direction reconstruction

Lastly, the direction of the event is reconstructed. Naively, one can reconstruct the original
direction by taking the crossing point of the two major axes. The crossing point can, however,
fluctuate strongly in the case of a small angle between the two axes, which makes the reconstruc-
tion very sensitive to small uncertainties. The favored method is, therefore, the DISP-method,
which also takes into account the timing and shape information of the image (Aleksić et al.,
2016c). The DISP parameter describes the distance between the CoG and an assumed source
position along the major axis. Two RFs estimate the DISP for real data after being trained on
MC data with a known DISP parameter. Since the source position is assumed to be on the line
of the major axis, two possible positions are reconstructed. To resolve the ambiguity, the im-
ages from both telescopes are again superimposed, and the distances between all possible source
positions are computed. The two points with the shortest distance between them are selected.
A sketch of the stereoscopic DISP method is shown in Figure 3.8. 1A and 1B show the two
possible source positions after the RF estimates the DISP for MAGIC I. 2A and 2B show the
corresponding positions from MAGIC II. Since the distance between 1B and 2B is the smallest,
those points are selected. The final estimate of the source position is then given by the average
between the two points, 1B and 2B, in the given example.
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Figure 3.8: Sketch of the stereoscopic DISP-method. The reconstructed positions by the DISP RFs (1A,
1B, 2A, 2B) are shown as red circles. The dotted lines show the distances between all four
positions, with the shortest one marked in orange. The final reconstructed position is shown
in pink as the average of 1B and 2B. The true source position is marked with a star and
enables the computation of the angular distance q shown in blue.

After estimating the source position, a new parameter q can be constructed. It is the angular
distance between the reconstructed position and the nominal assumed position of the gamma-ray
source. Later on, it will be used to further discriminate between signal and background events.

3.3.3 High-level analysis

After the reconstruction of each event for a particular observation, high-level observational re-
sults can finally be obtained.

Signal detection

As a first step, it is evaluated if the data sample contains a significant signal. To assess whether a
source emits a significant number of signal events against the strong background, the number of
excess photons from the source region must be calculated. The source region is defined by using
the previously introduced q -parameter. The events are binned in one dimension in q 2, and only
events below a certain q 2-cut are considered close enough to the assumed source position to be
included. As mentioned in a previous section, the MAGIC telescopes observe in wobble mode,
where several OFF regions are observed simultaneously. The center of another OFF region can
now be treated as a reference point, and again, events are selected with the same q 2-cut. Inte-
grating the surviving number of events for both regions gives the number of events in the signal
region NON and the number of events in the OFF region NOFF. The number of excess photons is
then given by:

Nexc = NON �a NOFF (3.2)
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Figure 3.9: Example of a q 2-histogram. The data set was obtained from observations of the Crab Nebula
in January 2022. The histogram shows a strongly rising excess of events at low values of q 2.

To account for the number of simultaneous OFF regions, a is defined as 1/(number of OFF
regions). Finally, one can compute the significance of the signal using the expression defined by
formula 17 of Li and Ma (1983):

s =

s

2
✓

NON ln


1+a
a

✓
NON

NON �NOFF

◆�
+NOFF ln


(1+a)

✓
NOFF

NON �NOFF

◆�◆
(3.3)

An example of an q 2 histogram is shown in Figure 3.9. In the example, the Crab Nebula is
detected with a significance of almost 30s .

Spectrum and light curve

In this work, only point sources are analyzed, i.e., the gamma-ray sources have such a small
spatial extent that the structure cannot be resolved with the angular resolution of MAGIC. Thus,
only the energy and timing of events are the relevant parameters for obtaining results. The most
crucial high-level result for this work is the differential spectrum. It is given by the number of
photons per unit of energy, time, and area:

df
dE

=
dN(E)

dE dAeff(E)dt
[cm�2 s�1TeV�1] (3.4)

The number of photons N(E) is given by the excess events Nexc within the energy range E. The
effective area Aeff(E) combines the geometric area covered by the telescopes with the detection
probability. It is the equivalent area of a detector with an assumed detection probability of 100%.
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It is calculated by simulating MC events and comparing the number of detected events Ndet with
the number of simulated ones Nsim within the simulated area on the ground Asim:

Aeff(E) = Asim(E)
Ndet(E)

Nsim(E)
(3.5)

The effective area depends on the event’s energy since the detection probability decreases with
lower energies due to the lower number of Cherenkov photons. It also depends on the obser-
vational zenith angle. Due to a larger angle, the Cherenkov light from the shower particles
transverses more atmosphere, enlarging the Cherenkov light pool at the ground. However, the
longer path in the atmosphere also leads to a stronger absorption of the photons. The result is a
decreasing effective area for low energies up to around 300GeV, but an increasing one at larger
energies for higher zeniths.

The time interval in the differential spectrum is given by a source’s effective observation time.
This is the overall observation time, but it accounts for gaps in the observation and the dead time
after recording an event. It is determined by sampling the distributions of arrival times to obtain
the event rate. The total number of events divided by the event rate yields the effective time.

The differential spectrum is often converted into a spectral energy distribution (SED). It is
obtained by multiplying the energy of the corresponding bin squared with the spectrum: E2 df

dE .
This corresponds to the energy flux of the source in units of TeVcm�2 s�1. It shows each wave-
band’s relative contribution to the source’s total energy output.

Once the differential spectrum is estimated, the integral flux in a given energy range can be
easily obtained:

f =
Z E2

E1

df
dE

(3.6)

The time evolution of the integral flux f over time is referred to as a light curve.
Up to this point, the used energy E refers to the estimated energy from the LUT or RF. Because

the detector is non-ideal, this initial energy estimation has a limited resolution in the order of
15%-25% (Aleksić et al., 2016c) depending on the energy. This leads to events ending up in
bins of estimated energy, which do not match their true energy. The resulting migration of
events leads to an overall distortion of the spectrum, which has to be corrected by performing a
so-called unfolding procedure.

There are two main unfolding methods: In the first method, a migration matrix Mi, j is obtained
from MC events. It describes the probability of events from true energy bin j migrating to an
estimated energy bin i. Ideally, one can now invert the matrix and apply it to observational
data. Since the inversion of the matrix is not always possible, it is obtained by a Chi-square
minimization. To stabilize the minimization, a regularization term is introduced. There are
several options to regularize the expression. More details on the different regularization methods
and the unfolding procedure can be found in Albert et al. (2007c).

The second method is the so-called forward unfolding. An assumed spectral shape is multi-
plied by the effective area and time. A further convolution with the migration matrix predicts
the number of events in bins of estimated energy. Using a maximum likelihood approach, the
difference between the predicted and real number of events per bin is minimized regarding the
parameters of the assumed spectral shape. This results in a model-based fit of the spectrum, but
no set of uncorrelated spectral points can be obtained.
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Spectral points in this work were obtained using the first method (with Tikhonov regulariza-
tion as described in Albert et al. (2007c)), whereas spectral fits were obtained with a forward
unfolding approach.

3.4 The influence of the atmosphere

As previously noted, MAGIC is located at the ORM on the island of La Palma. The ORM is one
of the best astronomical sites in the Northern Hemisphere. The primary reasons are the weather
conditions at the Canary Islands, which give rise to exceptional dust-free and dry air and provide
good sky transparency throughout the year (Puerto-Giménez et al., 2013). Nevertheless, the site
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Figure 3.10: Sketch of the influence of aerosols on
the IACT method.

can exhibit certain weather phenomena that
negatively affect the atmospheric quality.
With a latitude of around 28�, the island is
located between two large atmospheric cells,
the Hadley cell in the southern direction and
the Mid-altitude cell or Ferrel cell in the
northern direction. The rotation of these
cells gives rise to the prevailing wind direc-
tion. Until a latitude of 30�, trade winds
from the eastern direction dominate, which
are stronger during summer and can further
extend North. Between around 30� and 60�,
the Westerlies dominate, which are strongest
during the winter. La Palma is located at
the border of both phenomena and is season-
ally influenced by both. Another consequence
of the atmospheric circulation is a tempera-
ture inversion layer at an altitude of around
1300m (Puerto-Giménez et al., 2013), where
a wide sea of stratocumulus clouds can ap-
pear. Below this layer is moist maritime air,
whereas above it, the air is dry and free of
clouds. During winter, the Westerlies can
cause higher clouds at all altitudes. During
summer, the trade winds tend to bring large

amounts of Saharan dust to the island, giving rise to a higher aerosol concentration in the sky at
lower altitudes. This is referred to as calima.

The atmospheric composition up to an altitude of around 20 km, where the density is largest,
has the highest influence on the observation of gamma-ray showers with IACTs. Both described
phenomena, clouds and calima, increase the aerosol content in the atmosphere and, with that,
the absorption of Cherenkov light. Figure 3.10 shows a sketch of the absorption of Cherenkov
light by clouds and calima. A resulting loss of photons can significantly impair the accuracy of
the event reconstructing of the primary gamma rays. The reduced number of Cherenkov pho-
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tons emitted by a given air shower makes the shower appear less luminous compared to perfect
atmospheric conditions. As already noted, the total light yield of a shower is proportional to
the energy of the primary particle. A smaller number of detected photons leads to an under-
estimation of the reconstructed energy of the primary gamma ray. Additionally, the impaired
transmission can affect the trigger efficiency of the telescopes since the lower light yield leads to
a less luminous image on the camera, which might prevent a telescope from triggering an event
it would have triggered under clear atmospheric conditions. This modifies the detection proba-
bility and, with that, reduces the effective area. In addition, partial sky coverage by clouds can
also lead to a distortion of the projected image of the air shower. The gamma-hadron separation
can then be impaired, which leads to a worse overall event reconstruction. For all the above
reasons, IACTs need to implement methods of atmospheric monitoring.
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Chapter 4

The MAGIC LIDAR

During the operation of the MAGIC telescopes, various instruments are used to monitor the
atmosphere. These include instruments to measure basic weather parameters, such as tem-
perature, wind speed, or humidity. They are mandatory to determine if the weather condi-
tions still allow the safe operation of the telescopes. Additionally, a pyrometer measures the
temperature of the sky, which can be used to determine the presence of clouds. This allows
a later quality selection of the data during the analysis but does not provide sufficient infor-
mation to correct atmospherically impaired data. To enable an accurate correction of IACT

Figure 4.1: The MAGIC LIDAR.

data, it is imperative to have range-resolved informa-
tion on atmospheric transmission. For that reason, the
MAGIC collaboration is operating a LIDAR system
(see Figure 4.1), allowing a precise characterization of
the atmospheric transmission and, with that, the correc-
tion of impaired IACT data.

This chapter describes the hardware of the MAGIC
LIDAR, followed by an outline of the analysis of its
data and a correction method for IACT data. Parts
of the method description and images were previously
published in Schmuckermaier et al. (2023). The text
and structure of this chapter closely follow Schmucker-
maier et al. (2023) in parts. Parts of the methods have
been developed and shown in previous work (Fruck,

2015; Fruck et al., 2022a, 2013) and were developed further in Schmuckermaier et al. (2023).

4.1 The hardware of the LIDAR

The core principle of a LIDAR is the same as that of a RADAR but in the optical wavelength
range. A laser shoots close to the observation direction of MAGIC. The light from the laser
scatters across its path with molecules and aerosols in the atmosphere. The scattering occurs
isotropically, and part of the light will be backscattered at 180�. A mirror collects the backscat-
tered light and focuses it into a photodetector. Arrival time information and intensity of the
backscattered light are then used to extract an atmospheric profile of the transmission.
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Figure 4.2: The LIDAR tower with the protective dome on top of the MAGIC counting house.

4.1.1 Structure

The LIDAR sits inside an elevated, protective dome next to the MAGIC telescopes (see Fig-
ure 4.2). The tower under the dome houses the power supplies and control for the systems lo-
cated inside the dome. This includes the control of the laser, the control of the telescope mount,
the supply voltage of the photodetector, and the PC coordinating all subsystems and reading
out the data. A CAD image showing all components in the dome is shown in Figure 4.3. The
telescope frame sits on a commercially available equatorial mount, the ASTELCO NTM 500. It
is elevated by 33cm by solid steel beams. The telescope frame is a custom-made welded alu-
minum frame with a matt black coating to minimize light reflectance. The frame has a length of
around 160cm and a width at the squared bottom of about 72cm. The laser mount is attached
to the outside of the frame. Since the renewal of the mirror and the laser mount are part of
the hardware upgrades I performed, a detailed description of these components is given in the
appendix in section A.1 and A.2.

4.1.2 Light emission and data acquisition

The laser mount carries a passively Q-switched Nd:YAG laser firing pulses of 25 µJ energy.
The laser is operated at a repetition rate of 250Hz. The intrinsic wavelength of a Nd:YAG of
1064nm is halved using a non-linear optical material. The resulting wavelength of 532nm is
much closer to the peak wavelength of the Cherenkov spectrum produced by atmospheric air
showers. Optimally, the wavelength of the laser is identical to the Cherenkov peak wavelength
to allow characterization of the atmosphere at the same wavelength. Since this peak is in the
UV range, it is not visible to the human eye, which poses some safety and practicality issues.
The laser beam then enters a beam expander, which widens the beam width by a factor of 20.
This reduces the beam divergence to around 0.6mrad (full angle). A guidance tube with baffle
rings inside directly screwed onto the beam expander minimizes any remaining stray light. A
borosilicate glass mirror collects the backscattered part of the light with a diameter of 61cm and
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Figure 4.3: CAD image of the LIDAR hardware.

a focal length of 150cm. The detector element sits in the focal points. A diaphragm with an
aperture of around 6mm at the entrance of the detector reduces any background light from the
night sky. Before the photodetector itself, a lens parallelizes the light. A subsequent interference
filter around 532nm further reduces the night sky background’s light by over a factor of 100.
A second lens focuses the light again and enters a hybrid photodetector (HPD). A Hamamatsu
R9792U-40 HPD is used, which has a quantum efficiency of around 50% at 532nm (Orito et al.,
2009). The HPD requires a bias voltage of 400V supplying the incorporated avalanche diode
and a high voltage of 8kV to accelerate electrons from the photocathode to the diode. The de-
tector element pre-amplifies the signal before transmitting it to the PC. In the PC, an FADC
card registers the signal. Two algorithms then analyze the digital signal to count detected photo-
electrons. For photons registered at long distances above around 4.5km above the LIDAR, the
first algorithm looks for individual peaks caused by single photoelectrons. For closer distances,
photoelectron events overlap, and a second algorithm integrates the waveform and divides it by
the charge of a single photoelectron to determine the count number.

4.1.3 Operations

A LabVIEW program controls all components of the LIDAR and the data collection. A user
interface (see Figure 4.4) allows the shifters of the MAGIC telescope to access all relevant func-
tions. During regular observations of the MAGIC telescopes, the LIDAR follows the observation
coordinates with an offset of ⇠ 5�. This ensures that the laser beam does not cross the FoV of
MAGIC. To obtain a single profile, the LIDAR fires 25000 shots. At 250Hz, this takes 100s
followed by some computing time used for the profile extraction. This way, a profile can be ob-
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Figure 4.4: A screenshot of the LabVIEW program to control all components of the LIDAR.

tained every 4min, allowing quasi-continuous monitoring of the atmosphere in the observation
direction of MAGIC.

4.2 Analysis of LIDAR data

4.2.1 The LIDAR equation

The data obtained by the LIDAR is given as the number of backscattered photons per time
interval. Due to the constant and known speed of light in the atmosphere, this can be converted
into the number of photons per distance dN

dr . A parameterized expression for this term is given
by the LIDAR equation (description and explanation taken from Fruck et al. (2022a) and Fruck
(2015)):

dN
dr

= N0CF G(r)
A
r2 b (r)exp

✓
�2
Z r

0
a(r0)dr0

◆
(4.1)

The initial number of emitted photons is given by N0, and CF is a general calibration factor. It
incorporates several parameters like the mirror reflectivity and the detection efficiency of the
photodetector. G(r) is the geometric factor parameterizing the overlap between the FoV of the
telescope and the laser beam. G(r) is small at short distances but rises to 1 quickly for larger
distances when full overlap is reached (usually at around 500m). A

r2 describes the covered solid
angle by the system. a(r) describes the extinction coefficient in the atmosphere, whereas b (r)
is the backscatter coefficient. Both parameters have a molecular and an aerosol component that
is a(r) = amol(r)+aaer(r) and b (r) = bmol(r)+baer(r).

The LIDAR equation can be integrated over a short digitization length l since the laser
pulses are extremely short with an FWHM of around 1ns. Additionally, the LIDAR equation is
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weighted with r2 since the geometric decrease of the signal with 1/r2 has the biggest impact on
the signal, and features in the atmospheric profile get lost. This then becomes:

S(r) = ln(N(r) · r2) ⇡ ln(N0CF Al)+ ln(b (r))�2
Z r

0
a(r0)dr0 (4.2)

In the differential form, this turns into a differential equation with two further parameters (a and
b ), which cannot be solved without further information:

dS(r)
dr

=
1
b

db
dr

�2a (4.3)

Several ways of inverting the signal, meaning to extract a(r) and b (r) from S(r) are discussed
in Fruck (2015). The inversion is possible whenever the two variables have a known relation.
Example cases would be assuming a homogenous atmosphere without backscattering or cases
where aerosol scattering is the dominant mechanism. In the case of the MAGIC LIDAR shooting
at 532nm, both effects, scattering on aerosols and Rayleigh scattering on molecules, are equally
influential. The LIDAR operates as an elastic LIDAR, simultaneously measuring the backscatter
signal of both types of scattering. Other forms of LIDAR, e.g., the Raman LIDAR, operate at
multiple wavelengths and can separate molecular from aerosol scattering with less assumption
but require higher laser powers due to more inefficient forms of scattering. This makes them
unsuitable for constant use during data taking, as it would disturb gamma-ray observations.

4.2.2 Extraction of the aerosol extinction profiles

For the extraction of the aerosol extinction, a special algorithm was developed. The following
description follows the representation in (Fruck, 2015).
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Fig. 4: The analysis algorithm for analyzing LIDAR data:
range (R) corrected signal (photon counts ⇥R2, top), to-
tal aerosol volume extinction coefficient sa(h) determined
with the two different methods (center, blue: cloud trans-
mission method, red: fixed LIDAR-ratio) and the integral
atmospheric aerosol transmission T (h) (bottom).

3.1 Correcting the energy
Correcting the energy is quite straightforward if one has a
good approximation of the total light extinction. In such
a case, the energy estimation Eest just has to be up-scaled
by one over the weighted aerosol transmission of the atmo-
sphere t .

t =
Z •

0
e(h) ·Ta(h) dh (4)

Here e(h) is the normalized estimated light emission pro-
file of those photons of the air-shower which are contained
in the camera images and Ta(h) is the integral aerosol trans-
mission from h to the ground (see eq. 3). In first order and
assuming a linear correlation between light yield of an air-
shower and the energy of the primary g-particle, one can
correct the estimated energy Eest as follows:

Etrue =
Eest

t
(5)

In this way, the energy estimation of each event can be

Fig. 5: This sketch illustrates, how to do a first order correc-
tion to IACT images that are affected by aerosol extinction.
The energy has to be up-scaled to correct for the aerosol
extinction but the collection area should be evaluated at
the apparent (smaller) energy. As a result, the curve that
describes the effective collection area Aeff(E) gets simply
shifted to the right.

corrected using the real-time range-resolved information of
the atmospheric aerosol scattering.

3.2 Correcting the effective collection area
The energy correction is quite straightforward. However the
correction of the reduced collection area is more elaborate.
In principle, one can simply evaluate the corresponding
effective collection area from MC-data at the energy before
correction A(Eest). One could just re-weight each event by
A(Etrue)/A(Eest) to compensate for the events that are not
triggered due to the reduced light yield. However, care has
to be taken to estimate the statistical uncertainty in each
energy bin correctly.
Another possibility is to apply a correction to the effective
observation time at the moment when the flux is calculated.
The instantaneous energy dependent rate R(E, t) can be
expressed as follows:

R(Etrue, t) =
dN(Etrue)

dt
(6)

Assuming a certain time interval from 0 < t < T , in which
the atmospheric conditions are stable, and the energy cor-
rection is known, the rate in that time interval can be written
as follows:

hR(Etrue)i =

Z T

0

dN(Etrue)

dt
dt

Z T

0
dt

=
N(Etrue)

T
(7)

The true differential flux F(E, t) of a source, observed by
an instrument with energy and time-dependent effective
collection area A(E, t) can be approximated then by:

F(Etrue, t) =
dN(Etrue)

dt
· 1

A(Eest, t)
(8)

We are counting events in absorption corrected energy
(Etrue), but evaluating the collection area corresponding to
the uncorrected energy Eest from aerosol-free Monte Carlo
simulations. The time average of the flux can be written as
follows.

Figure 4.5: LIDAR backscatter profile showing the
presence of excess scattering due to the
ground layer and some clouds at around
9km altitude. Image taken from (Fruck,
2015).

The density profiles of molecules in the at-
mosphere follows an exponential function as
a function of height:

r(h) ⇡ r0
h�h0

hS
(4.4)

where r0 and h0 is the density and height
at some reference altitude and hS the scale
height of the atmosphere. hS depends on the
temperature and the mass of the molecules
with a typical value of around 8km. The ex-
ponential decrease of molecule density also
causes an exponential decrease in backscat-
tered photons. A backscatter profile caused

purely by Rayleigh scattering of molecules, Smol(h), can therefore be described with an expo-
nential function:

Smol(h) = C · exp
h
hs

(4.5)
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The profile is parameterized with the amplitude C incorporating all effects scaling the absolute
amplitude of the LIDAR profile. This profile can be fitted within a sliding window along the
profile. By evaluating the resulting goodness of fit, regions of pure molecular scattering can be
identified. A sudden worsening of the fit indicates the presence of excess aerosols.

There are two main regions where excess aerosols appear in the atmosphere above La Palma:
directly above the ground in the atmospheric boundary layer and in clouds at higher altitudes.
As previously mentioned, the effect of Calima can cause a strong excess of aerosols in the atmo-
sphere. The heavier aerosols in the form of Sahara dust and sand lie closer to the ground up until
3-4km, whereas clouds are typically found between 8-12km (Fruck et al., 2022a). Figure 4.5
shows a LIDAR profile with a clear excess of aerosols at an altitude of around 9km, indicating
the presence of clouds. At very low altitudes from 0-2km, a small excess of aerosols can also be
identified. In between, the profile matches a straight line in the logarithmic representation of the
plot. The exponential profile is a good description, which suggests a pure molecular atmosphere
in between.
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Fig. 4: The analysis algorithm for analyzing LIDAR data:
range (R) corrected signal (photon counts ⇥R2, top), to-
tal aerosol volume extinction coefficient sa(h) determined
with the two different methods (center, blue: cloud trans-
mission method, red: fixed LIDAR-ratio) and the integral
atmospheric aerosol transmission T (h) (bottom).

3.1 Correcting the energy
Correcting the energy is quite straightforward if one has a
good approximation of the total light extinction. In such
a case, the energy estimation Eest just has to be up-scaled
by one over the weighted aerosol transmission of the atmo-
sphere t .

t =
Z •

0
e(h) ·Ta(h) dh (4)

Here e(h) is the normalized estimated light emission pro-
file of those photons of the air-shower which are contained
in the camera images and Ta(h) is the integral aerosol trans-
mission from h to the ground (see eq. 3). In first order and
assuming a linear correlation between light yield of an air-
shower and the energy of the primary g-particle, one can
correct the estimated energy Eest as follows:

Etrue =
Eest

t
(5)

In this way, the energy estimation of each event can be

Fig. 5: This sketch illustrates, how to do a first order correc-
tion to IACT images that are affected by aerosol extinction.
The energy has to be up-scaled to correct for the aerosol
extinction but the collection area should be evaluated at
the apparent (smaller) energy. As a result, the curve that
describes the effective collection area Aeff(E) gets simply
shifted to the right.

corrected using the real-time range-resolved information of
the atmospheric aerosol scattering.

3.2 Correcting the effective collection area
The energy correction is quite straightforward. However the
correction of the reduced collection area is more elaborate.
In principle, one can simply evaluate the corresponding
effective collection area from MC-data at the energy before
correction A(Eest). One could just re-weight each event by
A(Etrue)/A(Eest) to compensate for the events that are not
triggered due to the reduced light yield. However, care has
to be taken to estimate the statistical uncertainty in each
energy bin correctly.
Another possibility is to apply a correction to the effective
observation time at the moment when the flux is calculated.
The instantaneous energy dependent rate R(E, t) can be
expressed as follows:

R(Etrue, t) =
dN(Etrue)

dt
(6)

Assuming a certain time interval from 0 < t < T , in which
the atmospheric conditions are stable, and the energy cor-
rection is known, the rate in that time interval can be written
as follows:

hR(Etrue)i =

Z T

0

dN(Etrue)

dt
dt

Z T

0
dt

=
N(Etrue)

T
(7)

The true differential flux F(E, t) of a source, observed by
an instrument with energy and time-dependent effective
collection area A(E, t) can be approximated then by:

F(Etrue, t) =
dN(Etrue)

dt
· 1

A(Eest, t)
(8)

We are counting events in absorption corrected energy
(Etrue), but evaluating the collection area corresponding to
the uncorrected energy Eest from aerosol-free Monte Carlo
simulations. The time average of the flux can be written as
follows.

Figure 4.6: Aerosol extinction profile obtained with
the LIDAR ratio method (red) and the
extinction method (blue). Image taken
from Fruck (2015).

Two different techniques are utilized to ex-
tract the aerosol extinction of a cloud layer. In
cases where the cloud layer attenuates more
than 10% of light, the so-called extinction
method is applied. The atmosphere below
and above the cloud is parameterized with the
molecular fit and the two resulting amplitudes
C1 and C2. The transmission of a cloud layer
is then computed by comparing the ampli-
tudes of the molecular fits before and after
the cloud. The square of the ratio yields the
transmission since the light is attenuated two
times:

taer =

r
C2

C1
(4.6)

For the molecular component of the signal inside the cloud layer, the average of both amplitudes
is used:

S̄mol(h) =
C1 +C2

2
· exp

h
hs

(4.7)

The signal excess caused by aerosols, Saer = S(h)� S̄mol(h), is then used to extract the aerosol
extinction:

aaer(h) =

r
C2

C1

S(h)� S̄mol(h)
R h2

h1
(S(h)� S̄mol(h))dh

(4.8)

In the case of optically thinner clouds with transmission below 10%, a second method is applied.
In the LIDAR ratio method, a constant relation, the LIDAR ratio Kaer, between a and b is
assumed within the cloud layer. This allows a direct computation of the extinction coefficients
from the signal excess:

aaer(h) = Kaer bmol(h)
S(h)� S̄mol(h)

S̄mol(h)
(4.9)
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Using both methods, Figure 4.6 shows the extracted extinction profile from the backscatter pro-
file shown in Figure 4.5. The methods, shown in red and blue, produce comparable results.

Both algorithms only work on clouds since either the Rayleigh fit before and after the cloud
layer or the LIDAR ratio needs to be known. A different approach needs to be used to extract
the extinction and resulting transmission of the ground layer. Here, the reference amplitude
is given by measurements taken under clear sky conditions on earlier nights. The system is
then considered to be stable enough to estimate the ground layer transmission by comparing the
amplitudes of the reference amplitude with the amplitude of the first sliding window, where a
Rayleigh fit describes the profile well:

tg.l. =

r
C0

Cref
(4.10)

The system’s stability is monitored, and regular re-calibrations minimize the systematic error. A
detailed discussion of the systematic uncertainties of the profile extraction will be later given in
the discussion in section 5.5.

4.2.3 Correction of aerosol extinction due to the LIDAR wavelength

The resulting extinction profiles correspond to the extinction at 532nm. The Cherenkov light
detected by MAGIC has a much higher contribution of shorter wavelengths reaching into the
UV. Figure 4.7 shows the average detected wavelength of Cherenkov light from atmospheric air
showers. The obtained values incorporate losses due to the mirror reflectivity and photon detec-
tion efficiency of the PMTs (Borla Tridon et al., 2009). LIDAR-based data corrections are ap-
plied until a zenith angle of 62�, after which sampling the atmosphere with sufficient depths be-
comes exceedingly challenging. The average Cherenkov wavelength l̄Cher lies at around 400nm
until 62�, which is considerably shorter than lLIDAR = 532nm used by the laser of the LIDAR.
Aerosol extinction is significantly higher for UV compared to the optical, which leads to an un-
derestimation of the extinction by the LIDAR. To mitigate this problem, a new correction of the
aerosol extinction was introduced in 2022.

The Ångström exponent, Å, relates the ratio of aerosol extinctions at two wavelengths with
the ratio of the wavelengths (Ångström, 1929):

al Cher

aLIDAR
=

 
l Cher

lLIDAR

!�Å

(4.11)

The Ångström exponent can be extracted from the Aerosol Robotic Network project (AERONET,
http://aeronet.gsfc.nasa.gov/) Sun photometer data. The network has a location on the
ORM around 400m away from the LIDAR. The data contains Ångström exponents measured
for the wavelength ranges 380–500nm and 340–440nm. Figure 4.8 shows the histograms of the
obtained values for both wavelength ranges and the combined histograms. The data shows a bi-
modal distribution, where the first peak corresponds to periods with higher dust concentrations,
especially Calima. Both peaks of the combined histograms are fitted with a Gaussian distribution
to obtain mean values. This allows us to provide aerosol extinction corrections for two different
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Figure 4.7: Average detected wavelength of Cherenkov light from air showers as a function of zenith
angle after being reflected by the telescope mirrors and detected by the PMTs. The dashed
line marks 62�, the highest zenith angle where LIDAR corrections are still applied within the
MAGIC data analysis.

conditions. In periods with high dust concentrations, a value of Å⇡ 0.32 ± 0.21 was obtained,
leading to a correction of:

al Cher,calima = aLIDAR ·
✓

400 nm
532 nm

◆�(0.32±0.21)

= aLIDAR · (1.10±0.07) (4.12)

For non-dusty periods, the mean value of the peak lies a bit higher at Å⇡ 0.45 ± 0.46 due to a
higher UV dependence:

al Cher,non�dusty = aLIDAR ·
✓

400 nm
532 nm

◆�(1.45±0.46)

= aLIDAR · (1.51±0.20) (4.13)

The method of Fruck et al. (2022a) is used to differentiate between Calima and non-dusty peri-
ods. Transmission of the ground layer above 0.93 counts as non-dusty, whereas less transmission
is classified as Calima.

4.2.4 Extraction of the transmission profiles

Finally, the integral aerosol transmission profile can be obtained from the aerosol extinction
profile via integration:

Taer(r) = exp
✓

�
Z r

0
al Cher

(r0)dr0
◆

⌘ Taer(h,q)

= exp
✓

�
Z h/cosq

0
al Cher

(h0)/cosq dh0
◆ (4.14)

The distance r was converted into heights h with the zenith angle q . Figure 4.9 shows the final
integral aerosol transmission profile obtained from the aerosol extinction profiles of Figure 4.6.
One can see how the presence of excess aerosols causes a drop in transmission due to clouds
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Figure 4.8: Ångström exponents provided by the AERONET station at the ORM for two wavelength
regions. The combined histogram is fitted with a Gaussian distribution. The data cover the
period between November 2019 and July 2022.
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Fig. 4: The analysis algorithm for analyzing LIDAR data:
range (R) corrected signal (photon counts ⇥R2, top), to-
tal aerosol volume extinction coefficient sa(h) determined
with the two different methods (center, blue: cloud trans-
mission method, red: fixed LIDAR-ratio) and the integral
atmospheric aerosol transmission T (h) (bottom).

3.1 Correcting the energy
Correcting the energy is quite straightforward if one has a
good approximation of the total light extinction. In such
a case, the energy estimation Eest just has to be up-scaled
by one over the weighted aerosol transmission of the atmo-
sphere t .

t =
Z •

0
e(h) ·Ta(h) dh (4)

Here e(h) is the normalized estimated light emission pro-
file of those photons of the air-shower which are contained
in the camera images and Ta(h) is the integral aerosol trans-
mission from h to the ground (see eq. 3). In first order and
assuming a linear correlation between light yield of an air-
shower and the energy of the primary g-particle, one can
correct the estimated energy Eest as follows:

Etrue =
Eest

t
(5)

In this way, the energy estimation of each event can be

Fig. 5: This sketch illustrates, how to do a first order correc-
tion to IACT images that are affected by aerosol extinction.
The energy has to be up-scaled to correct for the aerosol
extinction but the collection area should be evaluated at
the apparent (smaller) energy. As a result, the curve that
describes the effective collection area Aeff(E) gets simply
shifted to the right.

corrected using the real-time range-resolved information of
the atmospheric aerosol scattering.

3.2 Correcting the effective collection area
The energy correction is quite straightforward. However the
correction of the reduced collection area is more elaborate.
In principle, one can simply evaluate the corresponding
effective collection area from MC-data at the energy before
correction A(Eest). One could just re-weight each event by
A(Etrue)/A(Eest) to compensate for the events that are not
triggered due to the reduced light yield. However, care has
to be taken to estimate the statistical uncertainty in each
energy bin correctly.
Another possibility is to apply a correction to the effective
observation time at the moment when the flux is calculated.
The instantaneous energy dependent rate R(E, t) can be
expressed as follows:

R(Etrue, t) =
dN(Etrue)

dt
(6)

Assuming a certain time interval from 0 < t < T , in which
the atmospheric conditions are stable, and the energy cor-
rection is known, the rate in that time interval can be written
as follows:

hR(Etrue)i =

Z T

0

dN(Etrue)

dt
dt

Z T

0
dt

=
N(Etrue)

T
(7)

The true differential flux F(E, t) of a source, observed by
an instrument with energy and time-dependent effective
collection area A(E, t) can be approximated then by:

F(Etrue, t) =
dN(Etrue)

dt
· 1

A(Eest, t)
(8)

We are counting events in absorption corrected energy
(Etrue), but evaluating the collection area corresponding to
the uncorrected energy Eest from aerosol-free Monte Carlo
simulations. The time average of the flux can be written as
follows.

Figure 4.9: Example integral aerosol transmission
profile. Image taken from Fruck (2015).

and dust at the ground layer. At low zenith
angle (below ⇠ 30�), the LIDAR can obtain
profiles up to an altitude of around 20km with
a range resolution of ⇠ 50m at lower altitudes
increasing up to ⇠ 100m at higher altitudes.
The majority of Cherenkov photons are emit-
ted well below 15 km. Since the profiles are
obtained every 4min, they get interpolated in
time to continuously sample the atmosphere.
The binning is done in height bins of 250m.
For MAGIC data outside of the time range
covered by the LIDAR, the profiles can be ex-

trapolated up to 15min. The resulting profiles provide the relevant range of resolved information
about the transmission, which is later used to correct MAGIC telescope data.

4.3 Correction of MAGIC telescope data using the LIDAR

4.3.1 Correction of the energy

The largest effect on the image reconstruction caused by higher atmospheric aerosol concentra-
tions is the overall reduction of Cherenkov light arriving in the MAGIC cameras. This primarily
distorts the energy reconstruction of gamma-ray events since the energy scales roughly linearly
with the amount of Cherenkov light (Hillas, 1985b). Since the Cherenkov light is emitted over a
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Figure 4.10: Sketch of the correction of the shower energy. An assumed emission profile, shown in red, is
downscaled by an example transmission profile in black, resulting in a decreased emission,
shown in blue.

wide range of altitudes depending on the energy and zenith of the incoming gamma ray range-
resolved, knowledge of the transmission is imperative. In the case of excess aerosols close to the
ground, most Cherenkov light is produced above the aerosols, and the height profile becomes
less relevant. Previous work on data corrections has exploited this advantage (Garrido et al.,
2013; Doro et al., 2014). In the case of aerosols at higher altitudes, especially clouds, an as-
sumption about the normalized emission profile e(r) needs to be made. As an approximation,
the emission profile of atmospheric showers follows a Gaussian profile in the longitudinal di-
rection. The emission of Cherenkov light increases with the creation of new particles in the
shower. It starts to decrease once ionization losses of the particles become the dominant form
of energy loss, and new pair creation of particles starts to halt. The mean of the Gaussian corre-
sponds to the reconstructed shower maximum, which is part of the stereo reconstruction of the
MAGIC data analysis (Fegan, 1997; Aleksić et al., 2016c). The width is obtained from toy MC
simulations (Fruck, 2015):

s = 3.6�0.4log10 (Eest[GeV]) · (cosq)0.15 km (4.15)

Figure 4.10 illustrates the effect of an example transmission profile shown in black on a typical
air shower profile. The transmission profile indicates transmission loss due to a cloud at around
9km, and the ground layer. The red curve displays a normalized Gaussian profile approximating
the emission profile of an air shower with a maximum emission at a similar height as the center
of the cloud. A more realistic emission profile is obtained by folding the transmission profile
over the emission profile. Integrating over the new emission profile results in the average optical
depth seen by the shower:

T aer =
Z •

0
e(h) ·Taer(h) dh (4.16)

The inverse of the optical depth corresponds to the atmosphere-induced light yield bias and can
now be used to correct the initial estimated energy:

Ecorr =
Eest

T aer
(4.17)
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Figure 4.11: Sketch of the effective area shift caused by excess aerosols as a function of energy. The red
curve represents the effective area under clear conditions. The blue curve demonstrates the
resulting shift caused by an impaired atmospheric transmission.

As shown in equation 4.15, the width of the shower profile depends on the energy itself. There-
fore, the correction and new calculation of the energy bias are repeated iteratively until sufficient
convergence is achieved.

It is not enough to scale up the energy of individual gamma-ray events to obtain correct high-
level results, e.g., flux estimates or energy spectra. The instrument response functions (IRFs)
also depend on the reconstructed energy.

4.3.2 Correction of the effective area

The dominant energy-dependent factor of the IRFs is the effective collection area. It is given by
the equivalent geometric area of the detector, assuming a detection probability of 100%. It shows
a strong dependence of the energy below 100GeV, which decreases for higher energies (Alek-
sić et al., 2016c). As mentioned in the previous section, the dominant effect of an impaired
atmosphere is the lower Cherenkov light yield of the air shower. A lower effective area must
be attributed to the event to account for this effect. The assumption is that air showers under
suboptimal aerosol conditions produce comparable images to showers with smaller energy un-
der clear conditions. Therefore, the effective area is evaluated at the energy E · T aer, which is
the event energy before the energy correction is applied. This results in a shift of the effective
area as a function of energy, as it is displayed in Figure 4.11. The gray arrows represent the
energy shift. It is important to note that the shift is not the same across the curve and is itself
slightly energy dependent since also the factor Taer depends on the energy-dependent maximum
shower height. This way, each event is assigned an individual effective area. When computing
fluxes of gamma-ray sources, the number of gamma-ray events per time and area are computed.
Different assumptions can be valid when averaging the effective area for a given exposure under
suboptimal conditions. In the following, two different methods are presented and later compared
in the next chapter.
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4.3.3 Averaging the effective area: Method I

In the first method, the assumption is made that the effective area of a given energy bin scales
roughly with the event rate observed in that bin. Even though the observed rate is usually back-
ground dominated, i.e., not gamma-ray dominated, the assumption can be considered valid for
this purpose (Hahn et al., 2014; Stefanik et al., 2019). To calculate the average effective area
over a time T , one must translate the integral over time into a discrete sum over individual events
by using the assumed relation A µ dNi/dt:

Ā(Ei) =

R T
0 A(Ei, t)dt
R T

0 dt
=

R T
0 A(Ei, t)dt

R T
0 A(Ei, t)/A(Ei, t)dt

AµdNi/dt�����!=

R T
0

dNi
dt dt

R T
0

dNi
dt /A(Ei, t)dt

=
Ni

ÂNi
j=0

1
A j(Ei)

The index i refers to the energy bin, whereas j refers to individual events. Ni is the total number
of events in a given bin, and A j is the effective area assigned to an individual event. As previously
outlined, the effective area is evaluated at the energy before the energy correction:

A j(Ei) = A
�
Ecorr,i ·T aer, j

�
(4.18)

The procedure is followed by unfolding the measured energy spectrum, resulting in another
migration of energy events. A detailed description can be found in the Appendix of Schmucker-
maier et al. (2023).

Method I was the standard method of averaging the effective area in the context of LIDAR-
based data corrections of the MAGIC collaboration. In 2018, the support of this method was
terminated, and Method II became the preferred approach.

4.3.4 Averaging the effective area: Method II

For Method II, a histogram with the event-wise correction factors Taer, j is created with bins k and
weighted with the elapsed time spent under each condition. The histogram shows how long the
atmosphere was under a similar condition; with that, the energy correction factor was at a similar
value. Events were additionally classified by their zenith angle leading to a binning in Taer,k and
q . The average effective area is then given by the energy-shifted effective areas weighted by the
time spent under all observation conditions:

hAeff(Ei,q)i =
Âk Aeff(Ei ·T aer,k,q) · telapsed,k(q)

Âk telapsed,k(q)
(4.19)

A critical remark is that the same shift in evaluating the effective area is applied to Method II.
As previously noted, the correction factor is energy-dependent. A high cloud at around 10km
will not significantly impact a gamma-ray shower of high energy, e.g., 5TeV, since its shower
maximum will be well below that altitude. Clouds at lower altitudes will affect showers of all
energies more equally. Assuming the same shift for all energies will introduce a systematic
error, particularly in fast-changing clouds. The neglected energy dependence of the shift makes
the method work better if the aerosols get closer to the telescope; then, showers of all energies are
affected equally. Since Method II is the currently used and supported approach in the MAGIC
collaboration, all corrections shown in section 5.3 were done using Method II. Section 5.4 will
then compare both methods.
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Chapter 5

First detailed evaluation of the

LIDAR-based corrections

This chapter contains a detailed investigation of the performance of the LIDAR-based correc-
tions using an almost seven-year data set of the MAGIC telescopes. The subsequent study was
published in Schmuckermaier et al. (2023). As the leading author of the publication, I con-
ducted the analysis of the MAGIC data, produced all the high-level results, and wrote most of
the manuscript. Markus Gaug contributed, in particular, to the introduction and discussion of
systematic uncertainties and writing parts of the text. The other authors contributed small seg-
ments to the draft, assisted with proofreading, or contributed to the development of the LIDAR
and its data analysis. The text and structure of this chapter closely follow Schmuckermaier et al.
(2023), and parts of the text have been adopted verbatim. Earlier preliminary results of this work
have been presented by myself at the AtmoHEAD conference in 2022 and have been published
as a conference proceeding (Schmuckermaier et al., 2022). A very early and outdated stage of
this study is the subject of my master’s thesis (Schmuckermaier, 2021)

5.1 Data set

The following section will evaluate and compare the LIDAR-based data corrections using a
data set collected by the MAGIC telescopes over almost seven years. To isolate the effect of
the corrections, the data sets need to be from a constant source without a significant intrinsic
variability, i.e., a standard candle. In VHE gamma-ray astronomy, the Crab Nebula functions
as a standard candle. Its flux is very bright and stable over multiple years (Abdo et al., 2010d;
Aleksić et al., 2015c; Jourdain and Roques, 2020). Flaring periods in gamma-rays of lower
energies (above 100MeV) have been detected in the past (Tavani et al., 2011; Rudy et al., 2015;
Arakawa et al., 2020), but were not detectable in the VHE regime (H. E. S. S. Collaboration,
2014; van Scherpenberg et al., 2019). The source, therefore, only varies within the instrument’s
intrinsic systematic uncertainties and is considered stable in the context of this study.

Due to its stability, the Crab Nebula is regularly observed by MAGIC for calibration pur-
poses. I used data from mid-2013 until early 2020, covering a period of almost seven years in
the following study. The data were taken within a zenith of 5–62�. Under higher zenith angles,
sampling the atmosphere at sufficient depth becomes infeasible with the laser power used. Ad-
ditionally, I only used data taken under dark conditions, referring to a low level of light from
the night sky background. The analysis under stronger moonlight is possible but comes with
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Table 5.1: Available data (in hours) for all included analysis periods and transmission bins.
Period tag Time period T9km >0.95 >0.9 0.9 - 0.82 0.82 - 0.65 0.65 - 0.5

ST.03.03 27.07.2013 – 05.08.2014 39.1 42.4 1.6 0.7 1.1
ST.03.05 31.08.2014 – 22.11.2014 5.7 10.1 1.8 0.3 0.5
ST.03.06 24.11.2014 – 28.04.2016 58.6 70.1 7.6 5.6 5.4
ST.03.07 29.04.2016 – 02.08.2017 21.3 31.5 3.8 2.4 1.2
ST.03.09 10.11.2017 – 29.06.2018 9.3 14.3 2.6 0.2 0
ST.03.10 30.06.2018 – 30.10.2018 6.3 7.4 0 0.1 0
ST.03.11 01.11.2018 – 15.09.2019 19.2 20.6 1.2 1.8 1.2
ST.03.12 16.09.2019 – 22.02.2020 13.4 28.6 7.7 5.2 0.9

Total 27.07.2013 – 22.02.2020 176.2 221.6 26.3 16.1 10.4

higher complexity and systematic uncertainties (Ahnen et al., 2017c). Only data with favorable
conditions in terms of background light are used to isolate the effect of the atmosphere.

Aerosol transmission from 9km above the ground of MAGIC, T9km, is used as the criterion
for classifying the data according to their atmospheric quality. Since aerosol transmission is a
continuous function of height, putting it into a single number allows for easier comparison. 9km
roughly corresponds to the typical maximum emission of Cherenkov light by an atmospheric
shower with 100GeV (Bernlöhr, 2000). Given that MAGIC lies at an altitude of around 2.2km,
most Cherenkov light will be produced below 9km above the ground and is therefore unaffected
by even higher aerosols. By evaluating T9km, I divided the data into five groups (the internal
label is given in parentheses):

• Very good quality data with T9km > 0.95 for the construction of the reference spectra (see
section 5.2)

• Data with T9km > 0.9 (highest transmission)

• Data with 0.82 < T9km < 0.9 (high transmission)

• Data with 0.65 < T9km < 0.82 (medium transmission)

• Data with 0.5 < T9km < 0.65 (low transmission)

Table 5.1 gives the available data under each condition in hours. The data are broken down by
their date range and assigned to MAGIC analysis periods, which define periods of consistent
hardware status and data analysis. The first period, ST.03.03, is interrupted by ST.03.04, which
has been excluded from the data sample. It only contains three days of stereo data and adds
no meaningful statistics to the sample. The same reasoning applies for period ST.03.08, which
covers three months only.

5.2 Construction of the reference spectra

To evaluate the effect of the corrections, a standard of reference for the emission of the Crab
Nebula must be defined. The differential flux, i.e., flux as a function of energy, provides a com-
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prehensive emission characterization and can be accurately measured from bright sources like
the Crab Nebula. The most straightforward approach now would be to set a single spectrum of
the Crab Nebula, which has already been measured and published by MAGIC, as the reference.
However, this brings a disadvantage. Even though the Crab Nebula is a non-varying source in
VHE gamma rays, MAGIC still detects slightly different spectra in different periods due to ei-
ther hardware upgrades, e.g., camera upgrades, or environmental influence, e.g., dust deposition
on the mirrors, the instrument response function of MAGIC changes. If changes become in-
fluential enough, a new analysis period with corresponding MC simulations is introduced. The
accuracy of the new set of MCs can vary from period to period, and the reconstruction of spectra
can differ slightly. This variation is within the systematic uncertainty of MAGIC, which is esti-
mated at a maximum of 15% for the absolute energy scale and 11% for the flux normalization
(at 300GeV) (Aleksić et al., 2016c). To achieve a comparison with minimal systematic bias, I
define a reference spectra for each analysis period. The reference spectra are reconstructed using
only the data with T9km > 0.95.

I then combined the data within a period with the appropriate transmission into a single spec-
trum and is characterized by fitting a log-parabola function with the shape:

df
dE

= f ·
✓

E
275GeV

◆a�b2·log10( E
275GeV)

(5.1)

The energy is normalized at 275GeV. This is equivalent to the mean de-correlation energy of all
spectra. At the de-correlation energy, the correlation of the flux normalization parameter f , the
index parameter a, and the shape parameter b is minimal.

This way, a reference spectrum for each analysis period is determined. Figure 5.1 shows
all obtained spectra in the form of SEDs and, for comparison, two published Crab Nebula SEDs
taken from Aleksić et al. (2015c) and Aleksić et al. (2016c). At the bottom of the figure, the ratio
of the reference spectra to the SED from Aleksić et al. (2016c) is taken to allow a better visual
comparison. The shaded bands give the one-sigma uncertainty bands of the SEDs. Table 5.2
contains the fitted parameters for all analysis periods. The flux normalization parameters show
an excess fluctuation of 3.5%, which is within the night-wise fluctuations of 5% found in Aleksić
et al. (2016c). The spectral index parameter a shows about 0.03 excess fluctuation, and the
curvature parameter b is about 0.02.

In the following sections, data taken under suboptimal conditions are analyzed with and with-
out corrections and then compared to the corresponding reference spectrum of the same period.

5.3 Evaluation of the LIDAR performance on a nightly basis

I processed the data into single-night spectra as an initial way of evaluating the effects of the
LIDAR-based corrections. Four examples of individual nights are given in the Figures 5.2 and
5.3. Each column depicts the range-corrected photo-electron counts, the resulting aerosol trans-
mission, and the reconstructed spectrum with and without data correction taken in one specific
night. The first column of Figure 5.2 shows the night of November 13, 2015. The backscatter
profile reveals a high excess of aerosols in the ground layer up to ⇠1.5km and a layer of clouds
between ⇠8.5km and ⇠11km. The resulting aerosol transmission profile shows two substantial
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Figure 5.1: Reference spectra of all included analysis periods. Top: All spectral fits and, for comparison,
spectra published by MAGIC in Aleksić et al. (2016c) and Aleksić et al. (2015c). Bottom:
Ratio between the spectrum of a given analysis period and the published spectrum of Aleksić
et al. (2016c). The shaded bands show the one-sigma uncertainty band of the spectral fits.

Table 5.2: Fitted spectral parameters of the reference spectra of all periods.
Period tag f a b

(⇥10�10TeV cm�2 s�1)

ST.03.03 7.05±0.06 �2.19±0.01 0.48±0.01
ST.03.05 7.04±0.16 �2.20±0.03 0.48±0.03
ST.03.06 6.90±0.05 �2.27±0.01 0.47±0.01
ST.03.07 6.89±0.08 �2.26±0.01 0.49±0.02
ST.03.09 7.04±0.13 �2.29±0.01 0.48±0.02
ST.03.10 6.80±0.13 �2.25±0.03 0.46±0.03
ST.03.11 7.29±0.08 �2.23±0.02 0.54±0.02
ST.03.12 6.45±0.09 �2.28±0.02 0.43±0.02

Weighted means 6.94±0.22 �2.24±0.04 0.48±0.03
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drops resulting from both regions of aerosol excess. At 9km, the transmission is roughly 0.7.
The reconstructed SED is shown in the top right corner. A clear bias from the corresponding ref-
erence spectrum can be seen without corrections (in red), which can be successfully eliminated
after corrections (in blue). The second column shows the same type of plots but for March 4,
2016. One can see some strong calima above the ground and very thin clouds. The SED taken
that night can also be adequately recovered. In the left column of Figure 5.3, data from Novem-
ber 29, 2016, is shown. A ⇠2km thick layer of fast varying clouds makes the correction difficult
and results in a slight over-correction of the spectrum. It is worth noting that the data covers
only a period of around 15min. The particular example is, therefore, also limited by statistics.
The last column, showing results from December 1, 2016, displays a thick layer of clouds from
5km up to almost 11km altitude. The whole layer of clouds reduces the transmission by 40-
50%, resulting in T9km < 0.6 for all profiles. The corrections improve the SED compared to the
reference, but a fully adequate reconstruction is not reached.

The LIDAR-based corrections work well in cases where calima is the dominant atmospheric
effect. In the two cloud-dominated cases, the reconstruction is more limited. A detailed descrip-
tion of the various challenges and systematic uncertainties associated with clouds and calima
can be found in section 5.5.

I extracted two high-level results to quantitatively compare the corrected and uncorrected data:
Spectral parameters and integral fluxes. Analogous to the reference spectra, the bad-weather
data is fitted first with a log-parabola function to extract the spectral parameters characterizing
the spectrum’s shape. The unfavorable atmospheric conditions and sometimes low observation
times of individual nights can lead to relatively low statistics. To assist the convergence of the
spectral fit, the curvature parameter, b, in the log-parabola function was fixed to the value from
the corresponding reference spectrum. The amplitude, f , which parameterizes the overall scale
of the spectrum, and the index parameter, a, which parameterizes the spectral tilt, are fitted
freely. This is because the curvature is strongly affected by the high end of the spectrum, where
the statistics become scarce, and the potential for the curvature to take on very different values
is more significant for short data sets. The amplitude and the index are dominated mainly by
the low energy end of the spectrum, where statistics is good, making the latter two the most
important parameters for quantification of the spectrum under suboptimal conditions.

The second way of characterizing the emission is to take the integral flux over a wider energy
range. It is equivalent to the number of photons within the given energy range per area and
time. In this study, three energy ranges were considered: 200GeV – 400GeV (low energy),
from 400GeV – 1TeV (medium energy), and above 1TeV (high energy).

The resulting parameters and fluxes, using q as a substitute variable for both, are then com-
pared to the reference spectrum in two ways. At first, the percental deviation from the reference
value was determined to get the relative deviation:

D% =

✓
qi

qref
�1
◆

·100. (5.2)

Second, the statistical significance of a given deviation is estimated by expressing the deviation
in units of standard deviations:

Ds =
qi �qref

Dq
. (5.3)
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Figure 5.2: Two example nights that show the effect of the LIDAR corrections. Top row: LIDAR profiles
in the form of range-corrected photo-electron counts for two example nights. Different color
shadings mark the consecutive profiles and provide a sample every 4 minutes. Middle row:
Resulting integral aerosol transmission curves, Taer(h). Bottom row: SEDs of concurrent
observations of the Crab Nebula shown without (red) and with (blue) LIDAR correction. For
comparison, the reference spectrum of the corresponding period is shown as a dashed green
line.
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Figure 5.3: Same as Figure 5.2, but for two more nights.
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Dq contains the resulting statistical uncertainty obtained from both the individual spectrum and
the reference spectrum:

Dq =
q

Dq2
i +Dq2

ref. (5.4)

The two deviations comprehensively quantify how substantially a given quantity deviates from
the expected value. A large percental deviation combined with a small statistical deviation can
be attributed to low statistics, while a large statistical deviation together with a low percental
deviation can be caused by the intrinsic systematic uncertainties of the spectral analysis of the
MAGIC data.

5.3.1 Influence of the LIDAR corrections on the parameter reconstruction

First, I evaluated the LIDAR corrections by their influence on the spectral shape. Since the en-
ergy threshold of MAGIC rises with the zenith angle, the energy threshold of the spectral fits
was set to 100GeV for low zenith data taken between 5� and 35�, 200GeV for medium zenith
between 35� and 50� and 400GeV for high zenith data between 50� and 62�. This ensures that
only data above the applicable threshold is included. The results of both types of previously
discussed deviations are portrayed as scatter plots. The images show the deviation of the pa-
rameters obtained from a single night as a scatter point and the overall distribution of nights
as projected histograms. Over-estimations of the parameters result in positive values, whereas
under-estimations are negative.

The upper plot of Figure 5.4 shows the results for the flux normalization, f . The plot shows
data from the three transmission bins taken under suboptimal conditions with T9km between 0.5
and 0.9, and all zenith ranges together. The histograms of both deviations show substantial
improvement due to the LIDAR corrections. The error-weighted mean of the percental devia-
tions moves from �24.2±0.3% to �4.3±0.5%. The mean of the deviation significances from
�2.7s to �0.3s . The number of nights with statistical deviation greater than 3s has been
considerably reduced from 48 (out of 137 tested samples) down to 7 due to the impact of the
LIDAR corrections.

In the lower plot of Figure 5.4, the deviations of the spectral index parameter a are shown. In-
stead of the percental deviation, as defined in equation 5.2, the difference ai � are f is portrayed
on the horizontal axis. Here, the difference between the corrected and uncorrected distribu-
tions is marginal. The weighted mean of the differences shifts from a slight negative bias of
�0.05 ± 0.01 to 0.00 ± 0.01 after applying corrections. The clear-night case, taken from Ta-
ble 5.2, already shows an error of 0.04 on the mean. Both deviations are compatible with this,
and no significant biases can be claimed. Overall, suboptimal atmospheric conditions do not
seem to strongly influence the spectral tilt.

The data are now separated by their transmission and zenith angle. Also, data of the high
transmission bin with T9km>0.9 is now included. In terms of zenith angle, the same binning as
in the MC data of MAGIC is used: a low zenith bin from 5� to 35�, a mid zenith bin from 35� to
50� and a high zenith bin from 50� to 62�. The number of nights in a given region has further de-
creased due to the separation of the data, and the available statistics is reduced. The information
is therefore condensed in the following manner: For the percental deviation, an error-weighted
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Figure 5.4: Scatter plots with projected histograms, showing deviations of the spectral parameters of
individual nights. Top: Distribution of the percental and statistical deviation of the recon-
structed flux normalization obtained from nights with an aerosol transmission between 0.5
and 0.9 from the reference spectrum for individual nights with projected histograms. Bottom:
Same for the index parameter but using the difference instead of the percental deviation in
the x-axis.

55



Chapter 5 First detailed evaluation of the LIDAR-based corrections

Figure 5.5: Error-weighted mean percental and mean statistical deviation of the flux normalization pa-
rameter, f , without (red dot) and with (blue dot) LIDAR corrections for eight zenith and
aerosol transmission T9km bin combinations. The shaded areas give the error ellipses at 1s
and 2s . Note that, by construction, the uncertainty ellipses may not pass through the co-
ordinate system origin, reflecting reconstruction biases. The number of averaged nights, n,
is provided in the top-right corner of each plot. Sufficient data are unavailable in the low
aerosol transmission and high zenith bin.

56



5.3 Evaluation of the LIDAR performance on a nightly basis

Figure 5.6: Same as Figure 5.5, but for the index parameter, a. Sufficient data are unavailable in the low
aerosol transmission and high zenith bin.
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mean is calculated from individual nights. A standard mean over individual nights is taken for
the statistical deviation since the parameter estimate’s error is already considered. Covariance
error ellipses are constructed to visualize the underlying data distribution over which the means
were taken. The ellipses were derived from the standard mean, standard deviation, and the Pear-
son correlation coefficient. For normally distributed data, the 1s ellipse is expected to enclose
roughly 68% of the data, whereas the 2s encompasses around 95%.

The results for the flux normalization parameter are given in Figure 5.5. Eight combinations
of zenith and T9km cover a wide range of observation conditions. An individual panel shows
results obtained before (red) and after (blue) applying the LIDAR corrections. The covariance
ellipses indicate the 1s and 2s within the shaded area. It is important to note that the ellipses
have been constructed using the geometric mean. The error-weighted means, therefore, do not
lie precisely on the center of the ellipses in the horizontal axis.

Looking at the first column, the results at low zeniths are displayed. The flux normalization is
reconstructed without bias in almost all cases, as indicated by the good agreement of the means
with the origin. In the lowest T9km bin, the error-weighted mean shows a remaining bias of
(�9 ± 2)% after using corrections. Under medium zenith angles, shown in the middle column,
the corrections produce bias-free reconstructions in the two higher transmission bins. Below
T9km < 0.82, a residual bias of (�11 ± 3)% is found. The deviation in the lowest transmission
bin worsens to (�17 ± 4)% and -1.0s . The high zenith bin is shown in the right column.
In the highest T9km bin, LIDAR corrections produce a marginal worsening indicated by the
slightly wider ellipse and the mean value moving away from the origin. A downward flux
correction is possible if the LIDAR reconstructs better aerosol conditions than those employed
for the standard Elterman model used in the MC simulations (Garrido et al., 2013). In the
transmission bin 0.82 < T9km < 0.9, the corrected weighted mean barely shows an improvement
toward the origin. The error ellipse widens slightly after applying corrections. Both distributions
are still compatible with the origin, and with only eight nights, the statistics is very limited.
Below T9km ⇡ 0.82, the corrected mean shows an offset of �10±6%. The spectral amplitude is
normalized at the overall sample-wide de-correlation energy of 275GeV. This is already rather
close to the energy threshold under clear conditions. Under suboptimal conditions, the threshold
can rise higher, requiring an extrapolation of the spectrum to lower energies to determine the flux
normalization. This effect might cause an additional impairment of the amplitude reconstruction
in the high zenith region. In the lowest T9km bin, insufficient data is available.

An analogous representation of the results for the index parameter, a, is shown in Figure 5.6.
In most cases, the distributions of the index parameter a do not change significantly before and
after applying LIDAR corrections, as noted in the scatter plots. At T9km > 0.82, uncorrected
and corrected data produce almost identical results, except for the largest zenith angles, where a
reduction of the spread of the data can be observed. In the medium transmission range, 0.65 <
T9km < 0.82, improvements for low zenith angles can be observed, but also slight worsening in
the form of over-corrections at larger zeniths. Under low aerosol transmissions, 0.5 < T9km <
0.65, significant improvement is achieved for the shape parameter, indicated by the narrower
distributions and mean values close to the origin.
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5.3.2 Influence of the LIDAR corrections on the integral flux
reconstruction

As the second way of characterizing the emission, I computed the influence of corrections on
the integrated flux. The three energy bands considered are 200–400 GeV, 400–1000 GeV, and
>1000 GeV. Analogous to before, the error-weighted means and distributions of both types of
deviations were computed for different zenith and T9km ranges.

The results for the lowest energy range are shown in Figure 5.7. A four-by-two arrangement
covers all relevant combinations of zenith angle and aerosol transmission bins. The highest
zenith bin is excluded, since the energy threshold, for optimal atmospheric conditions, lies at
⇠200 GeV at 50� zenith and at ⇠420 GeV at 62� (Aleksić et al., 2016c). A lower aerosol
transmission will further increase the energy threshold. Threshold effects might strongly distort
the results in this energy range. The results confirm the previously discussed improvements for
the spectral parameters: In the highest transmission bin, close to no difference can be observed
between uncorrected and corrected data. The uncorrected and corrected data show similar distri-
butions in the two zenith regions. Both averages are close to the origin, indicating no significant
offset of the reconstructed fluxes from the reference on average. In the range 0.82 < T9km < 0.9,
further improvements can be achieved by applying corrections. Both corrected distributions
move closer to the origin. The data taken under 0.65 < T9km < 0.82 are corrected satisfacto-
rily for low zeniths. A small bias of (�10 ± 4)% remains at medium zeniths. For the lowest
aerosol transmission case, an improvement of the means of the distribution from (�50 ± 3)%
to (�15 ± 4)% and from �4.0s to �0.6s , respectively, can be observed at low zenith angles.
The LIDAR corrections achieve an almost full recovery of the flux on average. For medium
zenith ranges, improvements from (�44 ± 3)% to (�26 ± 5)% and from �3.8s to �1.4s are
observed. The rather low transmission under an increased zenith angle might make threshold
effects start to influence the data here.

The results for the medium energy range 400-1000 GeV are shown in Figure 5.8. Now,
the high zenith bin is included. For low and medium zenith angles and aerosol transmission
T9km > 0.9, the data show an almost identical distribution before and after correction. At higher
zeniths, differences become apparent. Mean values of both uncorrected and corrected data show
a small offset from the origin. Data taken close to the highest zenith angles of 62� may still
suffer from threshold effects here, which leads to a slight under-reconstruction of the flux. The
LIDAR corrections worsen the flux reconstruction even further: the standard deviation increases
from 12% to 15% and 1.2 s to 1.6 s . As previously observed, the LIDAR corrections can cause
a downward flux correction in some cases. The results without corrections in the transmission
bin 0.82 < T9km < 0.9 show offsets of up to around �18% for all three zenith ranges. After
corrections, the distributions become well-centered, except in one case, where -10% remains.
For 0.65 < T9km < 0.82, the corrections reach a similar improvements. In the lowest transmis-
sion region, 0.5 < T9km < 0.65, an improvement from (�52 ± 3)% to (�22 ± 4)% and from
�3.5s to �0.7s , respectively, can be observed at low zeniths. A deviation of the mean from
the origin remains after correction, but the distribution of individual nights is close to the origin.
A few nights with better statistics show some strong remaining offset. The general wider spread
of percental deviations can be attributed to the worse statistics in this low aerosol transmission
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Figure 5.7: Error-weighted mean percental and mean statistical deviation of the flux between 200GeV
and 400GeV from the reference spectrum shown without (red dot) and with (blue dot) LIDAR
corrections for six zenith and aerosol transmission T9km bin combinations. The shaded areas
give the error ellipses at 1s and 2s . The number of averaged nights, n, is provided in the
top-right corner of each plot.
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Figure 5.8: Same as Figure 5.7, but for the energy region between 400GeV and 1TeV. Sufficient data are
unavailable in the low aerosol transmission under a high zenith bin.
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bin. A strong improvement is achieved at medium zeniths, with a remaining systematic offset of
(�12 ± 5)% from the origin. In the zenith angle region above 50�, there is again not sufficient
data available to conclude.

Lastly, Figure 5.9 shows the results obtained for the energy region above 1TeV. No difference
between uncorrected and corrected data for low and medium zenith angles can be recognized in
the top row. At high zeniths, the LIDAR corrections lead again to a broader distribution of devi-
ations and slightly less centered mean values. For high aerosol transmission, 0.82 < T9km < 0.9,
the results are also comparable to the previous energy ranges. Low offsets from zero without
corrections are significantly reduced to below �15% on average after corrections. In the medium
aerosol transmission bin, 0.65 < T9km < 0.82, the corrections work well for the two higher zenith
bins. At low zeniths, an offset of (�16±4)% persists after corrections. The surprisingly worse
performance in this realm might be due to a few outliers resulting from the limited event statistics
at such high energies. At lowest aerosol transmissions, 0.5 < T9km < 0.65, conclusions are also
comparable to those obtained from previous energy ranges: at lowest zeniths, data are strongly
corrected but still show a bias of around (�15±6)% from the origin after correction. At medium
zeniths, a high discrepancy of about (�36±6)% remains. Again, insufficient data are available
in the zenith angle region above 50�. Generally, the offsets observed for all uncorrected data are
larger than those obtained at lower energies, reaching . �60% in the lowest transmission bin.
This can be interpreted as a result of the spectral softening at higher energies: the steeper the
spectrum, the larger the effect of a wrongly reconstructed energy on the resulting flux. Addi-
tionally, the ellipses are much wider along the horizontal axes. This results from the lower event
statistics above 1TeV. The width of the distributions in terms of statistical significance remains
very similar to the previous energy ranges.

5.4 Comparison of the two methods of LIDAR corrections

with period-averaged data

All reported results so far have been obtained from averaging over multiple single-night spec-
tra. In this section, I have combined data spanning over the entire period of the data set and
across different analysis periods into single spectra, only separated by zenith angle and aerosol
transmission. This leads to the smallest statistical uncertainties for a given aerosol parameter
region. Figure 5.10 shows the estimated SEDs without applying LIDAR corrections (red) and
those obtained after applying both types of correction algorithms, described in the sections 4.3.3
for Method I and 4.3.4 for Method II. The blue SEDs correspond to the second method used to
obtain all previous results. SEDs obtained with the first method are shown in purple. The ob-
servation time corresponding to the used data is provided in the top-right corner of each panel.
The displayed reference spectrum (green) has been obtained by combining all data (used for the
respective period-wise references) into a single spectrum, which was subsequently fitted to a log-
parabola (resulting fit: f =(6.96±0.03)·10�10 TeV cm�2s�1, a=-2.238±0.006, b=0.485±0.007).
This period-averaged reference spectrum provides the shape parameter b, which had been fixed
for all individual spectral fits of the previous sections analogous to before. To make uncertainties
better comparable, the reference spectrum of Figure 5.10 and 5.11 was then fitted with the shape
parameter fixed, yielding the shown statistical uncertainty band. For a more detailed representa-
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Figure 5.9: Same as Figure 5.7, but for the energy region above 1TeV. Sufficient data are unavailable in
the low aerosol transmission under a high zenith bin.
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Figure 5.10: Period-averaged SEDs and corresponding flux points for nine different zenith angle and at-
mospheric transmission bins without (red) and with either type (purple and blue) of LIDAR
corrections. The reference spectrum is given in green. The shaded areas correspond to the
1s contours. The effective time of the data used for the individual spectra is displayed in
the top-right corner of each subplot.

64



5.4 Comparison of the two methods of LIDAR corrections with period-averaged data

tion, Figure 5.11 shows the residuals regarding the relative difference concerning the reference
SED.

The results from this combined spectral analysis support previously drawn conclusions: the
spectra taken under good aerosol conditions, T9km > 0.9, and low zeniths show that the flux
normalization is fitted correctly with both methods with a slight observable divergence for the
spectral tilt. A similar behavior already became apparent in the top-left part of Figure 5.6.
At medium zeniths, all three spectra show deviations below 10%, with the corrections barely
altering the spectra. In the high zenith bin, Method I corrects the spectrum slightly harder than
the reference. Method II causes a marginal downward flux correction and, with that, does not
improve the uncorrected SED.

In the second row, the results for high aerosol transmissions (0.82 < T9km < 0.9) are displayed.
The spectrum without corrections at zeniths below 35� is reconstructed to be too soft, which
leads to a discrepancy from the reference of up to 30% at a few TeV. Both correction methods
upscale the flux but fail to recover the correct spectral tilt accurately. On the other hand, Method
I corrects the flux normalization stronger than Method II and crosses the reference spectrum
at around 500 GeV. The normalization for Method II coincides with the reference at 200 GeV.
In the medium zenith range, Method I reconstructs compatibility with the reference, whereas
Method II produces a spectrum that is too soft. Both LIDAR correction methods have similar
results at high zenith angles, achieving corrections very close to the reference spectrum, with a
slight under-reconstruction.

In the aerosol transmission bin (0.65 < T9km < 0.82), the LIDAR corrections can substantially
improve the distorted spectra. Before corrections, deviations range from 20% for low energies
upwards to 50% for high energies. All three spectra show a stronger spectral tilt compared to the
reference. At low zeniths, the flux normalization of the corrected spectrum of Method I crosses
the reference spectrum at about 1TeV, leading to an over-correction for lower energies. Method
II normalizes the flux correctly at around 150GeV, resulting in a good overall agreement but
a slight under-correction at higher energies. In the medium zenith bin, both methods slightly
overestimate the spectral tilt (i.e., too steep spectra), with flux crossings at 700GeV (Method
I) and 7TeV (Method II). At the highest zeniths, the uncorrected spectra again show a steep
spectral tilt, which is correctly reconstructed by both methods. The statistics, however, become
relatively low here.

For the lowest aerosol transmission bin (0.5 < T9km < 0.65) and at low zeniths, Method I
is able to fully correct the original deviations from 40% up to 70%. Method II shows a rela-
tively constant remaining deviation of ⇠15%, after correction, across the entire energy range.
At medium zeniths from 35� to 50�, the deviations without LIDAR lie between 50% and 75%.
Method I reconstructs a slightly too flat spectrum crossing the reference at 2.5TeV. Method II
underestimates the spectrum by 25-35%. For the highest zenith bin, only 1.3h of data are avail-
able in total, which results in poorly constrained spectra. Method I reconstructs the spectrum
compatible with the reference. Method II results in too low reconstructed fluxes.

Altogether, both LIDAR data methods to correct spectra obtained with IACTs work well in
most domains. Method I almost always produces corrected spectra compatible with the refer-
ence, whereas Method II seems to insufficiently correct throughout.
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Figure 5.11: Relative difference between the period-averaged spectral fits and flux points to the reference
spectrum for nine different zenith angle and atmospheric transmission bins without (red) and
with either type (purple and blue) of LIDAR corrections. The reference spectrum is given
in green. The shaded areas correspond to the 1s contours. The effective time of the data
used for the individual spectra is given in the top-right corner of each subplot.
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5.5 Discussion

5.5.1 Systematic uncertainties

In the following, a detailed discussion of the systematic uncertainties of the LIDAR corrections
is given. The uncertainties can be classified into three major categories: uncertainties originating
from the LIDAR hardware and its data analysis, those related to the combined LIDAR and IACT
observation modes, and lastly, those arising from the IACT data correction.

LIDAR hardware and transmission profile extraction

The first primary source of uncertainties originates from the LIDAR and the aerosol transmission
profile extraction. The LIDAR hardware, the aerosol extinction profile reconstruction method,
and associated systematic uncertainties are extensively described in Fruck et al. (2022b). The
absolute calibration of the LIDAR leads to an accuracy of .2%. For unfavorable Cherenkov
light emission heights, like those located inside an extended aerosol or cloud layer, assumptions
on the LIDAR ratio do affect the accuracy of reconstructing the aerosol transmission from that
point to its base height. In that case, the accuracy is estimated to be about 0.1 times the optical
depth of that layer.

The wavelength correction of the aerosol extinction coefficients, described in section 4.2.3,
introduces a systematic uncertainty of 0.5% for the ground layer transmission during clear nights
and up to 5% for the case of nights affected by strong calima. A neglected but most likely small
bias is introduced due to the use of diurnal Ångström coefficients for nocturnal observations.

In order to investigate the influence of cloud movements, the difference of subsequent LIDAR
shots affected by clouds is sampled. Figure 5.12 (top row) shows histograms of the differences
in cloud transmissions for subsequent LIDAR shots every 3-4 min. The three columns show dif-
ferent seasons. All data have been selected such that at least one of the two data sets separated
by the given time span contains at least one cloud, and both belong to the same tracked sky
coordinates. The distributions are normalized, meaning no information about the relative occur-
rence frequency of clouds between seasons can be read from the plots. All distributions show
a double-Gaussian (shown in a logarithmic scale) structure that suggests two types of cases:
case 1 represents both LIDAR profiles seeing the same cloud and produces the narrow part of
the distribution, whereas case 2 shows the wider distribution and corresponds to cases, where
only one out of the two subsequent LIDAR shots observes the cloud. When different parts of
a cloud move through the FoV of the LIDAR during its data taking or when the LIDAR FoV
covers several substructures of a cloud at the same time, uncertainties .2% are obtained (as
can be seen by the values obtained for s1 and Prob1 in Figure 5.12, top, representing width and
relative area of the thinner of the two Gaussians fitted). This affects about 55%-80% of the cloud
data. Additionally, it may be possible that the cloud moves through the LIDAR FoV during its
exposure, and parts of the laser returns are already characterized by the absence of clouds. This
scenario is sketched in the upper part of Figure 5.13. It is estimated that <44% of cloud obser-
vations during winter, <22% during spring, and <31% during summer are impaired by rapid
cloud movement (see the values obtained for s2 and Prob2 in Figure 5.12, top) with associated
uncertainties ranging from 8% to 12%. It must be emphasized that the analyzed Crab Nebula
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Figure 5.12: Differences in cloud transmission for LIDAR data sets separated by three or four minutes
(top, according to the LIDAR operation schemes before or after 2016; see Fruck et al.
(2022b)), or by 12 minutes (bottom). The columns show the separation by seasons: the
winter months, where the highest cloud fractions are observed (left); the spring months,
with the lowest cloud fraction (center); and the summer months (right). The bin width of
the difference in transmission is 0.02. [Plot produced by M. Gaug and taken from Schmuck-
ermaier et al. (2023)]
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Figure 5.13: Sketch of two example scenarios, in which the movement and structure of clouds influence
the uncertainties of the correction method. Top left part: cloud movement during data taking
influences the extraction of the transmission profile. Bottom right part: A localized cloud
only visible in the FoV of MAGIC, which leads to an under-correction of the data.

test sample in this thesis shows a high prevalence of winter data. The Crab Nebula can only be
observed with MAGIC from September to April. Hence, most of the data were taken during the
colder winter months, when the influence of clouds above the MAGIC site is more substantial.
The phenomenon of calima usually, but not exclusively, occurs from July until September and
is therefore under-represented in my data set. Thus, the previously described uncertainty may
overly affect the tested data sample. Uncertainties of such type can only be reduced through
faster sampling LIDARs, which operate with shorter exposure times and higher sampling rates.

Combined LIDAR and IACT observation modes

To avoid shooting the laser into the FoV of the MAGIC telescopes, the LIDAR tracks the tele-
scopes with an offset of 5�. In the case of extended aerosol layers, e.g., calima or extended
clouds, the mismatch between observed and characterized FoVs produces a negligible error. But
in the case of very localized layers, e.g., fine cirrus clouds, this can lead to a stronger discrepancy
between the estimated transmission profile and the real aerosol transmission that has affected the
Cherenkov light detected by the IACT. In the worst case, science data affected by such a thin
cloud may remain completely uncorrected. This scenario is sketched in the bottom part of Fig-
ure 5.13, where a cloud is in the FoV of MAGIC but is not registered by the LIDAR. In contrast,
other data in temporal proximity become over-corrected because the cloud has moved out of the
FoV of the IACT but into the one of the LIDAR. Typical cloud base heights that cause such
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effect lie above 8 km above sea level at La Palma (Gaug et al., 2022), which affects particularly
low-energy gamma-ray events by this effect. Cherenkov light of showers with higher energy
gets emitted largely below such clouds. Figure 5.12 (bottom row) shows differences in cloud
transmission for LIDAR profiles separated by 12 min, which is the typical time that the FoV of
the MAGIC telescopes will enter the line of sight characterized by the LIDAR during regular
tracking. Analogous to before, all distributions show a double-Gaussian structure on a logarith-
mic scale, again suggesting two types of cases: a cloud observed in both data sets or a cloud
observed in only one. From the fits of these distributions, it can estimated that up to 55% of
the data (particularly during winter) affected by cirrus suffer from such a FoV mismatch, which
leads to an uncertainty of the estimate of the aerosol transmission proportional to about half the
clouds optical depth at low energies (i.e., up to 8% in transmission correction; see values for
Prob2 and s2 shown in Figure 5.12, bottom), and about 20% to 30% of it for the higher energies,
resulting in an estimated ⇠6% error on the transmission correction.

Gamma-ray data correction method

The previous correction of the gamma-ray event energy requires an estimated emission pro-
file of the Cherenkov light. Monte Carlo simulations imply that a Gaussian profile can describe
the longitudinal shower evolution well, while the shower maximum has to be determined from
stereo reconstruction.

A detailed discussion of the reconstruction accuracy of the shower maximum is given in Schmuck-
ermaier et al. (2023), where the bias, µmax, and the fluctuations around it, i.e. the uncertainty
smax, of the maximum are shown separately for low and high zeniths derived from extensive
simulations. The bias increases the systematic uncertainty of the full-spectrum reconstruction,
whereas the uncertainty of the reconstruction mainly affects the energy resolution. Figure 5.14
shows a sketch of the relevant parameters and their uncertainties for the correction method,
which will be discussed in the following.

From the simulations, an average reconstruction bias of µmax . 0.8 km in the dominant range
(e.g., from 9 km to 12 km above sea level of shower maxima at vertical incidence) can be
estimated. For a typical width of cirrus clouds of w̄cloud ⇠2.5 km (Fruck et al., 2022b), the effect
roughly scales with the ratio of µmax/w̄cloud ⇡ 0.3 times the aerosol transmission of cirrus. In my
Crab Nebula test sample, about half the data are affected by cirrus clouds, reducing the overall
influence of this effect on the data set by around half.

As previously stated, the uncertainty on the shower maximum height adds to the energy res-
olution for data affected by clouds. An average uncertainty of smax ⇠1.5 km is derived from
simulations. Since DEcorr/Ecorr = DT/T , and DT/T is proportional to smax/w̄cloud, this leads to
a resolution of the correction of about 0.6 · (1 � T aer). This needs to be added quadratically to
the energy resolution of ⇠16% (Aleksić et al., 2016c).

The width of the longitudinal emission profile is also dependent on the energy. It fluctuates
around the most probable value for a given energy with a standard deviation of swidth ⇠ 10 �
15% (Fruck, 2015). Fluctuations of the shower width, in combination with a cloud layer crossing
the atmospheric air shower, primarily lead to an impairment of the energy resolution, similar to
the case of the air shower maximum reconstruction. Assuming a linear growth of extinction
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Altitude above MAGIC

Shower maximum height
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Figure 5.14: Sketch of the shower and cloud parameters and their corresponding uncertainties. The red
distribution shows the Gaussian approximation of the Cherenkov light emission of a shower
used for the energy correction. Values in orange and dark red denote the width and maxi-
mum emission height derived from the Gaussian model as well as the stereo reconstruction.

across the cloud layer, this leads to a small bias of 0.05 influencing the correction on the energy
and an estimated contribution of 0.3 ·T aer to the energy resolution itself.

Table 5.3 summarizes the systematic uncertainties described so far relative to T aer. It must be
noted that many of the listed uncertainties may be correlated.

Lastly, the underlying assumptions and approximations made in Method I and II lead to in-
trinsic systematic uncertainties. The observed fluctuations in this study, which are beyond what
is expected from statistical fluctuation, can be used to characterize the overall systematic un-
certainties. One can then compare these fluctuations with the sum of the previously estimated
uncertainties. The remainder can then be attributed to the methodological assumptions.

Comparison with excess fluctuations

It has been shown in Garrido et al. (2013) that the relative energy reconstruction bias (Ecorr �
Eest)/E scales roughly as 1/T aer, and therefore additional systematic uncertainties on the en-
ergy scale are expected to roughly scale µ DT aer/T aer. Similarly, the flux reconstruction biases
(Fcorr � Fest)/F at a given energy scale as T aer in first order Garrido et al. (2013). The LIDAR
correction-induced systematic uncertainty on a SED normalization is expected to scale roughly
as µ DT aer/T aer.

These relations can be used to derive predictions for the systematic uncertainties, which can
be compared to the corrected and uncorrected data set. The systematic uncertainties of the data
set are estimated by calculating so-called excess fluctuations. These are given by the square root
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Table 5.3: Systematic uncertainties for the aerosol optical depths that affect the correction of MAGIC
data. Top part: Uncertainties originating from LIDAR hardware and profile extraction. Middle
part: Uncertainties influencing the correction method. Bottom part: Uncertainties influencing
the primary energy estimation in the case of clouds.

Type clouds calima this sample
(%) (%) (%)

Uncertainties on optical depth of layer - LIDAR only

Absolute calibration of LIDAR – 2 1
Light emission inside layer / assumptions LR 10 ⌧ 10 . 6

Color correction < 1 < 5 . 1
Larger LIDAR FoV than cloud substructures 2 – 1.5

Rapid cloud movement during LIDAR exposure 12 – 6

Quadratic sum for optical depth 16 < 8 . 9

Systematic errors on T aer - data correction

Rapid cloud movement / mismatch obs. vs. char. FoVs 8 – 4
Air shower maximum reconstruction . 30 – . 15

Assumptions mean width air shower long. profile . 5 – . 2.5

Quadratic sum for 1�T aer . 31 – . 16

Resolution on T aer - energy resolution

Air shower maximum reconstruction . 60 – . 33
Assumptions mean width air shower long. profile . 30 – . 17

Quadratic sum for resolution of 1�T aer . 70 – . 37

Table 5.4: Comparison of estimated vs. observed systematic uncertainties after the LIDAR correction
Method II. Predictions have been calculated from the total displayed in Table 5.3. Observed
quantities refer to the average of the observations from three zenith-angle bins (e.g., displayed
in Figure 5.5). Reduced quantities have been obtained from "observed," after quadratic sub-
traction of the excess uncertainty observed with the clear-nights reference spectrum.

T9km Prediction Observed Observed Reduced atm.
bin uncertainty bias excess fluct. excess fluct.

DT aer/T aer for f for f for f

0.9 - 1.0 1% (0±2)% (6±3)% (4±5)%
0.82 - 0.9 3% (-2±2)% (8±1)% (7±2)%
0.65 - 0.82 7% (-5±4)% (18±4)% (18±5)%

0.5 - 0.65 15% (-11±4)% (16±8)% (16±9)%
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Figure 5.15: Residual flux reconstruction bias after corrections with Method II (left). Excess uncer-
tainties are attributed to the method (i.e., after quadratically subtracting the second from
the fifth column in Table 5.4) (middle). The mean squared error, as a function of aerosol
transmission at 9 km above ground computed by quadratically adding the bias and method
uncertainty (right).

of variances in excess of expected purely statistical fluctuations,
s

Var(D%)�100/(N �1)
N

Â
i=1

(Dqi)2/q2
ref, (5.5)

using the data shown in figures 5.5 and 5.6. Given no systematic uncertainties, the observed
variance of the data should match the predicted one by purely statistical fluctuations. Addi-
tionally, the 4% period-wise excess fluctuations on the flux observed in the absence of aerosol-
induced atmospheric changes with data taken under perfect conditions (obtained in section 5.2)
is quadratically subtracted from these to get purely the systematics attributed to the atmospheric
conditions and corrections.

The results, together with residual biases for Method II, are presented in Table 5.4. No resid-
ual biases can be found within the available precision after correction, except for the flux recon-
struction in the lowest T9km bin from 0.5 to 0.65. The second column of Table 5.4 shows the
predictions for the uncertainty of DT aer/T aer (obtained from the estimated systematics shown in
Table 5.3). These can be compared to the excess fluctuations in the fourth column, observed
for the flux reconstruction. These numbers have also been processed into Figure 5.15. The left
plot shows the residual bias of the corrected flux normalization parameters of Method II. In the
middle, the excess uncertainties attributed to the method are shown. These can be obtained by
quadratically subtracting the predictions for the uncertainty on the transmission (second column
in Table 5.4) from the observed and reduced excess fluctuations (fifth column in the same table).
Lastly, the mean square error of Method II is shown in the right plot, which is computed by
quadratically adding the bias and method uncertainty.

Within the available precision, .17% residual mean squared error must be attributed to the
methodical assumptions made in Method II (see left image in Figure 5.15). For Method I, about
.15% can be assumed since the bias is much smaller here. As previously stated, the MAGIC
collaboration decided to move from Method I to Method II as the officially supported LIDAR
correction method in 2018.

73



Chapter 5 First detailed evaluation of the LIDAR-based corrections

The residual uncertainties on the flux reconstruction could be attributed to changes in the
Hillas parameters of events taken under suboptimal conditions. These do not necessarily resem-
ble parameters of events of accordingly down-scaled energy and influence effective areas differ-
ently than the assumed scaling of energy at which the effective area is evaluated. Sobczyńska
and Bednarek (2014) found that the shapes of the width and length parameter distributions are
only slightly distorted by clouds at different altitudes, even if these are opaque. These findings
support the assumptions of effective areas as a function of energy from cloud-affected data re-
sembling those from clear nights after rescaling the energy. Should one go below the energy
threshold of an IACT, this assumption breaks down (Garrido et al., 2013). At a higher zenith
angle, where the energy threshold moves up, the effect is expected to be stronger on the spec-
tral index. For Method I, this can be seen in Figure 5.11, where increasing observation zenith
angles seem to "flip" the relative difference of the reconstructed spectral index from positive to
negative values. Method II appears primarily unaffected by this effect but shows much larger
discrepancies in the reconstructed flux.

The assumptions made for each method, i.e., the scaling of energy with inverse average trans-
mission of emitted Cherenkov light (for both methods) and the scaling of event rate with effec-
tive area in Method I and the typical shift of effective area for all events ending up in the same
T aer bin in Method II, may have introduced parts of the additional systematics. The assumption
of energy scaling seems to be well supported by simulations (Doro et al., 2014). Simulations
have not tested the other assumptions inherent to the two methods to a comparable extent. This
implies that any future improvement of the atmospheric correction method must pay particular
attention to improving the model for the effective area above all (Gaug, 2017).

5.5.2 Application to sources with different spectra or varying fluxes

The presented study has been carried out uniquely with Crab Nebula data, and one could ask
to what extent the obtained results on correction accuracy apply to less hard spectra or varying
sources, e.g., gamma-ray bursts (MAGIC Collaboration, 2019).

The key factor is the nature of the atmospheric phenomena that affect the IACT data: in the
case of ground-layer aerosol, e.g., calima, systematic uncertainties can be considered indepen-
dent of the respective spectral shape parameters in first order since for low zenith angle observa-
tions, the aerosol scattering layer is found well below the entire emission region of Cherenkov
light. In that case, aerosol scattering is equal for all Cherenkov light irrespective of the shower
height, and T aer becomes a constant independent of the shower energy (Holch et al., 2022). At
large zenith angle observation and aerosol optical depths & 0.3, the TeV gamma-ray energy
range can be affected differently from the GeV range (Holch et al., 2022). Hard sources are
then affected differently by corrections than soft ones. Nevertheless, T aer should correct for
this dependence with the corresponding systematic uncertainties described in Table 5.3. In this
scenario, no difference is expected in systematic uncertainties between stable and fast-varying
sources since the aerosol conditions are themselves stable.

The situation changes for the case of cirrus clouds, typically at higher altitudes: the dominat-
ing systematics (i.e., mismatches between characterized and affected FoVs, rapid cloud move-
ment during the exposure) can strongly affect varying sources if the timescale of the variability
of the gamma-ray flux is comparable or longer than the variability timescale of the cloud layer.
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In this case, it becomes impossible to disentangle atmospheric effects from intrinsic emission
fluctuations from the source and residual systematics. The effect on reconstructed light curves
and spectra can only be studied on a case-by-case basis involving detailed simulations. Suppose
the gamma-ray sources are stable in emission. In that case, it can be assumed that the recon-
struction of the low energy part of the spectrum gets corrected through larger values of T aer and
consequently affected by larger systematics in the case of cirrus clouds. Such a scenario will
lead to more considerable systematic uncertainties on the reconstructed spectral index of soft
sources compared to hard ones. A quantitative estimate cannot be given here if the exact height
of the cloud layer is variable or unknown.

5.5.3 Possible improvements of the method

The initial extraction of the transmission profile may be improved by substantial hardware up-
grades or changes. In the following, a non-exhaustive list of example improvements is given.

Uncertainties stemming from rapid cloud movement within a single LIDAR shot can only be
reduced through faster sampling LIDARs, which operate with shorter exposure times and higher
sampling rates. Closely related, the uncertainties from the FoV mismatch of the LIDAR and
MAGIC during rapid cloud mismatch could be decreased with a passive device following the
exact FoV of an IACT (e.g. Ebr et al., 2021). Uncertainties of the assumptions about the LIDAR
ratio inside cloud layers may be reduced in the future by using Raman LIDARs operating at
multiple wavelengths (Gaug et al., 2019). As previously mentioned, Raman LIDARs operate
at higher powers and can, therefore, only be used sporadically during observations, if at all. In
addition, if used during twilight before operations, Raman LIDARs can provide precise estimates
of the molecular profile of the atmosphere. Lastly, the uncertainty introduced by the mismatch of
the average wavelength of Cherenkov light detected by MAGIC and the wavelength used by the
LIDAR could be remedied through the use of a laser operating closer to the average Cherenkov
wavelength or a system adding an additional UV line to the currently used green one (Gaug
et al., 2019). Depending on the chosen power, this might cause more interference with regular
observations, and the feasibility must be carefully reviewed.

However, it became apparent that the largest part of the uncertainty comes from the data
correction method, namely the air-shower maximum reconstruction and the correction model
used for rescaling energy and effective area. A possible method of improvement would be time-
interval-wise simulations matching the observed aerosol extinction profile with that encountered
by the LIDAR and simulating the full interaction of all gamma-ray showers with the observed
clouds. This would significantly increase the complexity of the analysis and require a large
amount of computational resources.
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Chapter 6

The blazar Mrk 421 during its most

violent year

At this point, the topic of the results presented in this thesis changes as the next two chapters
focus on new astrophysical findings about the blazar Mrk 421. The first study, described in this
chapter, is based on a data set taken around early 2010, which is the most active period of the
source to date. At the time of writing this thesis, the study has been submitted as a publication
and is under review by Astronomy & Astrophysics. It will be referenced as Abe et al. (2024)
in the following. I am the lead author of the publication, as I analyzed the MAGIC and Fermi-
LAT data, produced all the results, and wrote the manuscript. Axel Arbet-Engels contributed to
the discussion of the results, by proofreading the draft, and providing a code base used for the
variability and correlation analysis. David Paneque organized and coordinated the campaign,
gathered much of the MWL data, and assisted with writing the discussion and proofreading. All
other co-authors were involved in the low-level analysis of the remaining MWL data or are part
of the MAGIC collaboration. The text and structure of the following chapter closely follow Abe
et al. (2024), and parts of the text have been adopted verbatim.

6.1 Observations of Mrk 421 from 2009 to 2010

Since the beginning of VHE observations, Mrk 421 has been one of the most observed sources
due to its brightness and proximity. Nevertheless, observations primarily focused on phases of
high activity, such as the flare in 2008 (Donnarumma et al., 2009). In order to obtain a broader
and deeper understanding of the source, observations of a variety of emission states, including
low states, were required. This motivated the start of an extensive monitoring campaign in 2009,
which continues to this day. New instruments, such as the Fermi Gamma-ray Space Telescope,
launched in June 2008, allowed full coverage of the electromagnetic spectrum from radio to
VHE for the first time. The 4.5 month-long campaign in 2009 found Mrk 421 in a typical, non-
flaring state of activity and could show that certain behaviors, such as the correlation between
X-rays and VHE gamma rays, are also found during states of average activity (Aleksić et al.,
2015a). The unprecedented MWL coverage also enabled a view at the full SED, which could be
modeled by both a leptonic as well as a hadronic model (Abdo et al., 2011).

As a continuation, a dense monitoring campaign was performed from November 2009 to June
2010. During this period, Mrk 421 showed much stronger activity, even compared to all previous
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campaigns. In the beginning of 2010, around mid-January, the source started to produce a flare
lasting multiple days and reaching almost 3 Crab Units (C.U., the flux emitted by the Crab
Nebula in the same energy range) above 200 GeV. The flare was the subject of a PhD thesis
focusing on the low-level MAGIC analysis and SED modelling (Steinke, 2012), but no further
publication followed. In February 2010, the Very Energetic Radiation Imaging Telescope Array
System (VERITAS) observed the highest VHE flux ever recorded from Mrk421 (Abeysekara
et al., 2020). Due to adverse weather conditions, the MAGIC telescopes could not observe
during the same days. The highest flux measurement reached a level of ⇠27 C.U. above 1TeV,
making it the largest VHE gamma-ray flux ever recorded for an AGN. The resulting high photon
statistic during such a flaring activity allowed for a binning of the flux in 2-minute intervals. A
cross-correlation study with the optical band revealed a significant positive correlation with a
time lag of ⇠25-55 minutes. Additional correlation studies between the VHE and X-ray bands
showed a complex and fast-varying correlation from linear to quadratic behavior down to no
correlation at times. Shortly after, in March 2010, a decaying flare was detected by the MAGIC
and VERITAS telescopes (Aleksić et al., 2015b). A detailed and broad MWL coverage enabled
the construction of 13 consecutive daily SEDs, which could be described by the emission of
a one-zone SSC model. The variation of only a few model parameters successfully describes
the SED variation and makes the underlying particle population a very plausible cause of the
variable emission. However, the manuscript also mentioned that a leptonic scenario with two
zones (an extended and a compact one) would be a more natural way of explaining the broadband
SED variations during this flaring activity.

As the final step, I now exploit the campaign’s full potential by combining the complete data
set from November 2009 to June 2010. This wealth of data allows for a detailed study of the
variability and correlation behavior of Mrk421 during its most violent recorded year.

6.2 MWL observations and data analysis

MAGIC

I selected the MAGIC data for the time period from November 11, 2009, (MJD 55149) until June
16, 2010, (MJD 55363). The MAGIC telescopes observed Mrk421 for a total of 62.4h during
94 nights in the zenith angle range from 5� to 50�. I performed the analysis using the MAGIC
Analysis and Reconstruction Software (MARS; Zanin et al., 2013b; Aleksić et al., 2016a). The
final data are selected based on quality criteria to exclude periods with unfavorable weather
conditions or too bright moon.

Since the campaign took place long before the LIDAR was installed, alternative methods must
be used to estimate the atmospheric quality. For once, I applied a cut on the so-called cloudiness.
Cloudiness is a parameter ranging from 0 to 100 derived from sky temperature measurements
by a pyrometer. The cloudiness only provides a coarse estimate of the atmospheric conditions,
and its correlation to the actual atmospheric transmission is broadly dispersed. Figure 6.2 shows
the correlation of LIDAR and pyrometer measurements over 2 years, excluding cases of calima.
An overall trend is visible, but the spread is rather large. In my analysis, I chose an upper
cloudiness value of 40. This excludes periods of very strong cloud coverage that otherwise
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6.2 MWL observations and data analysis

Figure 6.1: Median PMT anode currents (DC) in both MAGIC cameras (M1 and M2) on November 13,
2009.

affect the accuracy of the flux reconstructions. On the other hand, I still keep the majority of
data with an estimated transmission of above 0.8.

Figure 6.2: Correlation of 2 years of LIDAR transmission from 9 km to ground (without calima) and
simultaneous cloudiness data from the pyrometer (plot taken from Betorz (2015)).

In addition, I apply a cut on the rates of events seen by the telescope. To only consider the rates
of events relevant to my analysis, I look at the rates of events that have a size of 50 or above (see
section 3.3 for an explanation). Too low rates indicate poor atmospheric quality, which reduces
the number of events seen by the telescopes due to the higher aerosol content. Excessively high
rates are caused by a sudden increase in the light that triggers the telescope. This can be caused
by a car driving past the telescopes with its headlights on, or by excessive background light from
the moon. I tried to compromise between the two limits by setting a lower threshold of 50 Hz
and an upper limit of 150 Hz.

The data were also selected for low moonlight conditions in order to limit contamination
from too high night sky background light (Ahnen et al., 2017c). I used a median DC limit of
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Chapter 6 The blazar Mrk 421 during its most violent year

Figure 6.3: Quality selection for the MAGIC data between November 2009 to June 2010. The upper
panel shows the rates of events with size above 50; the second panel shows the PMT anode
currents to reduce excess background light; the third panel shows the cloudiness and the
fourth panel shows the distribution of zenith angle distances.
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1500 nA in both cameras. As an example, Figure 6.1 shows the course of the median PMT
anode currents, usually abbreviated as DC, during the moon’s rise on November 13, 2009. As
the moonlight increases, the DC goes up rapidly. The data with a DC above 1500 nA is excluded
on such a night.

Figure 6.3 shows a summary of the quality parameters of the data and all applied quality cuts
as light green bands. Each dot represents a sub-run of MAGIC data covering only a few minutes
of data. The first row shows the rate cuts above size 50. The second row shows the median DCs,
where one can clearly see phases where the moon influences the data the most, such as the first
two months of data. The third row shows the distribution of cloudiness. The last row displays
the zenith angle distances. No data is rejected by this cut since I include the range from 5� to
50�. After applying these quality cuts and excluding nights with technical problems, 50.1h of
data remained. From the initial 94 nights, 74 remained.

In the following study, I focus on the variability and correlations of different energy bands.
Therefore, I only use light curves that report the integrated VHE gamma-ray emission of Mrk 421
as a function of time, as described in section 3.3. Due to the high gamma-ray brightness of
Mrk 421, two separate light curves can be constructed in the VHE band covering two energy
ranges: 0.2-1TeV and >1TeV. As will be shown later, there is additional VHE data taken by
VERITAS as part of the MWL campaign, which has been published. It covers some days in
February and March at a flux of above 0.2 TeV. In order to create a joint light curve, I also
constructed a third light curve from the MAGIC data for this open energy range.

Fermi -LAT

The Fermi satellite carries the LAT detector on board. It is a pair-conversion telescope survey-
ing the gamma-ray sky in the 20 MeV to > 300 GeV energy range (Atwood et al., 2009; Acker-
mann et al., 2012). I performed a binned-likelihood analysis for the construction of light curves
using tools from the FERMITOOLS software1 v2.2.0. I used the instrument response function
P8R3_SOURCE_V3 and the diffuse background models gll_iem_v07 and iso_P8R3_SOURCE_V3_v12.

To better investigate the nuanced emission for the HE gamma rays, I created two light curves
in the range from 0.3 GeV to 3 GeV and 3 GeV and 300 GeV by selecting Source class events in
a circular region of interest (ROI) with a radius of 20� around Mrk 421 in the respective energy
band. I chose an energy threshold of 0.3GeV over the more usual 0.1GeV in order to make
use of the improved angular resolution of Fermi-LAT at higher energies. In addition, a higher
energy threshold reduces background contamination, which leads to an overall improvement of
the signal-to-noise ratio for hard sources such has Mrk421 (photon index < 2). For the source
model, I include all sources from the fourth Fermi-LAT source catalog Data Release 3 (4FGL-
DR3; Abdollahi et al., 2020; Ajello et al., 2022) that are found within the ROI plus an additional
5�. The obtained model is fit to the data covering the time period from MJD 55141 to MJD
55379. The initial fit results are used to remove weak components from the model (defined
by counts < 1 or TS < 3). The test statistic TS is defined as �2log(Lmax,0/Lmax,1), where
Lmax,0 is the maximum likelihood value for a model without an additional source, the null

1https://fermi.gsfc.nasa.gov/ssc/data/analysis/
2http://fermi.gsfc.nasa.gov/ssc/data/access/lat///BackgroundModels.html
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hypothesis, and Lmax,1 is the maximum likelihood value for a model with the additional source
at a specified location. After this first optimization, each time bin is fit with the model. During
the fitting procedure, the normalization of bright sources (TS > 10), sources close to the ROI
center (< 3�), the diffuse background, and the spectral parameters of Mrk421 itself are all kept
free to vary. I produce the light curves with a 3-day binning. This is a good compromise between
a small enough temporal resolution without reducing the signal in each bin too much to obtain
strong fluctuations of the points. In all time bins, the source is detected with TS > 25 (i.e.,
> 5s ).

X-ray data

Observations in the X-ray by the X-Ray Telescope (XRT; Burrows et al., 2005) on board the
Neil Gehrels Swift Observatory (Swift) were scheduled throughout the full campaign to achieve
the best possible coincidence with the observations by MAGIC. The exact details of the anal-
ysis can be found in Abe et al. (2024). The data from XRT were used to extract fluxes in the
0.3-2 keV, and 2-10 keV energy bands.

On board Swift, there is also the Burst Alert Telescope (BAT). It is an all-sky monitor that
provides alerts for transient events such as GRBs. Since it is not a pointing telescope such as
XRT, the sensitivity for an individual source such as Mrk 421 is much lower than that of XRT.
However, its temporal coverage is excellent since it monitors the full sky continuously. Its data
is publicly accessible online3. I used the daily light curve.

I also include data from the Rossi X-ray Timing Explorer (RXTE; Bradt et al., 1993) satellite.
As part of the organized MWL campaign, RXTE performed almost daily pointing observations
of Mrk421 during the time period from MJD 55177 to MJD 55315. For more details on the
analysis settings see the instrument description given in Aleksić et al. (2015b). RXTE also has
an all-sky monitor on board, the ASM. The data is also publicly accessible online4. In this work,
the one-day average light curve is used.

UV data

The Swift satellite also provides coverage in the UV with its UV/Optical Telescope (UVOT;
Roming et al., 2005). Observations were performed in the W1, M2, and W2 filters by applying
standard quality checks to all observations in the chosen time interval. Those with unstable atti-
tudes or affected by contamination from nearby starlight (primarily 51 UMa) are excluded. For
each individual observation, photometry over the total exposures in each filter is performed to
extract flux values.

Optical data

I use the data already published in Carnerero et al. (2017) to cover the R-band. These ob-
servations were performed within the GLAST-AGILE Support Program (GASP) of the Whole

3https://swift.gsfc.nasa.gov/results/transients/
4http://xte.mit.edu/asmlc/ASM.html
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6.3 Characterization of the emission throughout the campaign

Earth Blazar Telescope (WEBT; e.g., Villata et al., 2008, 2009). It includes multiple optical
telescopes around the globe.

Optical polarization measurements can also be taken from Carnerero et al. (2017). They were
performed by the Lowell (Perkins), Crimean, Calar Alto, and Steward observatories.

Radio data

The radio data were provided by the 14m Metsähovi Radio Observatory at 37GHz, the 40m
Owens Valley Radio Observatory (OVRO) telescope at 15GHz, and the 26m University of
Michigan Radio Astronomy Observatory (UMRAO) at 14.5GHz. Observations at 225GHz
(1.3mm) were performed by the Submillimeter Array (SMA) near the summit of Mauna Kea
(Hawaii). For more details on the instruments and observations, see the descriptions given
in Aleksić et al. (2015b).

In addition, the Very Long Baseline Array (VLBA) performed observations at 43GHz (Napier
et al., 1994). The data were provided by the Boston University blazar group5 and are part of
their continuous monitoring program of gamma-ray blazars. VLBA is an array of ten radio
telescopes all around the USA. It makes use of the Very Long Baseline Interferometry (VLBI)
technique, for which the signals from each antenna are digitized locally and recorded. In contrast
to conventional interferometry, where the data is correlated in real-time on-site, the data from
VLBA is correlated offline at a later instance. This enables the usage of telescopes at different
locations, increasing the baselines substantially. The result is an angular resolution of up to 0.1
milliarcsecond (mas) (Weaver et al., 2022). At the distance of Mrk 421, this corresponds to a
resolution in the order of ⇠ 0.05pc.

This extremely high resolution enables the imaging of the jet in blazars. In all other wave-
bands, these sources appear as point sources. The VLBI technique can be used to detect sub-
structures within the jet, such as the central core and radially moving components (Jorstad et al.,
2017).

6.3 Characterization of the emission throughout the

campaign

6.3.1 MWL light curves

Figure 6.4 shows the light curves, i.e., fluxes over time, obtained from all previously described
instruments and energy bands in the time period from MJD 55140 until MJD 55380.

The first row shows the light curves provided by the MAGIC telescopes in the 0.2-1TeV and
>1TeV band. For reference, multiples of the flux of the Crab Nebula6 are given with dashed
or dotted lines. At the start of the campaign in November 2009, Mrk421 was already in an
elevated state of activity with an emission of around 1 C.U. in both bands. The average emission
state of the source is around 0.45 C.U., as was estimated by Whipple over a time span of 14
years (Acciari et al., 2014). After that, there is a small observation gap caused by the data being

5https://www.bu.edu/blazars/VLBAproject.html
6The flux of the Crab Nebula is taken from Aleksić et al. (2016a)
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influenced by too much moonlight. In January 2010, Mrk421 showed a strong flaring activity
reaching over 3 C.U. above 1TeV. The fluxes show strong variability by up to a factor of almost
three on a daily timescale. I also found significant intranight variability on some of the days
(see the later section 6.5). After a short phase where the flux is again at around 1 C.U., another
observational gap due to adverse weather conditions is present in the MAGIC telescope data.
In March, a decaying flare starting at around 2 C.U. could be observed, which is discussed in
great detail in Aleksić et al. (2015b). The source showed average emission for the following
two months around 0.5 C.U. until it entered an especially low emission state around June going
even below 0.25 C.U.. Since the fluxes above 1TeV were compatible with zero emission, I
additionally derived upper limits, which can be seen in the zoomed-in figure in the top right.

In addition to the data from MAGIC, I also include the VERITAS light curves with VHE
gamma-ray fluxes above 0.2 TeV published in Aleksić et al. (2015b) and Abeysekara et al.
(2020). The second row shows the combined VHE light curve provided by MAGIC and VER-
ITAS on a logarithmic scale since the large flare in February would otherwise cause a strong
visual downscaling of the rest of the period. The majority of data is provided by MAGIC, and
the fluxes above 0.2TeV are very similar to the 0.2-1TeV band. However, the gap in Febru-
ary 2010 is now covered due to the additional VERITAS data. These observations resulted in
the observation of the largest VHE flux ever observed in an AGN, reaching almost 10 C.U.
for the daily average. Using a shorter binning, the peak flux values reached ⇠15 C.U. above
0.2TeV (Abeysekara et al., 2020). During the following decaying flare in March, VERITAS
provided a comparable coverage as MAGIC.

The third row displays the emission in HE gamma rays obtained by Fermi-LAT using a three-
day binning in the 0.3 GeV to 3 GeV and 3 GeV and 300 GeV bands. During the large VHE flare
in February, both bands also showed increased emission and reached their highest flux coincident
with the highest VHE flux point. The other two VHE flares during January and March do not
show increased activity in HE gamma rays. I additionally checked, without success, if a daily
binning reveals any activity on a shorter scale during these two flares that might be hidden with
a 3-day binning.

In the fourth row, results from the all-sky monitors in the X-ray are shown. Both instruments,
Swift-BAT and RXTE-ASM, detected a short flaring outburst in the X-ray in November 2009,
around MJD 55145, shortly before VHE data was available. The flare quickly drops off, and the
source remains at a comparably lower activity level without any noticeable outbursts. Coincid-
ing with the February flare, both instruments show a steep increase in emission, which slowly
decreases during the following month. At the end of the campaign, the X-ray emission also
enters a remarkably low emission state.

In the following row, the fluxes from the pointing instruments in the X-ray, namely Swift-
XRT and RXTE-PCA, are reported. Swift-XRT still detects the decaying part of the short X-ray
outburst at the beginning of the campaign. All energy bands reach their maximum flux levels
coincident with the February flare. After a slow and quite variable decay, they also end in the
same low-emission state.

Hardness ratios (HRs) can be obtained using the two separate VHE and X-ray light curves.
The HR is given by the ratio of the flux in the higher-energy band to the flux in the lower-energy
band. This can be done for the pairs of energy bands given in VHE gamma rays and X-rays,
which are shown in row six. Overall, the source showed a harder-when-brighter trend in VHE
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Figure 6.4: MWL light curves covering the time period from the 5th of November 2009 (MJD 55140) to
the 3rd of July 2010 (MJD 55380). Top to bottom: MAGIC fluxes in daily bins for two energy
bands (note the two different y-axes); VHE fluxes obtained from MAGIC and VERITAS
above 0.2 TeV (in log scale); Fermi-LAT fluxes in 3-day bins in two energy bands; X-ray
fluxes in 1-day bins from the all-sky monitors Swift-BAT and RXTE-ASM; X-ray fluxes
from the pointing instruments Swift-XRT and RXTE-PCA; hardness ratio between the high
and low-energy fluxes of Swift-XRT and between the two VHE bands of MAGIC (note the
two different y-axes); optical R-band data from GASP-WEBT; radio data from Metsähovi,
UMRAO, SMA, OVRO and VLBA; polarization degree and polarization angle observations
in the optical from the Steward and Perkins observatories and in radio from VLBA.
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and X-ray, which has been observed frequently in the past (see, e.g., Acciari et al., 2021; MAGIC
Collaboration et al., 2021). More details on this trend are described in the following section 6.3.2

Data obtained for the three different UV filters are shown in row seven. The light curve
indicates a rather low activity in the UV at the beginning of the campaign. The UV reached
its highest emission during the January flare seen in VHE. When the subsequent February flare
starts, there is no clear visible increase in activity in the UV. During the decaying VHE flare in
March, a broad rising and falling peak is visible.

The optical data in the R-band, in row number eight, shows similar behavior to that of the
UV throughout the whole period due to the closeness of the two energy bands. Some small
differences, nevertheless, are noticeable, such as the little outburst at the end of the campaign in
June, around MJD 55350. The same outburst is barely visible in the UV, which can also be due
to the sparser coverage.

The ninth row shows the fluxes obtained from various radio instruments. The instruments
cover a variety of frequencies, which makes flux comparisons difficult. The source showed low
activity and low variability in all radio bands. Since variability in radio is normally observed on
long-time scales, the short duration of the campaign is partly responsible for this.

The second to last row displays the polarization degree in the R-band and upper limits in
radio, derived with VLBA data at 43GHz. The polarization degree shows strong fluctuations
throughout the campaign, going from values as low as 0.3% up to ⇠11% around a mean of
⇠5%. In radio, the upper limits are much lower on average at around 2.8%. The electric vector
polarization angles (EVPA) in the optical are shown in the row below. The data were adjusted for
the intrinsic 180� ambiguity. The EVPA shows a constant behavior at the beginning at around
⇠150� followed by a wide rotation happening around MJD 55230. The remaining campaign
fluctuates around ⇠350�. Since the EVPA rotates by around 200� during a time interval with
very limited coverage by only one measurement, one cannot completely exclude that this rotation
arises from an improper correction of the 180� ambiguity.

6.3.2 Hardness ratios of VHE gamma rays and X-rays

As mentioned in the previous section, the HRs in VHE and X-rays indicate a harder-when-
brighter trend. For better visualization, I also plot the HRs as a function of the fluxes. Figure 6.5
shows the HRs of all MAGIC observations as a function of the flux between 0.2-1 TeV in the
left plot and above 1 TeV in the right one. Both plots show a clear harder-when-brighter trend.
The rise of the HR with the flux is steep at low fluxes but flattens out at higher flux levels. In the
right plot, the HR seems to remain constant with a rising flux above ⇠3 ⇥ 10�11 cm�2s�1. The
graph on the left shows similar behavior, but the overall scatter of the data is slightly higher due
to the worsening statistics at higher energies. This flattening harder-when brighter-trend at VHE
gamma rays is consistent with previous reports (e.g. Acciari et al., 2021).

Figure 6.6 shows the HRs of the Swift-XRT observations as a function of the fluxes between
0.3-2 keV in the left and 2-10 keV in the right plot. When the source is in a low activity state
at the end of the campaign, the HR goes as low as ⇠0.26. Similar to the VHE, a strong harder-
when-brighter trend is visible. On the contrary, the HR does not show a clear flattening but a
rather linear behavior over the full flux range. This is especially pronounced in the left plot.
The highest HR of ⇠1.55, directly at the start of the campaign, still seems to follow an almost
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Figure 6.5: Hardness ratios as a function of the flux 0.2-1 TeV (left) and above 1 TeV(right) obtained by
MAGIC. The color indicates the time of the observation in MJD.

linear trend. However, the HR ratio corresponding to the highest flux values is more compatible
with a flattening of the trend. Overall, the flattening of the HR is much less pronounced than in
previous works, such as Acciari et al. (2021).

Figure 6.6: Hardness ratios as a function of the flux between 0.3-2 keV (left) and 2-10 keV (right) ob-
tained by Swift-XRT. The color indicates the time of the observation in MJD.

6.4 VLBA observations of the jet evolution

Figure 6.7 shows the images of Mrk 421 from May 2010 to August 2011 taken by VLBA. The
images are shown from May onwards. The plot shows the total intensity profile of each image.
The structure is modeled using a number of emission components (knots) with circular Gaussian
brightness distributions. Based on their parameters, knots can be identified across the epochs.
The brightest knot at the jet’s southern end is the VLBI core at 43 GHz, which is placed at
zero distance. The VLBI core, named A0, is assumed to be a stationary physical structure of
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Figure 6.7: Total intensity VLBA images of Mrk 421 from May 2010 to August 2011. The black and
yellow lines show the average positions of the stationary features A0 and A1. The yellow,
red, and blue circles show the fitted positions of A1, K1, and K2, respectively. [Plot produced
by S. Jorstad]

the jet. Another (quasi-)stationary feature, A1, is located at 0.38 ± 0.06mas from the core.
Interestingly, two new components emerged from the core, K1, and K2, during the observations.
The components were already mentioned in Jorstad et al. (2017). As explained in the reference,
the existence of B1 (named K1 in this work) as a real knot is not absolutely certain due to the
larger measurement uncertainties. The average parameters of the components, i.e., name of the
knot, number of epochs at which the knot is detected, the flux density, distance from the core,
position angle with respect to the core, and the size of the knot, are listed in Table 6.1. For the
two moving components, kinematic properties can also be extracted. They are listed in Table 6.2,
in which Phi refers to the speed direction. The newly emerging component K1 moves at a speed
of 0.78 mas/yr, which corresponds to an apparent speed of 1.56±0.45 c, making it just about a
superluminal knot (note the large uncertainty). The component K2 moves much slower with a
speed of 0.16 mas/yr corresponding to 0.32±0.07 c.

For better visualization, Figure 6.8 shows the angular distance from the core of the compo-
nents A1, K1, and K2, as a function of time. Since A1 is identified as a stationary feature, the
distance versus time of A1 with respect to A0 is assumed to be constant and fit with a horizontal
line. The separations of the two new components from the core are approximated by linear fits.
Extrapolating the linear fits back to the core position allows for the determination of the ejection
times, i.e., the time of passage of K1 and K2 through the center of the VLBI core. K1 is ejected
at MJD 55112±88 and K2 at MJD 55400±157. Both ejection times fall well within the main
period of this study, which is shown in light grey, from MJD 55140 to 55380 within their one-
sigma band. However, because of the large uncertainties of the extrapolation, it is impossible
to claim a connection with a particular event, such as one of the three VHE flares (in January,
February, and March) marked with solid grey lines.

Nevertheless, it is remarkable that in the period where Mrk 421 exhibited the most violent
behavior with three large VHE flares, including the brightest flare ever, an ejection of two new
components is observed. Radio components have been identified for a few TeV-emitting blazars
(mostly FSRQs), but a potential association of gamma-ray flares with the ejection and propaga-
tion of knots is rarely observed in HSPs such as Mrk 421 (Weaver et al., 2022). This is the only
time the ejection of new components in the jet of Mrk 421 was observed. Previous works only
found stationary or already present subluminal knots (e.g. Piner and Edwards, 2005; Lico et al.,
2012; Richards et al., 2013; Blasi et al., 2013).
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Figure 6.8: Distance of A1 (yellow), K1 (red), and K2 (blue) from the jet core (black). The dotted yellow
line indicates a constant fit of the quasi-stationary component. The red and blue lines show
linear fits to determine the components’ ejection time. The uncertainties on the ejection times
are given by the red and blue bands. The campaign of this work is given by the light grey
band with the three flares marked with grey lines.
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Table 6.1: Average parameters of the features shown in Fig. 6.7
Component Number of epochs Flux (Jy) Distance (mas) Theta (deg) Size (FWHM,mas)

A0 31 0.210±0.048 0.0 ... 0.072±0.030
A1 24 0.025±0.012 0.378±0.062 �28.9±14.3 0.267±0.117
K1 5 0.011±0.008 0.29±0.18 �34.2±27.2 0.146±0.131
K2 8 0.060±0.005 0.20±0.12 �37.3±7.6 0.145±0.036

Table 6.2: Kinematic properties of the knots K1 and K2.
Knot Proper motion (mas/yr) Phi (deg) Apparent speed (c) Ejection time (yr) Ejection time (MJD)
K1 0.775±0.225 49.5±15.2 1.56±0.45 2009.77±0.24 55112±88
K2 0.157±0.033 �21.8±20 0.32±0.07 2010.56±0.43 55400±157

6.5 Variability of the emission

6.5.1 Intranight VHE variability

As chapter 2 explains, blazars can show variability on timescales as short as minutes. I checked
for whether there was significant intranight variability in the MAGIC data for each night. Fig-
ure 6.9 shows the intranight light curves in the 0.2-1 TeV band of four selected nights. The nights
were selected because they either show significant variability, or they have excellent intranight
coverage during the flare in January 2010. The upper panel shows the January 14, 2010, (MJD
55210), where the highest fluxes are recorded by MAGIC during the flare in January. I fit the
data with a constant model using a c2-minimization in order to test the hypothesis of a non-
variable emission. Despite the high emission activity, the source shows no significant variability
but a stable and high emission throughout the full exposure of around 3 hours.

The second panel shows the following night of the January 15 (MJD 55211). Using a c2-test,
the hypothesis of a constant emission is rejected at 3.7 s , indicating a significant variability on
an hour time-scale in VHE gamma rays.

During the flare in January, the VHE flux increases again around January 20 (MJD 55216).
No significant variability is seen, but a strong but constant emission throughout the exposure.

Lastly, the lowest panel shows April 18 (MJD 55304). The flux shows a quick decay and
small rise, which corresponds to significant variability at 4.5 s , again indicating hour time-scale
variability.

In total, only two nights showed significant variability despite the high overall activity. Dur-
ing the flare in February 2010, VERITAS found strong variability within one night. The large
number of events allowed a 2 min binning of the light curve, which revealed two bursts with a
flux rise and fall on a 20 min time scale (Abeysekara et al., 2020).
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Figure 6.9: Intranight VHE variability detected by MAGIC in the 0.2-1 TeV energy band. The data are
binned in 10 minutes. The dotted line shows the constant fits for the 0.2-1 TeV band.

6.5.2 Fractional variability

In order to estimate the degree of variability in each energy band over the entire campaign, I
use the fractional variability (Fvar; Vaughan et al., 2003). Fvar provides a measure for the excess
variability of a series of fluxes xi by taking into account their measurement uncertainties serr,i.
It is given by:

Fvar =

s
S2 � ¯s2

err
x̄2 , (6.1)

where S2 gives the variance of the fluxes, ¯s2
err the mean square error of the uncertainties and x̄ the

mean flux. I use the prescription given in Poutanen et al. (2008) to estimate the corresponding
uncertainties. Figure 6.10 shows the resulting fractional variability using the full light curves
in open markers. The full markers show the results for quasi-simultaneous data with VHE
coverage. I defined quasi-simultaneity as the temporal agreement with VHE data within 6 h for
X-ray and UV data, within 1 day for optical data, and within 3 days for radio and Fermi-LAT
data. The varying intervals are a result of the different binning and variability time scales of the
data, which can be taken from Figure 6.4.
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Figure 6.10: Fractional variability Fvar as a function of the frequency for the light curves shown in Fig-
ure 6.4. Open markers show the results using the whole campaign for each light curve.
Full markers only include quasi-simultaneous data to the VHE data (quasi-simultaneity is
defined as temporal agreement with VHE data within 6 h for X-ray and UV data, within 1
day for optical data, and within 3 days for radio and Fermi-LAT data.)

For both markers, a pronounced and almost identical two-peak structure is visible. The first
peak rises from radio up to X-ray. The maximum of the Fvar is reached in the hard X-rays by
Swift-BAT at about 0.8 for the quasi-simultaneous data and around 1.0 for the full period. The
second peak includes the gamma rays up to TeV energies, where it reaches its maximum at
about 0.9. A similar behavior have been observed multiple times for Mrk 421 (see, e.g., Aleksić
et al., 2015a; Baloković et al., 2016; MAGIC Collaboration et al., 2021). The typical SED
from a blazar such as Mrk 421 shows a double bump structure (see Figure 2.2 in section 2.2.2),
where the first bump is caused by leptonic synchrotron emission. The most freshly accelerated
and energetic electrons emit that bump’s falling edge. These electrons also have the shortest
cooling times, which results in a high degree of variability. The corresponding region is covered
by the X-rays, where the first peak reaches its maximum. At energies below the X-rays, the
electrons responsible for the synchrotron emission have lower energies and, with that, longer
cooling times, resulting in a strong decrease in variability. In the context of an SSC model, the
same electrons produce the second bump of the SED in the gamma rays via inverse Compton
emission (more on that in section 6.7). Therefore, a similar variability pattern is also expected in
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the variability of the gamma-ray peak. Figure 6.10 shows the same degree of variability at TeV
energies as in keV energies. This result already suggests the existence of a correlation between
the two wavebands, which is investigated in more detail in section 6.6.

6.5.3 Power spectral density

Additionally, I investigate the variability of Mrk 421 in more detail with the use of the power
spectral density (PSD). The PSD results from the Fourier spectrum of the fluxes over time. It
quantifies the power of the variability as a function of the timescale of the variations. The actual
underlying PSD shape could theoretically be obtained by the Fourier spectrum of the true and
continuous underlying flux variations. In the case of real observations with discrete sampling, the
variability power, P(nk), is computed from the modulus square of the complex Fourier spectrum
for a discrete and finite time series (following the description in Arbet Engels, 2021):

P(nk) =

 
N

Â
i=0

ficos(2pnkti)

!2

+

 
N

Â
i=0

fisin(2pnkti)

!2

, (6.2)

where fi is the flux observed at a time ti and nk is the frequency, which relates to the timescale
being evaluated, and it is defined as k/T , where k ranges from 1 to N/2 and T is given by

N
(tN�t1)(N�1)2 .

The typical shape of the PSD for blazars follows a simple power law Pn µ n�a with the spec-
tral index a ranging between 1 and 2 (e.g. Uttley et al., 2002; Chatterjee et al., 2008; Abdo et al.,
2010b). A decreasing power law indicates a large variability at long timescales / small frequen-
cies and a decreasing variability power as one goes to shorter timescales / higher frequencies.
This pattern is referred to as red noise when the power-law index is 2, while it is called pink
noise when the index is 1.

Figure 6.11: Example PSDs shown in log-scale for three different energy bands. >0.2 TeV in gray, 0.3-
3 GeV in yellow and 0.2-10 keV in dark red.
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Figure 6.11 shows the results of applying equation 6.2 for three selected light curves (>0.2 TeV,
0.3-3 GeV, and 0.2-10 keV). All three curves fluctuate around a decreasing power law (note the
log scale of the y-axis) .

The true underlying PSD shape cannot be estimated reliably by directly fitting the resulting
curve with a power law since a discrete sampling modifies the Fourier spectrum. Real obser-
vations suffer from unevenly sampled data with large gaps in their coverage. The limited time
coverage and the specific temporal binning of the data can cause a transfer of variability power
from higher to lower frequencies and vice versa. These distortions must be accounted for to
accurately estimate the true PSD.

I estimate the true PSD index using a simulation-based forward-folding procedure. I used and
further developed the code base described in Arbet Engels (2021); MAGIC Collaboration et al.
(2021), which my colleague Axel Arbet-Engels developed. The procedure works as follows: In
the first step, I simulate light curves using the same binning and sampling as a given real light
curve. There are two main ingredients for the simulation of light curves: A probability density
function (PDF) of the underlying flux distributions and the underlying PSD index of the power
law defining the amplitude and time-scale of variability. The PDFs are obtained by fitting the
real data with a tailed Gaussian profile as described in Emmanoulopoulos et al. (2013). Since
the PSD is the unknown parameter that I want to extract, simulations are performed for a variety
of PSDs. I run simulations with PSD indices ranging from 0.3 to 2.5 using steps of 0.1. For each
assumed spectral index, I simulate a set of 3000 light curves using the assumption of the given
power-law-shaped PSD. The simulated light curves are 10 times longer than the real light curves
and are then cut to the desired length by having the same temporal binning applied to account
for the previously mentioned leakage effects. The result is a set of 3000 simulated light curves
for each assumed PSD shape. These simulations can then be compared to the real data.

Figure 6.12: MFVF as a function of frequency for two different sets of simulations resembling the sam-
pling of the 2-10 keV light curve from Swift-XRT. The two sets of MFVF histograms were
obtained for a PSD index of 1.4 and 1.6 for five frequency bins. The real data is shown in
dark red.
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Figure 6.13: Likelihood profile L (a) (see
Eq. 6.3) for the 2-10 keV band
with its best-fit value of 1.4 de-
noted by a vertical blue dotted
line.

Figure 6.14: Histogram of the best-fit indices
derived from simulations using as
input a simulated light curve that
has a known PSD index a = 1.4,
in agreement with the real data for
the 2-10 keV band.

For the comparison, I use the multiple fractions variance function (MFVF) as a proxy for the
PSD (Kastendieck et al., 2011). The MFVF does not require interpolation of the data and is a
simple method to obtain the variance of the fluxes as a function of time scale. This makes it an
alternative representation of the PSD. The MFVF is computed by splitting a given light curve in
the temporal middle and taking the flux variance of both halves. The two halves are then split
again into two halves, and the variances are again estimated. This is repeated until a minimum
time scale of one day is reached. The result is a set of variances as a function of time scale,
which resembles a robust alternative representation of the PSD. The MFVF is computed for all
simulated light curves. For a given PSD index, the 3000 light curves then produce a histogram of
MFVF values at each frequency bin fi. In this work, five frequency bins are used. The histogram
resembles a probability density function p(a, fi) for each out of N frequency bins. It gives the
probability of measuring an MFVF value in the frequency bin fi, assuming the underlying PSD
with the index a.

Now, the MFVF is also computed for the real data. Figure 6.12 shows two example sets of
histograms of MFVF values for each frequency bin obtained from simulations resembling the
sampling of the 2-10 keV light curve from Swift-XRT. The image has two sets of histograms
corresponding to different example PSD indices (1.4 and 1.6). The real data is shown in dark
red. The best-fit value for the spectral index of the real light curve can then be estimated with a
maximum likelihood estimation by finding the index a out of all simulations maximizing:

L (a) =
N

Â
i=0

ln(p(a, fi)) (6.3)

Figure 6.13 shows the resulting likelihood profile for the 2-10 keV band for a range of indices
from 0.8 to 2.0. The best-fit value can be found at the maximum of the profile, which is 1.4 in
this case.
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Table 6.3: PSD index best fit a for each energy band.

Energy band (instrument) Best fit a

> 1TeV (MAGIC) 1.4+0.4
�0.3

0.2-1TeV (MAGIC) 1.5+0.5
�0.3

> 0.2TeV (MAGIC/VERITAS) 1.5+0.5
�0.2

3-300GeV (Fermi-LAT) 0.8+1.0
�0.6

0.3-3GeV (Fermi-LAT) 0.4+0.8
�0.3

15-50keV (Swift-BAT) 1.3+0.2
�0.2

2-10keV (Swift-XRT) 1.4+0.2
�0.2

0.3-2keV (Swift-XRT) 1.4+0.2
�0.2

W1 (Swift-UVOT) 1.6+0.3
�0.3

R-band (GASP-WEBT) 1.9+0.3
�0.2

I continued to follow the procedure from Arbet Engels (2021); MAGIC Collaboration et al.
(2021) to estimate the uncertainties of the indices. For this, I simulate 100 light curves, assuming
the best-fit index for the underlying PSD of each simulated light curve. I then refit each simulated
light curve using the same method as before for the initial fit of the real data. This creates
a histogram of the resulting indices. The more narrow the resulting histogram is, the better
constrained the PSD index fit for that light curve. The uncertainties for a given energy band are
then given by the 68% (1s ) containment region. As an example, Figure 6.14 shows the resulting
histogram for the 2-10 keV band. Since the histograms can show a slightly skewed distribution,
I provide upper and lower uncertainties separately.

The resulting best-fit values of this procedure for all light curves are given in Table 6.3. The
values derived for Fermi-LAT are noticeably lower but also have large uncertainties. This is a
result of the large uncertainty on the flux values of the light curve, which causes the derived PSD
index to be poorly constrained. Overall, the values are well compatible with the ones derived in
previous works (see, e.g., Aleksić et al., 2015a).

I did not find evidence of a spectral break of the PSD index in any energy band. In addition,
I used the Lomb-Scargle method (Lomb, 1976; Scargle, 1982) to search for signs of periodicity
but found no periodicity in my data set.
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6.6 Correlation studies

6.6.1 VHE gamma rays vs X-rays

Figure 6.10 shows that the VHE gamma rays and the X-rays are the two energy bands in which
Mrk 421 has the greatest flux variations. These can occur on timescales as short as hours, as
shown in section 6.5.1. Due to the short time scale, the observing campaign was organized
with a special focus on maximizing the simultaneity between the VHE gamma rays and X-
ray measurements. The collected dataset allows us to investigate the correlations with a large
number of VHE gamma rays and X-ray measurements taken within a time window of only a
few hours. Previous work investigated the behavior of the source either during a low activity
state (Baloković et al., 2016), a typical activity state (MAGIC Collaboration et al., 2021) or
during a flaring activity (Acciari et al., 2020). The uniquely large variety of states shown by
Mrk 421 during the MWL campaign in 2010 allows us to probe the correlation behavior across
all states of emission within a single campaign lasting about half a year. The referenced previous
works also showed that there is no expected time delay between the two bands. Therefore, I
will evaluate the data in a straightforward way with a flux-flux plot. The quasi-simultaneous
measurements allow us to plot fluxes in the VHE gamma-ray and X-ray bands within a time
window of only 6 hours.

Figure 6.15 shows the decimal logarithm of the fluxes of all three VHE bands vs the fluxes of
the two Swift-XRT bands and the one provided by Swift-BAT. I build pairs of fluxes by matching
X-ray observations within 6 hours of a VHE observation and if more than one Swift observation
fall within that window, the weighted mean is computed. The color of each point displays the
time of the observation in MJD.

In order to evaluate the degree of correlation, I use the Pearson coefficient (Pearson, 1895). I
compute the statistic using the regular flux data without applying the decimal logarithm shown
in Figure 6.15. For each computed Pearson coefficient, I perform a test of significance by test-
ing the null hypothesis that the probability distributions underlying the flux samples are uncor-
related. I simulate a set of 100.000 uncorrelated pairs of light curves for each combination,
following the previous prescription in 6.5.3. To get the same degree of variability at different
frequencies as the real data, I now use the PSD indices obtained in section 6.5.3 as the input for
the simulations. The simulated light curves are binned with the same temporal sampling as the
real data. I then compute the Pearson coefficient for each of the 100.000 pairs. The resulting
distributions are fitted with a Gaussian Kernel model to resemble the probability density func-
tion (PDF). Integration of the PDF above the Pearson coefficient given by the real dataset results
in a p-value. It indicates the probability of finding an uncorrelated dataset that has a Pearson
coefficient at least as extreme as the one computed from the real dataset. I then translate the
p-value into a significance expressed in levels of 1 s . It must be emphasized that the standard
approach for assessing the significance of the Pearson coefficient uses the assumption of two
Gaussian-distributed data sets and is not applicable here because the given datasets show flux
distributions with strong tails towards higher fluxes. Additionally, measurement uncertainties
are not taken into account in the standard method. I, therefore, rely on simulations to estimate
the significance, which gives a robust and more conservative estimate.
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Figure 6.15: VHE flux versus X-ray flux obtained by MAGIC/VERITAS and Swift-XRT/BAT. Only pairs
of observations within 6 hours are considered. VHE fluxes are in the >1 TeV band (top
panels), in the 0.2-1 TeV band (middle panels) and in the >0.2 TeV band (bottom panels).
Swift-XRT fluxes are computed in the 0.3-2 keV (left panels) and 2-10 keV bands (middle
panels). Swift-BAT provides the flux in the 15-50 keV band (right panels). The top left
corner of each panel shows the Pearson coefficient of the flux pairs, with the significance
of the correlation given in parentheses. The gray dashed and dotted lines depict a fit with
slope fixed to 0.5 and 2, respectively, and the black line is the best-fit line to the data, with
the slope quoted in the legend at the bottom right of each panel.
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I find strong correlations between all VHE and Swift-XRT energy bands. In all six panels, the
Pearson coefficients are above 0.75 with significances ranging from slightly above 3 up to 4 s .
The correlation between the VHE and the Swift-BAT band is much weaker, reaching coefficients
around 0.4-0.5 and significances of around 2 s . This lower significance is most likely caused by
the large flux uncertainties of the BAT measurements in comparison to the small uncertainties in
the flux measurements from XRT.

I investigate the correlation slopes by fitting lines to the decimal logarithm of the data shown
in the scatter plots. Since there is no significant change in the correlation slope over time by
fitting individual ⇠1 month periods, a single line fit is fitted for the whole campaign. The

Figure 6.16: Same as Figure 6.15 but for the VHE
fluxes versus the UV W1 flux obtained
Swift-UVOT.

distribution of observations can be scattered,
with some points lying far outside the average
fitting line. The linear fits must be, therefore,
viewed as an overall trend and not a precise
model of the data. It is noteworthy that in the
subplots between the >0.2 TeV flux with both
X-ray bands, the observations of the highest
and lowest X-ray flux lie well on the linear
fit, indicating a linear trend reaching over a
full order of magnitude of emission and on the
timescale of multiple months. Line fits with
fixed slopes at m=0.5 and m=2 are displayed
for reference. The steepest slope is 1.5±0.2,
obtained for the fluxes above 1 TeV vs 0.3-
2 keV (i.e., the highest VHE gamma-ray band
vs the lowest X-ray band), while the flattest
slope is 0.3 ± 0.1, obtained for the 0.2-1 TeV
vs 15-50 keV (i.e., the lowest VHE gamma-
ray band vs highest X-ray band).

Overall, the slope is increasing with ris-
ing VHE energy, showing a greater scaling of
the >1 TeV flux with rising X-ray fluxes. In
addition, the slope decreases with rising X-
ray energy. The same trends have also been
found in MAGIC Collaboration et al. (2021),
but the absolute slope values were found to
be greater, reaching a cubic relation in some
cases.

6.6.2 VHE gamma rays vs UV

The Swift-UVOT instrument has the same
data coverage in the UV as Swift-XRT in X-
rays. This suggests following the same ap-
proach as in the previous section and investi-
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gating a possible correlation between the VHE and UV band pairs at zero time lag within 6 h.
Figure 6.16 displays the decimal logarithm of the fluxes of all three VHE bands vs the flux
of the W1 filter. All three UV filters show almost identical results, and I selected W1 simply
as a representative for the UV. Again, the correlation is evaluated with the Pearson coefficient
analogously. The former shows values around 0.6 for all three panels, indicating a positive cor-
relation. However, the corresponding significances of these correlations are all around 2s , and
hence, this result can only be considered as a hint of correlation. If the correlation were real, this
would be the first time, that a positive correlation between VHE gamma rays and the UV band
is found.

Again, line fits are performed to estimate the correlation slope. In all panels, the slope is
around m=2. Due to the higher dispersion of the data, the uncertainties of the fit become rather
large. The higher slope indicates a steeper correlation between the VHE and UV compared to
X-rays. Since the degree of variability is much higher in the VHE than the UV (as can be seen
in Fig. 6.10), the flux varies substantially more in the y-direction, and a steeper slope is expected
in the case of a correlation.

6.6.3 VHE gamma rays vs HE gamma rays

Next, I investigate the correlation between the two energy bands in gamma rays. The highest
temporal coverage in VHE gamma rays is achieved with the combined light curve above 0.2 TeV
from MAGIC and VERITAS. From now on, I will move away from using scatter plots since,
due to the limited sensitivity of Fermi-LAT, the data has a 3-day binning. Any effects on shorter
time scales are already lost by the binning and correlations might also happen at a time lag.
The temporal coincidence of the two light curves is, therefore, not as strict as in the previous
two cases. I now correlate the bands using the discrete correlation function (DCF; Edelson and
Krolik, 1988). The DCF provides an assumption-free estimation of the correlation at a time lag
t between two given discrete and possibly unevenly sampled time series, a and b. This makes it
suitable for the usage of astronomical light curves. It is given by:

DCF(t) =
1
N Â

i, j

(ai � ā)(b j � b̄)q
(s2

a � e2
a)(s2

b � e2
b)

(6.4)

The DCF considers pairs of flux points, ai,b j, at times ti and t j, if the time difference of the data
pair, Dti, j = t j � ti, matches the time delay, t , within a given time bin width, Dt , i.e. t �Dt/2 
Dti, j  t +Dt/2 is fulfilled. sa and sb are the standard deviations of the light curves and ā and
b̄ are their mean values. ea and eb give the measurement errors of the flux pair. The error on the
DCF is computed using the description in Edelson and Krolik (1988). It must be noted, that the
analytical formula for the standard error of the DCF is not a great estimate of the significance
of the correlation, since it assumes uncorrelated measurements within a time bin. Assessing the
significance with a simulations-based approach as before, is the most robust and reliable way
and is therefore also done here.

I use a 3-day binned time lag in the range of -40 to +40 days to check for any delay in the
correlation. A peak in the DCF scan signals a potential correlation between the two bands with
a time delay to the position of the peak. The significance of the corresponding DCF value is
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(a) >0.2 TeV vs 3-300 GeV (b) >0.2 TeV vs 3-300 GeV without the flare in Febru-
ary 2010

Figure 6.17: Discrete correlation function computed between the VHE gamma-ray fluxes above 0.2 TeV,
as measured by MAGIC and VERITAS, and the HE gamma-ray fluxes in the 3-300 GeV
energy range measured by Fermi-LAT. The left panel shows the results for the full dataset,
and the right panel those obtained when excluding the large flare in February 2010 (see
text for details). The DCF is computed using a time bin of 3-days for a range of time lags
between -40 to +40 days. The 1 s , 2 s , and 3 s confidence levels obtained by simulations
are shown by the yellow, red, and green lines, respectively.

estimated with Monte Carlo simulations similar to the approach in MAGIC Collaboration et al.
(2021): I first simulate a set of 10000 uncorrelated light curves for a pair of energy bands similar
as before. I then compute the DCF of the 10000 simulated light curve pairs. The 1s , 2s and
3s confidence bands are derived from the distribution of the simulated DCF values in each time
lag bin.

The result for the DCFs between the >0.2 TeV band with the 3-300 GeV band is shown in
Figure 6.17a. The figure shows the DCF scan obtained from the data in dark blue. It shows
the DCF values for various time lags in three-day bins. One can see a big pronounced peak in
the center. All 10000 DCF curves from the simulated light curves are shown in light gray, and
the confidence intervals constructed from them in yellow, red and green. The DCF peaks at a
time lag of 2 ± 2 days and crosses the 3 s line. This can be seen as a marginally significant
correlation.

To estimate the uncertainty of the time lag, I follow the method outlined in Peterson et al.
(1998), for which 10000 new pairs of light curves for both energy bands considered are created.
The new light curves are generated via flux randomization and random subset selection to ac-
count for statistical fluctuations as well as sampling effects. For each light curve pair, I again
compute the DCF, and the centroid of the lags above 80% of the maximum DCF value is calcu-
lated. Finally, the 1s band for the lag is estimated from the 68% containment of the centroid
distribution.

It is important to note that the marginally significant (a little over 3s ) peak at zero time lag
is primarily driven by the big flare in February 2010. The highest flux points in the VHE and
HE light curves both occur during this flare. If the highest flux in the HE light curve (covering
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(a) 3-300 GeV vs 0.3-2 keV (b) 3-300 GeV vs 0.3-2 keV without the flare in
February 2010

Figure 6.18: Same as in Fig. 6.17, but this time using the 3-300 GeV range provided by Fermi-LAT, and
the fluxes in the 0.3-2 keV band, as measured by Swift-XRT.

the period from MJD 55242 to MJD 55245), together with the corresponding VHE fluxes in
this time interval, are removed from the DCF study, the correlation at zero time lag vanishes.
The resulting plot is shown in Figure 6.17b. A similar behavior is also seen in the correlation
between the >0.2 TeV band and the 0.3-3 GeV band. The results are shown in the Appendix B.1
in Figure B.1. But this time, the significance of the peak at zero time lag is just over the 2 s line.

6.6.4 HE gamma rays vs X-rays

For the correlation between HE gamma rays from Fermi-LAT and X-rays from Swift-XRT, again
the DCF at different time lags with a 3-day binning is applied. I correlate each of the two HE
gamma-ray bands with each of the X-ray bands from XRT. In this section, I only display the
strongest correlation as an example, which is found between the 3-300 GeV and the 0.3-2 keV
band. The DCF is shown in Figure 6.18a. The central peak lies well above the 3s line and
is located at a time lag of �1 ± 2days. Similar to the VHE vs HE gamma-ray case, the sharp
peak at zero time lag is caused by the outstanding flaring activity on February 17. Figure 6.18b
shows the same DCF analysis but with the flare removed from both the light curves taken by
Fermi-LAT, as well as the simultaneous flux in the X-ray light curve as before. The high peak at
zero time lag completely vanishes, but only a broad peak closely reaching ⇠2.5s remains. The
peak has its highest values at a time lag of -10±4 days.

The other three combinations of energy bands can be found in Appendix B.1 in Figure B.2
for completeness. In all three combinations, one can see a marginally significant peak at a time
lag of about zero that disappears when removing the 3-day LAT flux bin and corresponding X-
ray fluxes from the outstanding flaring activity around February 17, 2010. This period in early
2010, including the flare, marks the first time such a correlation was observed, as was previously
reported in Abeysekara et al. (2020).
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6.6 Correlation studies

(a) 3-300 GeV vs UV-W1 (b) 3-300 GeV vs UV-W1 without the flare in Febru-
ary 2010

Figure 6.19: Same as in Fig. 6.17, but this time using the 3-300 GeV range provided by Fermi-LAT, and
the UV-W1 fluxes measured by Swift-UVOT.

6.6.5 HE gamma rays vs UV

Next up, the correlation between HE gamma rays and the UV band is investigated. Figure 6.19a
contains the DCF between the 3-300 GeV band and the UV W1 filter. The image shows a broad
peak, which reaches its highest value at a time lag of �7 ± 6 days. At the peak, the DCF of
the data crosses the 3s line. A negative time lag indicates that the correlated HE gamma-ray
emission arrives 7 days before the UV emission. The time lag is, however, still compatible with
zero within just a little over 1s .

Between the 0.3-3 GeV band and the UV, the highest value is reached at �1 ± 6 days, which
is well compatible with zero. The peak also reaches a significance level of above 3s . The
corresponding plot is shown in B.3 in the Appendix.

The positive correlation between both HE gamma-ray regions and the UV band is a novel
behavior with no previous reports. Acciari et al. (2021) found a positive correlation between the
0.3-300 GeV band, and the R-band, which is close to the UV in energy. The correlation was
found by investigating the time period of 2007-2016 with a 15-day binning resulting in a low
temporal resolution but huge overall time coverage.

Contrary to the previous cases, the correlation between HE gamma rays and the UV increases
if the flare in February is excluded. Figure 6.19b shows the result of correlating the 3-300 GeV
light curve with the W1 light curve without the flare. The peak is clearly enlarged, going well
above 3 s for multiple bins, indicating a stronger correlation than previously. The improvement
is only marginal for 0.3-3 GeV (Figure B.3 in the Appendix).

6.6.6 HE gamma rays vs R-band

Lastly, I test if the correlation between the HE gamma rays and the optical as previously reported
in Acciari et al. (2021) is also present in our data set. Figure 6.20a shows the DCF for 3-300 GeV
vs the R-band. The results do not reveal any significantly correlated behavior. Similar for the
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(a) 3-300 GeV vs R-band (b) 3-300 GeV vs R-band (GASP-WEBT) without the
flare in February 2010

Figure 6.20: Same as in Fig. 6.17, but this time using the 3-300 GeV range provided by Fermi-LAT, and
the R-band fluxes provided by GASP-WEBT.

0.3-3 Gev band shown in the Appendix in Figure B.4a. The latter has a marginally significant
(⇠ 3s ) feature at about -35 days, which is most likely an artifact of the binning/sampling, since
the feature is very difficult to explain by a physical meachnism.

Removing the 3-day interval that contains the large VHE and X-ray flare in February 2010
does not substantially change the shape and the significance of the DCF results for these two
bands (see images 6.20b and B.4b). Only a slight increase to 2.5s is seen for the former 3-
300 GeV case.

6.6.7 Other energy bands

I also investigated the correlation behavior between all other wavebands not discussed in the
previous sections. No correlations (positive or negative) were found between any bands in the X-
ray and the UV or the optical. Previous works have found anti-correlated behavior at times (e.g.
MAGIC Collaboration et al., 2021; Di Gesu et al., 2022), which was not observed in this data
set. Naturally, there is a strong correlation between the UV and optical since both bands are
very close to each other in energy. Since there is a hint of a correlation between VHE and UV,
I also checked if the correlation is still present between the VHE and the optical. Applying the
same method yields no correlations at all between VHE and optical. I also found no correlation
of any sort between radio and other energy bands. Due to the limited duration of the campaign,
the overall number of radio observations is also very limited. Correlations with the radio tend
to reveal themselves over much longer time scales (see, e.g., the 8-year data set in Acciari et al.,
2021).
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6.7 Discussion

6.7.1 Ejection of radio knots

Observations by VLBA revealed the ejection of two features in the jet. The emission times are
close to the observed VHE gamma-ray flares. The ejection and propagation of bright knots in the
jet has been associated with gamma-ray flares repeatedly in blazars, but the vast majority of these
detections were reported in FSRQs (like PKS 1510-089) or LSP/ISP BL Lacertae (see Jorstad
et al., 2001; Marscher et al., 2008; MAGIC Collaboration et al., 2018). Such an association has
rarely been observed in HSPs, and this is the first time for Mrk 421 (see, e.g., the sample in
Weaver et al., 2022), hence making the dataset presented in this work unique on its own. The
large uncertainties of the ejection time, however, prevent me from significantly correlating the
appearance of the radio features with a specific VHE gamma-ray flare. There are previous works
on Mrk 421 reporting a possible connection between GeV gamma-ray and radio flares detected
with single-dish telescopes (Hovatta et al., 2015). This large GeV flaring activity, which was
measured with Fermi-LAT in the year 2012, and the exceptionally large radio flare, which was
primarily measured with OVRO also in 2012, was not associated with the ejection of features in
the VLBA images (Richards et al., 2013).

In the following, I make the assumption that the strongest flare in the 2010 campaign, the
one in February, is indeed correlated with the ejection of the radio features, and estimate if the
derived Doppler factors allow for a connection. The flare showed an intranight variability in
the VHE band detected on a time scale of less than 1 h, which implies a small, compact zone
responsible for the emission based on causality arguments. Abeysekara et al. (2020) observed
intranight variability down to 22 min at VHE in February 2010, which was used to derive a
lower limit on the Doppler factor of the emission region of dmin & 33 based on opacity argu-
ments. From VLBA observations, Jorstad et al. (2017) estimate the average Doppler factor to be
around 24, well below the lower limit mentioned above using the VHE observations. This often
appearing discrepancy between the observed jet kinematics in the radio and the Doppler factors
derived from the fast variability at high energies is called the Doppler crisis. The discrepancy
could potentially be resolved in several ways. One option is the presence of structured jets, in
which different regions show different Lorentz factors, such as a fast spine responsible for the
gamma-ray emission and a slower sheath layer responsible for the radio emission (Ghisellini
et al., 2005). Recent works also suggested a scenario in which the discrepancy is reconciled by
assuming, a large viewing angle relative to the jet explaining the slow-moving and lower Doppler
factor of the knot in radio, while on the other hand, the gamma-ray flare originates from a mag-
netic reconnection scenario within a misaligned layer that effectively generates larger Doppler
factors (Jormanainen et al., 2023). Additionally, a decelaration of the jet occurring between the
time of the gamma-ray flare and the detection of the radio feature may partly also solve this
crisis (Georganopoulos and Kazanas, 2003).

6.7.2 VHE vs X-ray correlation

I found a close correlation at zero time lag between the emission in the VHE gamma rays with
the X-rays over an order of magnitude in flux. In addition, a comparable level of variability
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was observed in both energy bands, similar to the results in MAGIC Collaboration et al. (2021)
and Acciari et al. (2021). The fractional variability shows a pronounced double-peak structure,
with the two peaks reaching values around ⇠0.8-1 in X-rays and VHE gamma rays. This tight
correlation and similar variability behavior suggest a cospatial origin, meaning both types of
radiation are produced in the same emission region. A natural explanation for this is given by
the SSC scenario described in section 2.3.2, where the same electron population is responsi-
ble for the emission of X-ray photons via synchrotron emission and the VHE gamma-rays by
upscattering the synchrotron photons via IC process.

I find the strongest correlation between the 0.3-2 keV and >200 GeV bands reaching a level
of 4 s . The energy in the X-rays can now be used to estimate the energies of the electrons
responsible of the synchrotron emission. Assuming standard values for the jet parameters (B =
0.1 G and d = 35, see, e.g., Aleksić et al. (2015b)), electrons with a Lorentz factor of around 105

(source reference frame) are required to emit ⇠ keV photons (in observer’s frame). Now, using
Equation 14 of Tavecchio et al. (1998), which takes into account the Klein-Nishina effects, one
expects that electrons with such an energy emit ⇠0.5 TeV photons via IC scattering of ⇠ keV
photons. Those estimates show a good agreement with the observed correlation trends and with
a SSC scneario.

The slope in the correlation between different energy bands shows a different pattern depend-
ing on the combination. The slope increases for a fixed X-ray band as one increases the energy
of VHE band. On the other hand, if one fixes the VHE band, the slope decreases as one increases
the energy of the X-ray band. A similar trend has been reported in previous studies (e.g., Ac-
ciari et al., 2020, 2021; MAGIC Collaboration et al., 2021). This work confirms this behavior
over a full order of magnitude in VHE gamma-ray and X-ray fluxes, ranging from low-emission
to extremely large flaring states. In the majority of cases, the slopes are compatible with a
linear relationship. The only correlation slope greater than one is found when considering the
> 1TeV, and the 0.3-2 keV bands (m = 1.5 ± 0.2). This is in line with the behavior for flux-
flux correlations of an SSC model as described in Katarzyński et al. (2005). The correlation
slope is expected to be linear in most cases, but can show an above linear relation for certain
energy bands closely situated at the synchrotron peak, which is the case for the 0.3-2 keV band
in Mrk 421.

6.7.3 Possible UV vs HE gamma-ray correlation

I found for the first time in Mrk 421 a marginally significant correlation between the UV and HE
gamma radiation at a level very slightly above 3 s . Such a trend would also be well in line with
the previously proposed SSC model. The UV photons are emitted by electrons with lower ener-
gies compared to the previous case for the X-ray. The same electrons are then responsible for the
emission of HE gamma-ray photons at the rising edge of the gamma-ray bump via IC scattering.
Both bands also show a similar level of variability, as shown by the fractional variability (see
Figure 6.10), which further supports a common spatial origin. The overall lower observed vari-
ability and the broad DCF peaks suggest a longer variability time scale, which points towards a
larger emitting zone.

Analogous to the estimates performed in the previous section, once can derive estimates of
the necessary electron energies / Lorentz factors. Synchrotron photons in the UV W1 band
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are produced by electrons with a Lorentz factor of ⇠104 (assuming the same jet parameters as
before). These electrons then produce IC emission at a few tens of GeV, falling well within
the 3-300 GeV band, for which the highest correlation is observed. These estimates provide a
consistent picture of the observed correlation trends and give additional support for the SSC
scenario, with a cospatial emission for the UV and HE bands.

The correlation strength and and its significance decrease to a non-significant level (i.e., well
below 3s ) when going from the UV to the optical band. The UV and R-band are close together
in frequency, but these results imply that the underlying particle population responsible for the
HE gamma rays is dominantly radiating in the UV rather than in the R-band. Carnerero et al.
(2017) and Acciari et al. (2021) reported significant positive correlations between the HE gamma
rays and the R-band. These two studies considered much longer periods (⇠8 years) in which
Mrk 421 showed an overall lower activity. The slightly different correlation behavior could be
explained by the different overall magnitude and timescales of the flux variability considered, as
well as the underlying mechanisms driving the variability, such as e.g. evolution of the emitting
region environment, change in the acceleration/cooling efficiencies etc...

It is important to point out that the correlation strength increases when the 3-day time interval
corresponding to the large VHE flare in February 2010 is excluded. This behavior can be ex-
plained if the HE gamma-ray emission during the large flare in February 2010 does not primarily
originate from the same, possibly large, region that dominates the HE and UV/optical emission
throughout the campaign, but from a separate smaller emission region.

6.7.4 Evidence of multiple emission zones

The above-mentioned correlations, as well as the lack of correlations (e.g. I did not find any
correlation between the X-ray and the UV), can be explained by assuming two separate particle
populations, of which a compact zone with higher particle energies is responsible for the keV
(and TeV) emission, and a larger and more extended zone dominates the emission in the eV (and
possibly GeV) band. As an alternative, fine-tuning of the parameters may still be able to explain
this lack of correlation between the UV and X-rays using a single zone if one assumes that the
flux variability is dominated by changes in the particle population at the highest energies, that
are not propagated to the lower energy particles, bit is less natural.

I also investigated a possible correlation between VHE gamma rays and the UV. I find a posi-
tive trend, but only at a significance level of ⇠2.0�2.3s , which cannot be considered a robust
result. If one views this trend as a hint, it could point towards a weak, barely detectable behavior
that is difficult to explain by a single particle population. The two-zone explanation can provide
a fully consistent picture: the compact zone is embedded within the extended zone, and both are
responsible for the dominant synchrotron emission in the UV and X-ray, respectively. In case
the UV emission increases due to a change in the underlying particle population, synchrotron
photons from the extended zone can enter the compact zone and provide additional seed photons
for IC scattering. This interaction can then increase the observed VHE gamma-ray flux. Fig-
ure 6.21 shows a sketch of the scenario and the resulting SED. On the left, a simplified sketch of
the two-zone scenario is displayed. In the case of shock acceleration as the method of particle
acceleration (see Section 2.3.1), the compact zone is located close to the shock front, where
particles still have the highest energies after being freshly accelerated. As particles spread and

107



Chapter 6 The blazar Mrk 421 during its most violent year

!

!"
!

Black hole

Accretion disk

Shock front

Jet flow

Extended 
zone

Compact 
zone

Overall 
emission

Optical
UV X-rays

HE

VHE

Int
er

ac
tio

n

Compact zone
Extended zone

Figure 6.21: Left part: Sketch of the proposed two-zone scenario, showing the compact zone close to
the shock front in red and the extended zone in blue. Right part: Resulting SED emission
components of the two zones, including the contribution of the interaction between the two
zones. Image is based on the sketch and SED modeling presented in MAGIC Collaboration
et al. (2024)

cool down, they emit synchrotron radiation at lower energies over a wider region forming the
extended zone. This multiple-zone scenario as a result of shock acceleration is also motivated
by new findings of the Imaging X-ray Polarimetry Explorer (IXPE), which suggest an energy
dependency of the polarization degree from radio to the X-ray7. The energy dependency points
towards an energy-stratified jet creating emission zones of different extent as a result of shock
acceleration (Di Gesu et al., 2022, 2023; Abe et al., 2024). The proposed scenario of two sep-
arate emission zones is a simplified implementation of an energy-stratified jet. Similar findings
have also been reported for the HSP Mrk 501 (Liodakis et al., 2022a), for which the outlined
two-zone leptonic model with interaction between the zones has been successfully used to fit
the SEDs during the IXPE observations (MAGIC Collaboration et al., 2024). The right part of
Figure 6.21 sketches the resulting SED from such a scenario based on the modelling in MAGIC
Collaboration et al. (2024). The extended zone reaches its first peak in the UV and dominate the
second peak up to GeV energies. The compact zone dominates the emission in X-ray and VHE
gamma-rays. The described interaction effect will contribute in addition over the gamma-ray
peak. The figure shown is not a result of quantitative modeling but should only demonstrate
qualitatively the contributions to different energy bands.

The idea of multiple emission zones contributing to the overall SED is also supported by a
long-term flux trend between January 15, 2010, and March 1, 2010. Fluxes are decreasing in
both the UV and R-band, whereas the simultaneous X-ray (and VHE) emission show an uncorre-
lated very strong variability. Strong fine tuning between the parameters would be required within
a one-zone SSC scenario, to obtain a slowly and mildly decreasing UV/optical flux simultane-

7More details can be found in Chapter 7, where the results of IXPE on Mrk 421 in the context of MWL observations
are discussed extensively.
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ous to strong X-ray variability. The observed UV/optical trend could rather be explained by a
long-term evolution of the environment of the region, such as the Doppler factor or the magnetic
field strength, and be unrelated to the emitting region producing the short timescale X-ray/VHE
flares.

Previous works on the large flare in February in 2010 find a correlation between the VHE
gamma rays and optical band during the night of the big flare on February 17 (Abeysekara
et al., 2020). The correlation was determined with 2 min binned light curves and showed a time
lag of 25-55 min. The authors argue that the pattern can appear within a small region under a
localized leptonic single-zone SSC scenario. This correlation is not present in the dataset of
this work, where the results are dominated by a much larger time binning (usually daily), and,
therefore, not sensitive to effects on sub-hour timescales. In addition, the minimum electron
energies of the particle population that dominates the emission at VHE gamma rays is very
large, at gmin ⇠ 10000 and, for typical magnetic fields and Doppler factors, B⇠0.1G and d ⇠ 20,
would produce only a subdominant contribution to the emission in the R-band. In this case, a
positive optical correlation should only be detected during very strong flaring events as the one
in February 2010, but not over extended periods, which explains the non-detection in my dataset.

6.7.5 Peculiarities of the flare in February 2010

In February 2010, Mrk 421 showed the most violent X-ray and VHE flare to date: TeV fluxes
going beyond 25 times the TeV flux of the Crab Nebula were measured, and X-ray fluxes in-
creased by a factor of 70 within the campaign (for the 2-10 keV band). The MWL coverage
during this activity was limited but sufficient for several noteable observations, as reported and
discussed in Abeysekara et al. (2020). In this thesis, I consider the MWL data from the entire
campaign in 2010, which extends over 8 months, from November 5, 2009, until July 3, 2010,
and naturally contains the data related to the February 2010 flare. The exceptional nature of the
event influenced some of the results I obtained with the entire 2010 data set, which are discussed
below.

I found a positive correlation between the VHE and HE gamma rays. A correlation between
these two energy bands (to be exact > 2GeV and >0.7 TeV) was reported for the first time for
the campaign covering 2015-2016 (Acciari et al., 2021). During that period, Mrk 421 was in
a historically low-activity state, which is very different from the activity that Mrk 421 showed
during the 2010 campaign. However, in my dataset the VHE vs HE correlation is non-significant
when removing the 3-day interval related to the large February 2010 flare, and hence these two
bands were directly connected only during this exceptional flaring event. Put differently, the
VHE vs HE correlation is not representative of the behavior of Mrk 421 during the 8-month long
2010 campaign, which covers many different activity levels.

A similar trend is seen when considering the correlation between the HE gamma rays and X-
rays. The correlation is estimated for the entire 2010 dataset using two bands for HE gamma rays
and two bands for X-rays, and is marginally significant (⇠ 3s ) for all given combinations. A
positive correlation between the two energy regions was previously reported in Abeysekara et al.
(2020) using the light curves around the February flare provided by Fermi-LAT at 0.1-100 GeV
and MAXI at 2-20 keV. My results confirm this correlation using slightly different energy bands.
However, this correlation becomes non-significant when the 3-day time interval of the February
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2010 flare is removed from the dataset. The direct relation between these two bands appears only
during the large February 2010 flare. If the flare is included, the strongest correlation occurs for
the highest-energy band of Fermi-LAT (3-300 GeV) and the lowest-energy band of Swift-XRT
(0.3-2 keV). The discussion given so far unveils that the X-rays are tightly related to the VHE
gamma rays, indicating a co-spatial emission, while the UV and HE bands may come from a
different region. The flare might be driven by a single compact zone, whose activity becomes
high enough such that it not only dominates at VHE but also contributes significantly to the
emission at lower energies in the HE gamma rays. The two bands might then lie near the peaks
of the SED bumps caused by synchrotron and IC emission of the same particles. Consistent
with this scenario, the 0.3-3 GeV band, which lies at the rising edge of the second bump, and
the 2-10 keV band, which lies at the falling edge of the synchrotron bump, show the weakest
correlation.
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Results from the first combined VHE and

X-ray polarization measurements of

Mrk 421

The following chapter presents new findings on the emission of Mrk 421 based on new instru-
mental developments using a recent data set from 2022. It contains the first characterization of
the emission behavior of Mrk 421 with VHE gamma rays and simultaneous X-ray polarization
measurements in addition to various other MWL data. The subsequent study was published
in Abe et al. (2024), of which I am one of the three corresponding authors. I contributed by
analyzing the MAGIC data, processing and plotting MWL data, performing the intra-night cor-
relation studies, interpreting results, and producing the text. Axel Arbet-Engels was involved
with analyzing the Fermi-LAT data and parts of the X-ray data, processing and plotting MWL
data, performing the long-term correlation studies, and producing the text. David Paneque orga-
nized and coordinated the observations of the MWL campaign and assisted with editing of the
text. All other co-authors were involved in the low-level analysis of the remaining MWL data
or are part of the MAGIC collaboration. The text and structure of the following chapter closely
follow Abe et al. (2024), and parts of the text have been adopted verbatim.

7.1 Blazar observations with IXPE

Until recently, polarization measurements of blazars were only feasible in the optical and longer
wavelengths such as radio and infrared. In the case of HSPs, these measurements do not reach
the peak frequencies of the synchrotron component of the SED. The peak region is emitted by
the most energetic electrons, which are freshly accelerated and closest to the acceleration site in
the jet. As described in section 2.3.2, polarization measurements of the synchrotron radiation
give potential insight into the emission mechanisms.

On December 9, 2021, IXPE was launched into orbit (Weisskopf, 2022). IXPE is able to
perform measurements of the linear polarization between 2 and 8keV. Since the measurement
of X-ray polarization is a rather inefficient process, observations focus on the brightest sources.
The two HSPs, Mrk 421, and the similar source, Mrk 501, were observed as one of the first
blazars. Shortly after, within the year 2022, the first detection of X-ray polarization of a blazar
in Mrk 501 by IXPE was reported in Liodakis et al. (2022b). A high degree of linear polariza-
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Figure 7.1: Sketch of the shock-in-jet scenario, where the emission of the falling edge of the synchrotron
bump is caused by the electrons with the highest energy over a small region. For HSPs this
region lies in the X-rays, whereas for LSPs it is in the optical. The downstream direction of
the jet is towards the left. Drawing follows the schematic in Angelakis et al. (2016)

tion, at the level of 10%, was detected without significant polarization variability. The X-ray
polarization was, in fact, found to be significantly higher than in the optical and radio bands.
This energy-dependent polarization behavior suggests the existence of an energy-stratified jet,
in which radiation at different energies is emitted from separate regions. The most energetic
particles are emitted from a smaller, magnetically more ordered region, which leads to a higher
polarization degree (Liodakis et al., 2022b; Angelakis et al., 2016). Larger regions allow for less
magnetic order and produce an overall lower polarization degree. Those properties favor shocks
as the prime acceleration mechanism. The most energetic particles are then emitted close to the
shock front, which leads to a small spatial extent and increased magnetic order. These ener-
getic particles subsequently cool, stream away from the shock to populate broader regions, and
then emit synchrotron radiation at lower energies under less ordered magnetic fields. Figure 7.1
shows a sketch of this scenario, where the the region closest to the shock front is responsible for
the falling edge of the synchrotron bump. Larger regions downstream the jet are then respon-
sible for the emission at lower energies. For HSPs, this falling edge lies in the X-rays, where
polarization measurements were not feasible until IXPE started to operate in the year 2022.

IXPE observed Mrk 421 in the same year in May and June. The first observation spanned from
May 4, 2022, 10:00 UTC (MJD 59703) until May 6, 2022, 11:10 UTC (MJD 59705), for a total
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exposure of 97 ks. The two additional observations took place in June 2022: from June 4, 2022
10:56 UTC until June 6, 2022, 11:08 UTC (MJD 59734 to MJD 59736; 96 ksec exposure time),
and from June 7, 2022, 08:49 UTC until June 9, 2022, 09:51 UTC (MJD 59737 to MJD 59739;
86 ksec exposure time). Similarly to Mrk 501, a high degree of linear polarization was detected
in the X-ray compared to the optical and radio. During the first IXPE observation, in May
2022, no variability of the polarization degree and angle is measured (Di Gesu et al., 2022),
and the values averaged over the full exposure are considered. Regarding the two observations
in June 2022, the polarization angle exhibits a large rotation (Di Gesu et al., 2023) at a speed
of 80 ± 9 �/day (June 4-6, 2022; MJD 59734 to MJD 59736) and 91 ± 8 �/day (June 7-9, 2022;
MJD 59737 to MJD 59739). The rotation is evident when considering the data binned in 3 hour
intervals. Based on simulations, Di Gesu et al. (2023) estimated that the probability of detecting
these rotations due to random walks is about 2%, and thus, it is highly unlikely to have occurred
by chance. As described in Di Gesu et al. (2023), the polarization degree remains consistent
with a constant behavior hypothesis. These results of the polarization measurement will be put
into context and further discussed in section 7.3.

7.2 MWL observations and data analysis

MAGIC

As outlined in the previous chapter, the blazar Mrk 421 has been the focus of a multi-year pro-
gram consisting of dedicated half-year observations with a number of instruments covering the
broadband emission from the radio to VHE gamma rays since 2009. Triggered by the planned
observations of Mrk 421 by IXPE, the multi-instrument observations related to the extensive
campaign on Mrk 421 were intensified during (as well as before and after) the times when IXPE
observed Mrk 421. This intensified monitoring was particularly important for the MAGIC tele-
scopes. MAGIC performed daily observations around and during the first IXPE observation of
Mrk 421 in early May, followed by several observations throughout May to monitor the source’s
behavior in between the IXPE pointings. Since the brightness of the moon increased strongly
during early June 2022, MAGIC could only observe for the beginning of the second IXPE ob-
servation. After the full moon phase, the visibility of Mrk 421 on the night sky deteriorated so
that no further observations were possible at this time of year.

During the full period covered by this study, MAGIC observed Mrk 421 for 20.2h in total.
I only considered data taken under a zenith angle range between 5� and 62�. At even higher
zenith angles, the energy threshold of MAGIC increases rapidly beyond ⇠ 400GeV (Aleksić
et al., 2016a) to an unsatisfactory level. I selected the data according to their quality since
clouds were present on some nights. The LIDAR was used to check the atmospheric quality for
the nights taken in June.

In May, the LIDAR was not operational due to a technical upgrade. I traveled to the MAGIC
site and led this technical maintenance and upgrade, which consisted, among other things, of the
exchange of the reflecting mirror and proper alignment (see Appendix A.1 for further details).
As a side note, I was also among the telescope operators taking the data of Mrk 421 during those
nights. The quality of the May data was ensured by checking the background rates and sky
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temperature measurements with a pyrometer, which indicates the presence of clouds. After ap-
plying quality cuts to remove data taken at too high of a zenith angle and during adverse weather
conditions, 17.3h of data remained. The data were taken under low moonlight conditions, thus
limiting contamination from night sky background light (Ahnen et al., 2017c). Thanks to the
brightness and proximity of Mrk 421, two separate light curves can be obtained in the VHE
regime covering an energy range from 0.2-1TeV and above 1TeV. The former light curve only
contains data taken with a zenith angle of up to 50�, while the latter includes the entire zenith
range until 62�. The cut on the zenith angle is applied because the energy threshold increases
to above 0.2 TeV for zenith angles greater than 50�, and it would introduce artificial downward
fluctuations in the reported fluxes (e.g., by producing a light curve above 0.2 TeV when using
data with an energy threshold well above this energy).

The spectral analysis of the MAGIC data was performed by fitting the data with a log-
parabolic model defined as follows:

dN
dE

= f0

✓
E
E0

◆a�b log10(E/E0)

. (7.1)

The normalization constant is given by f0, a is the photon index at a normalization energy E0,
and b is the curvature parameter. For the normalization energy, E0, a fixed value of 300GeV
was chosen. Flux points were obtained by performing the Tikhonov unfolding procedure as
described in Albert et al. (2007c). All obtained parameters and flux points were corrected for
the extragalactic background light absorption following the model of Domínguez et al. (2011).

Fermi -LAT

The HE gamma rays are again covered by the Fermi-LAT instrument. This time, a light curve is
extracted for the 0.3-300 GeV band using 3-day time bins. In all time bins, the source is detected
with TS > 25 (i.e., > 5s ). Finally, a SED is computed around each IXPE observation by aver-
aging the data over 7 days. This time bin choice is a good compromise solution, given the flux
variability observed in the light curves and the limited sensitivity of LAT to measure gamma-ray
spectra over short time intervals.

X-ray data

In addition to IXPE, observations from three other X-ray satellites are used in this study. Several
X-ray pointings from the Swift X-ray Telescope (XRT; Burrows et al., 2005) were coordinated.
A special effort was put into scheduling the observations simultaneously with the MAGIC expo-
sures. This allows extraction of source spectra between 0.3�10 keV, as well as two light curves
covering the 0.3-2 keV, and 2-10 keV energy bands, with the best possible coincidence to the
VHE data.

Additionally, there are two multi-hour exposures from the Nuclear Spectroscopic Telescope
Array (NuSTAR; Harrison et al., 2013), which consists of two co-aligned X-ray telescopes fo-
cusing on two independent focal plane modules, FPMA and FPMB. The instrument provides
unprecedented sensitivity in the 3-79 keV band. The observations took place June 4-5, 2022
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(MJD 59734 to MJD 59735) and June 7-8, 2022 (MJD 59737 to MJD 59738; observation ID
60702061002 and 60702061004, respectively), with a total exposure time of 21 ks and 23 ks, re-
spectively. For both exposures, the source spectra dominate over the background up to roughly
⇡ 30 keV. Hence, in this work, fluxes are quoted only up to 30 keV, and in two separate energy
bands: 3-7 keV and 7-30 keV.

As a third instrument, the XMM-Newton observatory carries on board several co-aligned X-ray
instruments: the European Photon Imaging Camera (EPIC) and two reflection grating spectrom-
eters (RGS1 and RGS2; Jansen et al., 2001). The EPIC cameras consist of two metal oxide
semiconductors (EPIC-MOS1 and MOS2; Turner et al., 2001) and one pn junction (EPIC-pn,
Strüder et al., 2001) CCD arrays operating in the 0.2–10 keV energy band. Source spectra were
extracted in the full energy range (0.2–10 keV) with an energy resolution of 5 eV. The spectra
were re-binned to avoid oversampling the intrinsic energy resolution of the EPIC cameras by a
factor larger than 3 while making sure that each spectral channel contains at least 25 background-
subtracted counts. For every observation, spectral fits were performed, and spectral parameters
were derived from the combined EPIC instruments available (i.e., EPIC-pn and EPIC-MOS2).
All spectra were fitted using a log-parabola model (with a pivot energy set at 1 keV).

UV, optical and radio data

In the UV band, again the Swift UV/Optical Telescope (UVOT; Roming et al., 2005) provides
coverage. Observations between April 26, 2022 (MJD 59695) and June 27, 2022 (MJD 59757)
with the W1, M2, and W2 filters are considered. This results in a sample of 43 observations of
Mrk 421 from the official data archive after applying standard quality checks to all observations
in the chosen time interval, excluding those with unstable attitude or affected by contamination
from a nearby starlight (51 UMa).

In the optical, R-band photometric and polarimetric observations from the RoboPol (Ski-
nakas Observatory, Greece; King et al., 2014; Ramaprakash et al., 2019), Nordic Optical Tele-
scope (NOT; ORM, Spain), and KANATA (Higashi-Hiroshima observatory, Japan) telescopes
are used. In addition, the H-band (infrared; IR) data from the Perkins telescope (Perkins Tele-
scope Observatory, Flagstaff, AZ) is included. All these data were published in Di Gesu et al.
(2022) and Di Gesu et al. (2023), where more details on the analysis procedures can be found.
Additional polarimetric and photometric observations of the source in the Johnson Cousins R
band were performed at Sierra Nevada Observatory, Granada, Spain, with a four-unit polarized
filter-wheel mounted at the 0.9 m telescope (hereafter dubbed T90). Unpolarized standard stars
were also observed to compute the instrumental polarization that was subtracted from the ac-
tual data. Standard pre-reduction and analysis steps were performed. All the polarization and
photometric data were corrected for the contribution of the host galaxy using the host fluxes
reported in Nilsson et al. (2007). The intrinsic polarization degree was obtained using the fol-
lowing formula: Pdeg,intr = Pdeg,obs · I/(I � Ihost), where Pdeg,obs the observed polarization degree,
I the observed flux and Ihost the host flux. Finally, the flux densities were also corrected for a
galactic extinction of 0.033 mag.

Data in the microwave band at 3.5 mm (86.24 GHz) and 1.3 mm (230 GHz) wavelengths were
collected with the 30 m telescope of the Institut de Radioastronomie Millimetrique (IRAM) that
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is located at the Pico Veleta Observatory (Sierra Nevada, Granada, Spain). Additional radio
observations were performed by the Metsähovi telescope. Finally, millimeter radio polarimetric
measurements were collected at 1.3 mm (approximately 230 GHz) with the Submillimeter Array
(SMA; Ho et al., 2004).

For more information on any of the above-mentioned instruments and their low-level data
analysis, the reader is referred to Abe et al. (2024) and its further references.

7.3 Characterization of the MWL emission during the IXPE

observations

Figure 7.2 shows the MWL light curves from MJD 59695 (April 26, 2022) to MJD 59760 (June
30, 2022), which includes all IXPE observing periods. The VHE energy bands (0.2-1 TeV and
> 1 TeV) are shown in the top row. As previously mentioned, data observed at a zenith above 50�

are excluded from the 0.2-1 TeV energy band, while for the > 1 TeV fluxes, no cut on the zenith
angle was used. This cut only removed a small fraction of the data from the 0.2-1 TeV light
curve (it affects only three nights, removing a total of ⇡ 2 hrs), and no intra-night variability was
found in any of the two bands. The slightly different underlying data selection does not affect
the hardness ratio in any significant manner. Measurements from Fermi-LAT in the 0.3-300 GeV
band are shown in the second panel from the top. The Fermi-LAT fluxes are computed in 3-day
bins, providing a good trade-off between statistical flux uncertainty and temporal resolution. In
X-rays, shown in the third panel, a dense temporal coverage is given by Swift-XRT in two energy
bands (0.3-2 keV and 2-10 keV). Additional data by NuSTAR and XMM-Newton are available on
selected days during the IXPE observations. The corresponding spectral evolution is quantified
using the hardness ratio in X-rays, which is defined as the ratio of the 2 � 10 keV flux to the
0.3�2 keV flux in the fourth panel. The hardness ratio of the VHE data (defined as the ratio of
the > 1 TeV flux to the 0.2 � 1 TeV flux) is also shown. UV observations from Swift-UVOT in
the W1, M2, and W2 filters are portrayed in the fifth panel from the top. The MWL light curves
are complemented with data in the optical/IR and radio plotted in the sixth and seventh panels,
respectively. The last two panels at the bottom of Figure 7.2 display the polarization degree and
angle evolution in the radio, optical, IR, and X-ray.

7.3.1 IXPE observation in May 2022

The first observation of Mrk 421 by IXPE occurred between 4 May and 6 May 2022 (MJD
59703.42 - MJD 59705.47) and is shown as the first vertical gray band in Figure 7.2. Here and
in the following, this time period will be referred to as IXPE 1.

The MAGIC telescopes achieved continuous daily coverage over the entire first IXPE expo-
sure. The flux exhibits a constant behavior throughout the specified time period in both VHE
energy bands, showing a flux slightly below 10% of the emission of the Crab Nebula1 in the
range above 1TeV, and around 25% for the 0.2-1TeV range. There is no significant flux or
spectral variability on daily and intra-night timescales. The simultaneous X-ray characterization
is obtained thanks to Swift-XRT as well as a long exposure from XMM-Newton on MJD 59704

1The flux of the Crab Nebula is taken from Aleksić et al. (2016a)
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Figure 7.2: MWL light curve for Mrk 421 covering the whole campaign from MJD 59695 (April 26,
2022) to MJD 59757 (June 27, 2022). The gray bands correspond to the three IXPE observa-
tions. Top to bottom: MAGIC fluxes in daily bins for two energy bands (note the two differ-
ent y-axes); Fermi-LAT fluxes in 3 day bins; X-ray fluxes in daily bins including Swift-XRT,
NuSTAR and IXPE; hardness ratio between the high- and low-energy fluxes of Swift-XRT
and between the two VHE bands of MAGIC (note the two different y-axes); optical R-band
data from NOT, RoboPol KANATA; IR H-band data from Perkins; radio data from IRAM
and; polarization degree and polarization angle observations in the optical to radio from NOT,
RoboPol, KANATA, Perkins, IRAM, SMA and in X-rays from IXPE. 117
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(May 5, 2022). The flux in both energy bands of the Swift-XRT instrument shows moderate daily
variability. A flux increase at the level of 20% is observed in the 0.3-2 keV band, while it is 40%
in the 2-10 keV band. The hardness ratio rises from 0.23±0.01 up to almost 0.35±0.01, which
indicates a harder-when-brighter trend in agreement with previous observations of Mrk 421 (see
for instance Aleksić et al., 2015a; Acciari et al., 2021; MAGIC Collaboration et al., 2021).
Regarding the multi-hour XMM-Newton exposure, the average 2-10 keV flux (black marker in
Figure 7.2) is consistent with Swift-XRT results. Little variability was observed during the ob-
servation. A more detailed 500 s binned XMM-Newton light curve can be found in the Appendix
of Abe et al. (2024). The simultaneous optical/IR (R band and H band) and radio flux data in Fig-
ure 7.2 around IXPE 1 show small variability, although the limited temporal coverage prevents
a detailed variability characterization.

The polarization degree from radio to optical shows fluctuating values around 3%. The results
of the IXPE observation (taken from Di Gesu et al. (2022)) show a much higher constant degree
of polarization of 15 ± 2% in the X-ray band at 2-8 keV. The polarization angle determined
by IXPE is 215 ± 4 � (or 35 ± 4 �, if one considers the 180� ambiguity in polarization angle
measurements). This is in agreement with the angles measured in radio to optical, which range
from around 200 � up to 230 � and remains constant throughout the observation period.

7.3.2 IXPE observation in June 2022

The second and third IXPE observations of Mrk 421 were performed between June 4 and 6,
2022 (MJD 59734.46 - MJD 59736.46) and between 7 and 9 June, 2022 (MJD 59737.36 -
MJD 59739.41). In the following, these two observing epochs are called IXPE 2 and IXPE 3,
respectively. They are highlighted with the other two gray bands in Figure 7.2.

Because of the bright moon period starting, MAGIC only managed to observe during the first
day of the IXPE 2 period as well as two days before, for a total of 3.3h. Over the course of
three days, the flux in the 0.2-1TeV band is close to ⇡50% of the Crab Nebula and ⇡20% above
1TeV, showing a flux about twice as high as during IXPE 1.

In X-rays, significantly higher activity is observed throughout the entire IXPE 2 and IXPE 3
windows with respect to IXPE 1. The source shows clear variability of the spectral shape and the
flux. Between the IXPE 2 epoch and the start of the IXPE 3 epoch, the 2-10 keV flux shows an
increase by a factor of ⇡ 2.6, together with a clear hardening of the emission that is highlighted
by the hardness ratio evolution (a more detailed spectral analysis is presented in section 7.3.3).
The peak activity in the 2-10 keV band is about five times as high as the average flux level
observed during IXPE 1. Although this flux state is still below previous large X-ray outbursts
of Mrk 421 (see Chapter 6), this activity is among the highest states recorded during 2022.
The flux decreases during the last Swift-XRT observation during IXPE 3. The XMM-Newton
data confirms the higher X-ray activity compared to IXPE 1. The observation took place at the
beginning of IXPE 2, slightly before the flux increase witnessed by Swift-XRT. In addition to
Swift-XRT and XMM-Newton, a precise hard X-ray characterization was obtained by the two
multi-hour NuSTAR exposures during both IXPE 2 and IXPE 3. In the third panel from the
top of Figure 7.2, the NuSTAR fluxes are also shown in the 3-7 keV and 7-30 keV bands using
1 hour time bins. For IXPE 2, the observation by NuSTAR was simultaneous to MAGIC. The
resulting intra-night VHE versus X-ray correlation is investigated in Section 7.3.5. During both
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NuSTAR observations, a moderate flux change is observed on hour timescales (at the level of
30%). Nonetheless, a detailed study reveals spectral hysteresis patterns. This analysis is shown
in Sect 7.3.6.

The Fermi-LAT data covering the MeV-GeV band shows a similar flux state as during IXPE 1
and is close to the average activity for Mrk 421 (Abdo et al., 2011). For the UV, optical, IR, and
radio emission, the emission does not reveal significant evolution compared to IXPE 1 either.

The two bottom panels of Figure 7.2 display the evolution of the polarization degree and
angle in the X-ray 2-8 keV band (pink markers; the data are taken from Di Gesu et al., 2023).
The averaged degree is 10 ± 1% during IXPE 2 and IXPE 3. While the polarization degree is
compatible with a constant behavior (see also section 7.3.6), the polarization angle shows an
evident rotation, which seems continuous between the two IXPE 2 and IXPE 3 epochs. The
angle rotates at an average angular velocity of 80±9 �/day amounting to a total rotation of 120 �

during IXPE 2. The rotation continued at a similar rate of 91 ± 8 �/day during IXPE 3, for a
total rotation of 140 �. The previously described significant X-ray flux increase and spectral
hardening measured by Swift-XRT is therefore accompanied by a rotation of the polarization
angle. In Section 7.3.6, the short timescale spectral variability in the hard X-rays is investigated
during the observed polarization angle rotation using simultaneous NuSTAR data.

Interestingly, at lower frequencies, in the radio, IR, and optical bands, neither the flux nor
polarization properties show any prominent variability. The polarization degree in the optical
and IR fluctuates only around 5% while the radio polarization is even lower, around 2%, both
for the 86 GHz and 230 GHz bands.

7.3.3 Spectral evolution throughout the IXPE observing epochs

Figure 7.3 presents the broadband SEDs obtained during each of the IXPE periods from the IR
up to VHE gamma rays. For comparison, the average state of Mrk 421 taken from Abdo et al.
(2011) is plotted in light gray. The VHE flux level reported in Abdo et al. (2011) is close to
the average state found by Whipple over a time span of 14 years (45% of the Crab Nebula flux,
Acciari et al., 2014). The SED shown in Abdo et al. (2011) can therefore be considered an
average activity state and is used as a reference for comparison. VHE flux points by MAGIC
from IXPE 1 were obtained by averaging all data within the corresponding IXPE observation
time frame, since there is no significant spectral flux variability. For IXPE 2, only a single
MAGIC observation is available, and it took place at the beginning of the IXPE window, while
IXPE 3 completely lacks VHE coverage (see Figure 7.2 and previous section). The Fermi-LAT
SEDs were averaged over seven days, centered around the middle of the IXPE windows, to
achieve sufficient statistics. The Swift-XRT SED on MJD 59704.02 (May 5, 2022) is used for
IXPE 1, which is close to the center of the IXPE window and simultaneous to the XMM-Newton
observation. For IXPE 2 and IXPE 3, the individual Swift-XRT SEDs, which were first recorded
within the IXPE windows, are used. These SEDs are accompanied by simultaneous XMM-
Newton (for IXPE 1 and IXPE 2) and NuSTAR data (for IXPE 2 and IXPE 3). The Swift-XRT
SEDs corresponding to the subsequent pointing of IXPE 2 and IXPE 3 are shown with white
centered markers in order to illustrate the daily timescale variability along the IXPE exposure.
For the UV, optical and IR data, measurements that are the closest in time to each of the X-ray
observations are displayed.
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Figure 7.3: Broadband SED around the three IXPE observations. Data from MAGIC were corrected
for the extragalactic background light absorption using the model outlined in Domínguez
et al. (2011). In plain colored markers, the Swift-XRT data correspond to the pointing that
happened first within the IXPE windows. The Swift-XRT data in diamond markers with a
face color in white are from the subsequent observation. For comparison, the SED of an
average emission state of Mrk 421 from Abdo et al. (2011) is shown in light gray.
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Table 7.1: Spectral parameters from the VHE and X-ray observations around the three IXPE observing
epochs. The table contains four primary rows corresponding to the different instruments. The
first sub row for an individual instrument shows the MJD of the observations performed during
the three IXPE observations given by the main columns. The second subrow contains the
obtained fluxes in units of 10�10 ergcm�2s�1 (for MAGIC the integrated photon flux between
200 GeV and 1 TeV is used, for Swift-XRT and XMM-Newton the flux between 2-10 keV and
for NuSTAR the 3-7 keV flux). The spectral index a , assuming a log-parabola for MAGIC
(with b fixed to 0.50 and reference energy of 300 GeV) as well as for Swift-XRT (with b fixed
to 0.29 and reference energy of 1 keV), XMM-Newton (with b fixed to 0.20 and reference
energy of 1 keV), and NuSTAR (with b fixed to 0.45 and reference energy of 1 keV) is given in
the third subrow. The last sub row gives the c2/d.o.f.. Regarding XMM-Newton and NuSTAR,
the parameters were obtained by fitting jointly the data from the available cameras on board
these observatories (i.e., EPIC-pn and EPIC-MOS2 for XMM-Newton, FPMA and FPMB for
NuSTAR).

IXPE 1 IXPE 2 IXPE 3
MAGIC MJD 59703.5 to 59705.5 59734.5 to 59735.5 –

Flux 0.34±0.01 0.67±0.03 –
a �2.64±0.06 �2.30±0.08 –

c2/d.o.f. 25.0 / 13 2.5 / 9 –
Swift-XRT MJD 59703.55 59704.02 59704.62 59734.92 59735.00 59736.27 59737.58 59738.25

Flux 0.84+0.04
�0.03 1.13+0.04

�0.04 1.20+0.04
�0.04 2.01+0.05

�0.05 1.70+0.05
�0.05 3.68+0.08

�0.08 5.26+0.05
�0.06 3.40+0.12

�0.12
a �2.52+0.02

�0.02 �2.38+0.02
�0.02 �2.38+0.02

�0.02 �2.40+0.01
�0.01 �2.43+0.02

�0.02 �2.22+0.01
�0.01 �2.07+0.01

�0.01 �2.19+0.02
�0.02

c2/d.o.f. 223.5/197 236.1/216 225.4/220 261.5/266 241.9/223 346.3/309 549.0/481 218.6/199
XMM-Newton MJD 59703.93 to 59704.13 59734.68 to 59735.11 –

Flux 1.056+0.002
�0.002 1.838+0.002

�0.002 –
a �2.541+0.001

�0.001 �2.545+0.001
�0.001 –

c2/d.o.f. 814.8/329 2082.13/345 –
NuSTAR MJD – 59734.65 to 59735.11 59737.53 to 59738.04

Flux – 0.968±0.004 2.693±0.006
a – �2.309±0.007 �1.913±0.004

c2/d.o.f. – 704.7/761 1143.8/1133

Compared to the average state of Abdo et al. (2011), the IXPE 1 epoch (blue markers) show
a significantly lower VHE and X-ray emission. The X-ray SED is also softer, meaning a steeper
slope, indicating a shift of the synchrotron peak toward lower frequencies. Based on a log-
parabola fit of the SED peak (nFn µ 10�b(log(n/np))2 ), a peak frequency can be derived located
at np = (2.00±0.07)⇥1016 Hz, while the state from Abdo et al. (2011) suggests np ⇡ 1017 Hz.
Throughout the IXPE 2 and IXPE 3, Figure 7.3 highlights the spectral changes occurring during
the polarization angle swing reported by IXPE. At the beginning of IXPE 2 (plain violet color
markers), the emission is roughly similar to the average state at all frequencies. Compared to
IXPE 1, the synchrotron peak frequency is marginally larger with np = (2.27±0.09)⇥1016 Hz.
The emission increases significantly with the subsequently observed X-ray SED, which shows a
flux well above the typical state as well as a harder emission. The maximum observed brightness
is reached at the beginning of IXPE 3 (green diamond markers), which coincides with the second
NuSTAR observation and shows an enhanced emission state throughout the full synchrotron
peak accompanied by a significant shift of the synchrotron peak toward a higher frequency
(np = (7.6 ± 1.3) ⇥ 1016 Hz). A decrease is observed the following day (shown with a white
centered marker).
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The spectral parameters of the X-rays and VHE gamma rays are listed in Table 7.1. As for
Figure 7.3, the MAGIC spectral fits are performed after averaging all nights within the IXPE
windows, analogous to the SED extrtaction. The MAGIC data show a preference for a log-
parabola model (see Eq.7.1) over a simple power-law function for all IXPE epochs. This prefer-
ence is above 3s for IXPE 1 and at the level of around 2s for IXPE 2. No significant variability
of the curvature parameter b was found, which stays consistent at b = 0.50. The MAGIC
spectra simultaneous to the IXPE observations were therefore fitted using a log-parabola model
with a fixed curvature of b = 0.50. This choice removes any correlation between a and b (see
Eq. 7.1), better assessing the hardness evolution during the different epochs. The normalization
energy in the spectrum was fixed to 300 GeV. The resulting best-fit spectral indices of MAGIC
are displayed in the first primary row of Table 7.1.

The Swift-XRT spectra show a significant preference for a log-parabola model over a power
law as well. As in the MAGIC spectral study, the data were fitted using a log parabola with fixed
curvature to better characterize the hardness evolution throughout the IXPE epochs. A curvature
of b = 0.29 is used, which is the average curvature over the campaign. The second primary row
of Table 7.1 contains the best-fit parameters for each exposure simultaneous to IXPE (the pivot
energy of the log-parabola model is 1 keV).

For XMM-Newton and NuSTAR, the spectral parameters are derived in the 0.6-10 keV and
3-79 keV bands, respectively. Similarly to the fits for MAGIC and Swift-XRT, the curvature is
fixed to a value of b = 0.2 for XMM-Newton and to b = 0.45 for NuSTAR. The pivot energy was
set to 1 keV for both instruments.

The spectral evolution is consistent with the already mentioned harder-when-brighter trend
found frequently in Mrk 421 (Acciari et al., 2021; MAGIC Collaboration et al., 2021). For
VHE gamma rays, the spectral index a obtained during IXPE 2 is smaller compared to IXPE 1
(a = �2.30 ± 0.08 versus a = �2.64 ± 0.06 for IXPE 1), while the emitted flux doubled. A
similar trend is found in X-rays with Swift-XRT, XMM-Newton and NuSTAR data and confirmed
by the visual trend in Figure 7.3. The spectral hardening is especially evident between IXPE 2
and IXPE 3 when the X-ray polarization angle rotates. The spectral parameter a hardens by
⇡ 0.3�0.4 (see Table 7.1) for both in Swift-XRT and NuSTAR .

Most of the spectral variability in X-rays occurs on a close to daily timescale. Variability on
shorter timescales can be probed thanks to the multi-hour exposures from XMM-Newton and
NuSTAR. The reader is referred to the Figures in the Appendix of Abe et al. (2024), which show
the 0.3-2 keV the 2-10 keV fluxes (binned in 500 s) as well as the hardness ratio obtained during
the observations of XMM-Newton. The ratios do not reveal any particularly interesting spectral
evolution over approximately hour timescales for either day. However, the NuSTAR analysis
reveals a moderate spectral change on approximately hour timescales, including a spectral hys-
teresis behavior, which is reported in detail in section 7.3.6.

7.3.4 Broadband evolution of the polarization degree between the IXPE
epochs

The polarization degree as a function of the frequency for all IXPE observing epochs is summa-
rized in Figure 7.4. The panel on the bottom shows the ratio to the X-ray polarization degree.
One can see an energy dependence of the polarization degree, with a clear increase in the X-ray
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band, as already reported by Di Gesu et al. (2022) and Liodakis et al. (2022b), both in Mrk 421
and Mrk 501.

Figure 7.4: Frequency dependency of the polarization degree. Top: MWL polarization degree as a func-
tion of frequency during all three IXPE epochs. Bottom: The frequency-dependent polariza-
tion degree ratio to the corresponding X-ray polarization degree.

The trend of a significantly higher polarization in X-rays compared to lower frequencies can
be seen for all IXPE epochs. This shows why the additional X-ray data is so valuable in combina-
tion to the optical and radio polarization data. The ratio between the optical and IR polarization
degree and the one in the X-ray band is significantly lower during IXPE 1 than during IXPE 2
and IXPE 3. Besides, there was no correlation between the polarization degree and the flux or
spectral hardness for the individual energy bands.

It is interesting to compare the polarization degree behavior with the fractional variability (see
description in section 6.5.2). Fvar is computed using all observations inside the IXPE windows.
The results are shown in Figure 7.5. The simultaneity criteria used for Figure 7.4 in the radio
are slightly relaxed and also include measurements taking place less than half a day before the
start or after the end of the IXPE observing times to compute Fvar. The Fvar in the radio can
only be computed with data from IRAM in the 86.24 GHz band since it is the only one that has
more than one measurement. Results for NuSTAR and XMM-Newton are plotted in gray since
neither of the two instruments has simultaneous data for all IXPE epochs (unlike Swift-XRT).
The resulting bias created by the different temporal coverage explains the discrepancy to the
Swift-XRT Fvar.
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Figure 7.5: Fractional variability (Fvar) as a function of the frequency during the IXPE epochs. Fvar is
computed using all data from Figure 7.2 that are within the IXPE time windows. In the radio,
the simultaneity criteria are slightly relaxed and also include measurements that took place
less than half a day before the start or after the end of the IXPE observing times (see the
main text for more details). Radio, optical, IR, and Swift data are daily binned. The Fvar
from the NuSTAR and XMM-Newton multi-hour exposures is included using 1 h binning.
These measurements are plotted in gray since the instrument did not gather data for all IXPE
epochs, which biases the comparison with other wavebands.

Similarly to the polarization degree, Fvar is high (>0.3) in the X-rays, while the optical and
radio bands are low (<⇠0.1) and compatible within 1s . This trend is found routinely in Mrk 421
and other HSPs (also in the 2010 data set subject to Chapter 6 or other works, e.g., Aleksić et al.,
2015a; Patel et al., 2018). The similarity potentially suggests a common underlying physical
origin with the broadband behavior of the polarization degree.

7.3.5 Intra-night MAGIC and NuSTAR light curves

During the night of 5-6 June, 2022 (MJD 59734 to MJD 59735), MAGIC observations were
strictly simultaneously with NuSTAR. The resulting light curves are shown in Figure 7.6. The
data were binned by around 30min. To avoid an otherwise limited exposure time by NuSTAR, the
first bin was extended to ⇡ 40 min. The upper panel shows the MAGIC fluxes above 400GeV.
This threshold is higher than in Figure 7.2 since some of the time bins contain observations
taken under a zenith distance of up to 60�. This increases the energy threshold of the MAGIC
telescopes to well above 200 GeV.
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Figure 7.6: MAGIC and NuSTAR intra-night light curve between June 4, 2022 (MJD 59734) and June
5, 2022 (MJD 59735), corresponding to the IXPE 2 epoch. Upper panel: Light curve above
400GeV obtained with MAGIC. A constant model fit is shown in dashed gray with the cor-
responding reduced c2. Lower panel: Light curves for the 3-7keV and the 7-30keV band
taken by NuSTAR, and constant fits for both. Fluxes from both instruments are computed in
⇡ 30 min time bins, except for the first bin that is ⇡ 40 min long due to the limited exposure
of NuSTAR around at the start of the MAGIC observation.

No significant intra-night variability could be found for the MAGIC observations, but NuSTAR
detects significant variability in both energy bands. By fitting the data with a constant model, the
hypothesis of a non-variable emission is rejected at a significance of above 5s for the 3-7keV
band and above 3s for the 7-30keV band.

Figure 7.7 shows the flux measured by MAGIC plotted against the flux of both NuSTAR
energy bands. For the correlation between the 3-7keV and > 400GeV flux, I dervied a Pearson’s
r correlation coefficient of r = 0.74, and between 7-30keV and > 400GeV of r = 0.66. Both
cases suggest a slight positive correlation. To evaluate the significance of the correlation, Monte
Carlo simulated light curves are generated. Each simulated flux point was produced by assuming
a Gaussian distribution with the flux values of the actual data as a mean of the distribution and
the uncertainty of the flux as the corresponding standard deviation. New light curves were
then drawn, and the temporal information was shuffled in order to obtain pairs of “realistic”
uncorrelated light curves with the same underlying PDFs. I simulated 106 pairs of light curves.
Using the resulting distribution of the r coefficients, a p-value can be extracted by integrating the
distribution above the observed value. This results in a p-value of 0.068 (equivalent to ⇡ 1.8s )
between the 3-7keV and > 400GeV bands and a p-value of 0.102 (equivalent to ⇡ 1.6s ) for
7-30keV and > 400GeV. Due to the relatively large statistical uncertainties in the VHE light
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Figure 7.7: MAGIC flux versus NuSTAR flux and quantification of the correlation during the IXPE 2
epoch. The MAGIC flux is computed above 400GeV while the X-ray flux is evaluated in
two different energy bands: 3-7keV for the left panel and 7-30keV for the right panel. In
each panel, the obtained Pearson’s r coefficient is indicated. The p-value that describes the
probability of obtaining the observed r coefficient for two uncorrelated light curves is given
below. This p-value was estimated based on Monte Carlo toy simulations (see the main text
for more details).

curve, no significant correlation can be claimed, and only an indication of a correlation can be
proposed at best.

In section 7.4, the search for correlation is extended over longer timescale and larger binning
by including data from the entire MWL campaign between April 2022 and June 2022.

7.3.6 Evidence of X-ray spectral hysteresis simultaneous to a polarization
angle swing

The multi-hour exposure of NuSTAR allows a study of the X-ray spectral evolution during the
period where a polarization angle swing is detected by IXPE. Figure 7.8 is a zoomed-in view of
the LC during the polarization angle swing, showing the NuSTAR measurements together with
the polarization degree and angle in the radio, optical, and IR. The IXPE polarization degree and
angle were binned in ⇠ 3 hours. No significant variability is observed in the polarization degree.
Using a constant fit model, the data are consistent with a stable X-ray polarization hypothesis
within 3s (both for IXPE 2 and IXPE 3 periods).

The top panel shows the fluxes in the 3-7 keV and 7-30 keV bands, in 1 hour time bins. Small
variability in the form of a decrease is observed during the observation from June 5 to 6, 2022
(MJD 59734 to MJD 59735, simultaneous to IXPE 2). More structured variability patterns can
be seen during the observation simultaneous to IXPE 3, between June 8 and 9, 2022 (MJD 59737
to MJD 59738). The light curve displays two "humps" caused by two consecutive flux rise and
decay phases, which thus reveal variability on ⇠1 hour timescale.
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Figure 7.8: Zoomed-in view of the NuSTAR light curves in the 3-7 keV and 7-30 keV bands during the
IXPE 2 and IXPE 3 epochs. The top panel reports the fluxes in 1 hour bins. The second panel
from the top is the a index evolution derived from fits of the NuSTAR spectra. The last two
panels show the simultaneous polarization degree and polarization angle in the X-ray band
(IXPE), optical, and radio bands.
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Figure 7.9: Log-parabola photon index, a, versus 3-7 keV and 7-30 keV flux as measured by NuSTAR
during the third IXPE observation (IXPE 3 period). The data are 1 hour binned, and a is
obtained by fitting a log-parabola function that has a fixed curvature parameter b = 0.45. The
gray arrows show the direction of time, and the blue and red arrows in the middle of the panels
depict the clockwise and counterclockwise directions observed in the data, respectively.

The NuSTAR spectra were fitted in the 3-30 keV band adopting a log-parabola model with
the pivot energy fixed at 1 keV and the curvature fixed to b = 0.45 to remove any correlation
between a and b in order to obtain a more straightforward assessment of the spectral hardness
evolution. The resulting index a as a function of time in 1 hour bins is plotted in the second
panel from the top in Figure 7.8.

For the observation simultaneous to the IXPE 2 p the sepctral index does not vary strongly.
It varies by at most 5% around a value of ⇡ �2.35, during a quasi-monotonic flux decay of
⇡ 30%. There is no correlation between a and flux, nor any spectral hysteresis pattern.

The NuSTAR observations taken during IXPE 3, show a hysteresis patterns when a is reported
as a function of the flux. Hysteresis in general describes a phenomenon where the response of a
system depends not only on its current state but also on past conditions, such as changes in input.
In the context of blazar emission, this dependency can create loop-like diagrams when drawing
spectral slope against the integrated flux. Figure 7.9 shows the value of a versus the 3-7 keV
and 7-30 keV fluxes during IXPE 3. The gray arrows indicate the flow of time in 1 h bins.
During the first part of the observation, the data points (both in the 3-7 keV and 7-30 keV bands)
display a loop in a clockwise direction. This means that the during the flux decay the spectrum
is softer than during the rising of the flux. The second part of the observations exhibits a loop
in counterclockwise direction, meaning the decay phase has a harder spectrum than the rising
phase. Spectral hysteresis in the form of clockwise and counterclockwise directions has been
previously detected in Mrk 421 (Brinkmann et al., 2003; Ravasio et al., 2004). Nevertheless,
this is the first time that two continuous clockwise and counterclockwise rotations are detected
over an hour timescale.
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7.4 MWL evolution and correlation throughout the

observing campaign

7.4.1 VHE–X-ray correlation over the entire campaign

The flux in the X-ray and VHE regimes (as shown in Figure 7.2) displays the strongest variabil-
ity, which is typical for HSPs. The MAGIC light curves show a noticeable enhanced state of
activity between MJD 59719 (May 20, 2022) and MJD 59723 (May 24, 2022). A peak flux of
⇠ 1.4 C.U. is measured in both the 0.2-1 TeV and >1 TeV bands which is around ⇡ 3 times the
typical state. The Swift-XRT light curves also display this flux increase. Both energy bands also
show their strongest hardening during this state.

The results in Section 7.3.5 indicate a hint of a positive correlation between the MAGIC and
NuSTAR fluxes during the IXPE 2 observations on a sub-daily timescale. In this section, the
study of the VHE versus X-ray correlation is extended over the entire campaign by making use
of the MAGIC and Swift-XRT measurements to fully exploit the available satistics. The daily
binned MAGIC fluxes (in the 0.2-1 TeV and > 1 TeV bands) are correlated with the Swift-XRT
fluxes (0.3-2 keV and 2-10 keV bands) using a DCF based analysis, similar to the one shown in
section 6.6. The DCF is applied with a 2-day binning. Again, the significance of the DCF was
estimated based on Monte Carlo simulations as described in section 6.6. Since the light curves
are much shorter in this data sample, the PSD indices were not estimated from the data. They
were taken directly from MAGIC Collaboration et al. (2021) for the X-rays and are �1.45 for the
0.3-2 keV band and �1.3 for the 2-10 keV band. These slopes, derived with Swift-XRT data in
2016-2017 that cover a longer time span than the one considered in this work, were found to be
in agreement with the 2022 observations and represent a good proxy to estimate the significance.
For the MAGIC data, a PSD slope of �1.3 is used, which was reported by (Aleksić et al., 2015a)
using Whipple observations during a campaign organized in 2009.

Figure 7.10 shows the DCF obtained from MAGIC 0.2-1 TeV versus Swift-XRT 2-10 keV in
dark blue. The fine lines depict the 2s (red), 3s (green), and 4s (purple) confidence bands. A
positive correlation is found at zero time lag with a significance of 4s . This provides a significant
confirmation for the hinted trend in Section 7.3.5. The resulting DCF for the MAGIC > 1 TeV
band versus Swift-XRT 2-10 keV also shows a 4s correlation at zero time lag and can be found
in Abe et al. (2024). The correlation of the MAGIC fluxes with the 0.3-2 keV band yields a
slightly lower significance of around 3s . The results can also be found in Abe et al. (2024).
These results suggest that the 2-10 keV flux is more closely related to the VHE flux compared
to the 0.3-2 keV band during this period.

7.4.2 Investigation of the UV and optical versus X-ray anticorrelation

The Swift-UVOT fluxes in the UV band display an interesting quasi-monotonic increase starting
from MJD ⇠59710 (May 11, 2022) to MJD ⇠59760 (June 30, 2022). The highest UV state is
reached on MJD 59753 (June 23, 2022), and slightly more than twice the minimum flux. Over
the same period, the X-ray band shows the opposite evolution with an overall decay of the 0.3-
2 keV and 2-10 keV fluxes. This behavior might point towards an anticorrelation between the
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Figure 7.10: DCF computed for the MAGIC 0.2 � 1 TeV and Swift-XRT 2-10keV light curves between
MJD 59700 (May 1, 2022) and MJD 59740 (June 10, 2022) with a time-lag binning of
2 days. It is computed for a range of time lags between -20 to +20 days. The 2 s , 3 s and
4 s confidence levels obtained by simulations are shown by the red, green, and purple lines,
respectively.

X-ray and UV bands. Such trend can be caused by a shift of the entire synchrotron component
to lower frequencies.

The anticorrelation is investigated using the DCF between both Swift-XRT bands and the
Swift-UVOT W1 filter. Only the W1 data is used for simplicity. The fluxes in the M2 and
W2 filters give very similar results, which is expected given their proximity in frequency with
W1. The PSD slopes for the W1 band was taken from MAGIC Collaboration et al. (2021),
which is �1.45. Figure 7.11 shows the correlation between the W1 and the 2-10 keV band.
The significance of the anticorrelation reaches a level of around 2.5s and can therefore only be
considered marginal evidence. The highest significance for the W1 and the 0.3-2 keV band is
around 2s , which can be seen in the corresponding DCF plot shown in Abe et al. (2024).

To also have an unbiased result, the same method is applied to the entire MWL campaign
(i.e., from MJD 59695 to MJD 59760; April 26, 2022, to June 30, 2022). The results reveal
significance below 2s . The corresponding plots can be also found in Abe et al. (2024). The
marginal evidence of anticorrelation is therefore only observed over a 1.5-month period between
MJD ⇠59710 (May 1, 2022) and MJD ⇠59760 (June 30, 2022).

This marks the third time that an indication of anticorrelation between UV and X-ray fluxes
is found in Mrk 421. The first two hints were observed during MWL campaigns organized
during 2009 (Aleksić et al., 2015a) and 2017 (MAGIC Collaboration et al., 2021). Similarily,
they were also happening over an approximately monthly timescale. This reoccurring behavior
might point toward some physical connection between the UV and X-ray emitting regions, which

130



7.4 MWL evolution and correlation throughout the observing campaign

is particularly relevant in the context of the recent IXPE results suggesting energy-stratified
emitting regions.

Figure 7.11: DCF computed for the Swift-UVOT W1 and Swift-XRT 2-10keV light curves between
MJD 59710 (May 11, 2022) and MJD 59760 (June 30, 2022), with a time-lag binning
of 2 days. It is computed for a range of time lags between -20 to +20 days. The 1 s , 2 s
and 3 s confidence levels obtained by simulations are shown by the yellow, red, and green
lines, respectively.

7.4.3 Optical polarization evolution throughout the entire campaign

Similar to the UV, the flux in the R-band also displays an increase throughout the campaign,
in particular during the second part (between MJD 59710 and MJD 59760; May 11, 2022, to
June 30, 2022). The R-band is unfortunately not well sampled enough to properly quantify the
trend in that waveband in great detail. Nevertheless, the increase of the optical flux seems to
be accompanied by an increase in the polarization degree in the optical. Figure 7.12 shows the
polarization degree as a function of flux using strictly simultaneous R-band measurements. The
data mostly cover the time from MJD 59710 to MJD 59760, which is the period when UV and
X-rays show a hint of anti-correlation. Only a single NOT measurement took place before that,
on MJD 59703. Using a Pearson’s r, a positive correlation is found with r of r = 0.8. The same
method as in section 7.3.5 is used to estimate an associated p-value of pvalue ⇡ 1 ⇥ 10�5. This
corresponds to a correlation significance of ⇡ 4s . The slope of the correlation is a = 0.52±0.09.
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Figure 7.12: Correlation between the polarization degree and flux in the R band over the entire campaign.
The dotted black line is a linear fit, yielding a best-fit slope of a = 0.52±0.09. The Pearson’s
r and the associated p-value is given in light blue.

7.5 Discussion

7.5.1 Polarization and variability behavior

During the first IXPE observation, IXPE 1 (in May 2022), the polarization degree is signifi-
cantly stronger in X-rays than at lower frequencies. As was discussed in Di Gesu et al. (2022)
and Liodakis et al. (2022b), these results point towards an energy-stratified jet, where the most
energetic particles, emitting X-ray photons, are located in a smaller region with a more ordered
magnetic field, close to the acceleration site. This energy dependency and the slow variability
of the polarization degree strongly point toward a shock acceleration scenario. The accelerated
electrons subsequently cool and diffuse into larger regions, where the field is more turbulent.
They continue to emit from optical to radio frequencies. During IXPE 1, there is no variation
in the polarization angle (Di Gesu et al., 2022) in any energy band. In particular, the X-ray
polarization angle is compatible with that in the optical and radio.

The second and third IXPE observations, IXPE 2 and 3 (in June 2022), also show a constant
X-ray polarization degree that is significantly higher compared to lower frequencies. This be-
havior of the polarization degree shares some similarities with the variability strength, which
was quantified by the fractional variability, Fvar, which also shows an increase with energy. This
commonality may be explained by a single or a few compact regions dominating the X-ray
emission and whose temporary appearance within the jet drives the observed variability. The
emission at lower frequencies receives simultaneous contributions from several broader regions,
which decreases the overall variability and degree of polarization. Such a scenario is in line with
the energy stratification of the jet.

While the IXPE 2 and 3 epochs show a constant polarization degree, the polarization angle
exhibits an evident rotation in X-rays. The rotation occurs at a constant angular velocity between
the two epochs, which is highly suggestive of a single rotation event observed during the two
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consecutive IXPE 2 and 3 observations. The optical and radio observations do not show any
simultaneous angle rotation.

The VHE emission could only be characterized at the beginning of the polarization angle
rotation. During that time period, the VHE emission state is higher, and the spectrum is harder
than during IXPE 1, but still similar to the average for the source. Starting from the second
half of the IXPE 2 epoch and during IXPE 3, the activity in X-rays increases, and the spectrum
hardens simultaneously with the rotation. The emission peaks well above the typical state. The
VHE usually shows a strong correlation with X-rays, especially during X-ray flaring activities,
such as the activity during IXPE 3 (see, e.g., Acciari et al., 2020). Unfortunately, the lack of
simultaneous observations with MAGIC prevents an evaluation of this characteristic during this
specific flaring activity in June 2022.

Previous works on LSP and ISP objects have shown that rotations of the polarization angle
in the optical can be associated with flares (Ahnen et al., 2017a; MAGIC Collaboration et al.,
2018; Abdo et al., 2010c; Gupta et al., 2019; Chandra et al., 2015; Marscher et al., 2008). In
LSPs and ISPs, the synchrotron peak is located around the optical band, while in HSPs, it is
in the X-ray regime. One could naively extrapolate that X-ray flares in HSPs can similarly be
associated with X-ray polarization angle swings. Even if the enhanced X-ray state during IXPE 2
and 3 remains below that of previous notable outbursts of Mrk 421, the strong X-ray flux rise
and hardening, temporally coincident with a polarization angle swing, may be due to a similar
physical mechanism as the angular swings observed in lower synchrotron peaked blazars.

The absence of a simultaneous polarization angle swing in the optical, IR, and radio could be
explained by the following scenario: the smaller region emitting the X-ray photons, where the
B field is more ordered, is streaming down the jet, following helical field lines, leading to an
apparent rotation of the polarization angle. The emitting regions are larger at lower frequencies
and do not closely follow a helical path, unlike the X-ray region.

The movement of a compact region through a helical path inside the jet induces changes in
the Doppler factor since the angle between the region’s movement and the observer’s line of
sight is slightly modified with the rotation. This leads to a significant flux variability caused by
the changing Doppler boosting. The discussion in Abe et al. (2024) contains a short estimation
of the impact of this effect using a rotation rate derived from the polarization angle swing and
an assumed Lorentz factor of 20. This strongly modulates the flux amplitude depending on the
rotation phase of the helical movement. The effect is stronger for larger viewing angles and zero
in case one views the helical movement on axis. The resulting flux variability is compatible with
the one observed in the 3-7 keV band under a viewing angle of ⇠ 0.5�. The flux variability is,
however, also likely affected by acceleration and cooling processes, as suggested by the spec-
tral changes observed on approximately day-to-hour timescales in NuSTAR data during IXPE 2
and 3. Hence, the MWL data tell us that the changes in the d cannot be the only reason for the
observed flux variability.

7.5.2 Spectral hysteresis

The observations by NuSTAR simultaneous to the polarization angle swing during IXPE 3 reveal
two spectral hysteresis loops in opposite directions during a single exposure. In a clockwise
direction, the first loop is likely the signature of strong synchrotron cooling, causing a delay of
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the low-energy X-ray photons with respect to the high-energy ones, also called a soft lag. The
subsequent counterclockwise loop indicates a delay of the high-energy X-ray photons compared
to the lower-energy ones, a so-called hard lag. This points to a system that is observed at ener-
gies for which the acceleration timescale is comparable to the cooling timescale, t 0acc ⇡ t 0cool,synch
Kirk et al. (1998). The discussion in (Abe et al., 2024) contains a derivation of the gyro-factor,
x , which is related to the efficiency in the acceleration of the high-energy particle population
and is always � 1. Assuming a typical value of d = 30 for Mrk 421, one can derive x ⇡ 8⇥104

for the second part of the NuSTAR observation during the IXPE 3 epoch. The first part of the
observation, where a clockwise loop is observed, suggests a regime in which tacc/tcool,synch << 1
since synchrotron cooling is most likely the driver of a soft lag. Due to the much shorter accel-
eration time, the acceleration must occur more effectively. During this part of the observation, x
must be at least an order of magnitude smaller, i.e., x . 8⇥103. The consecutive clockwise and
counterclockwise loops during IXPE 3 imply an increase of x of at least one order of magnitude,
indicating a large decrease of the acceleration efficiency over approximately hour timescales.

7.5.3 VHE vs X-ray correlation

After exploiting data from the entire MWL campaign, a positive correlation at the level of 4s
was found between X-rays and VHE gamma rays at zero time lag between the MAGIC energy
bands and the 2-10keV band of Swift-XRT and at the level of 3s with the 0.3-2keV band. This
positive correlation supports leptonic scenarios in which the same electron population produces
the X-ray and VHE emission via the SSC process. Positive correlations at zero time lags were
previously reported in several studies (see, e.g., MAGIC Collaboration et al., 2021; Arbet-Engels
et al., 2021; Acciari et al., 2021; Aleksić et al., 2015a) and were also found in the data set
investigated in chapter 6. The trend suggests that VHE gamma rays are also emitted close to the
shock front, cospatially to the X-rays. The higher significance obtained when using the X-ray 2-
10 keV band suggests that the VHE emission has a tighter relation with the X-ray fluxes above a
few keVs rather than below that. Looking at the SEDs in Figure 7.3, this implies that the falling
edge of the high-energy SED component is mostly dominated by electrons that emit synchrotron
photons well above np. This is in agreement with the expectation of typical leptonic scenarios
(Tavecchio et al., 1998).

7.5.4 UV vs X-ray anticorrelation

Looking at lower energies, there is marginal evidence of an anticorrelation at zero time lag
between the X-ray and UV fluxes from May 2022 to June 2022. Although the peak significance
is estimated to be only ⇠ 2.5s , this suggestion is interesting in the context of previous results
as well as the newly available X-ray polarization measurements. This is the third time that an
indication of X-ray versus UV anticorrelation has been reported for Mrk 421 (Aleksić et al.,
2015a; MAGIC Collaboration et al., 2021). Also, an anticorrelation directly implies a physical
connection between the X-ray, UV, and optical emitting regions. While the IXPE results suggest
that those regions are not co-spatial, the anticorrelation further supports a scenario in which
particles are first accelerated close to a shock front and then diffuse toward a broader region in
the jet, dominating the observed UV and optical emission after losing energy.
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In principle, one would expect a positive correlation because the increase in electrons that emit
in X-rays would later emit UV. However, a long-term evolution of the acceleration efficiency
might be a possible scenario explaining the anticorrelation. If the electron injection luminosity
stays roughly constant while the acceleration efficiency decreases, the relative proportion of
lower-energy electrons will increase since fewer higher-energy electrons are accelerated and
shift the synchrotron SED toward lower frequencies while keeping the amplitude of the SED
peak at a roughly similar level. This scenario is expected to increase the UV and optical flux at
the synchrotron component’s rising edge and decrease the X-ray flux at the falling edge.

7.5.5 Optical polarization degree vs flux correlation

The optical range is farther from the synchrotron peak frequency, np, in HSPs and, therefore,
comprises emission radiated by electrons that already had time to advect away. Since further
downstream from the shock, the level of magnetic field disorder increases, the observed optical
polarization degree decreases. If the anticorrelation between the UV and X-rays discussed above
is caused by a shift of np toward lower frequencies, one would expect a simultaneous rise in the
optical polarization degree over time as it is observed. The resulting higher optical polarization
degree could also produce a higher ratio between the optical/IR and X-ray polarization degree
throughout the IXPE 2 and IXPE 3 epochs, which are within the time range where a hint of
UV versus X-ray anticorrelation is reported. For other samples of BL Lac objects, an indication
of anticorrelation between the optical polarization degree and the synchrotron peak frequencies,
np, was already reported in Angelakis et al. (2016), supporting the above scenario. This behavior
was qualitatively explained by the fact that in the case of BL Lac objects with lower np (such as
LSPs), the synchrotron peak is close to the optical band, which is emitted by freshly accelerated
electrons near the shock.

In an alternative scenario, the rise in the degree of optical polarization during the UV versus
X-ray anticorrelation time range might be caused by an increase in the relative dominance of
a few emitting zones radiating in the optical and UV flux. In the case where the optical flux
receives contributions from many regions over a larger distance with different magnetic field
configurations, the resulting overall polarization degree would decrease.
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Summary and conclusion

Observing gamma rays has been an essential part of high-energy astrophysics for decades. With
energies of over 100 GeV, also known as very high energy (VHE) gamma rays, these photons are
produced in the most extreme environments in the universe, e.g., in the remnants of supernovae,
gamma-ray bursts, or active galactic nuclei (AGN). All these phenomena act as cosmic particle
accelerators that can take particles to energies far beyond the TeV scale and exhibit high levels
of non-thermal electromagnetic emission. Unlike charged particles, gamma rays are ideally
suited as direct probes for these environments as they travel through the cosmos undisturbed by
magnetic fields. They can provide direct information from these cosmic accelerators and thus
help us to answer the most critical questions in astroparticle physics.

Since gamma rays are absorbed by the Earth’s atmosphere upon impact, two main strategies
for the detection emerged: Direct detection with space-born instruments and indirect detection
with ground-based instruments. In the former case, the gamma rays interact directly with the de-
tector, and hence they have a high accuracy in the reconstruction of the event (direction, energy),
as well as in the signal-background separation. However, these instruments have a limited spatial
extent, resulting in effective detection areas of ⇠1m2. Gamma-ray fluxes decrease with higher
energies to a point where such instruments cannot detect significant signal events (typically at
around 100 GeV), making them no longer suitable to study individual sources. The second form
of detection uses indirect detection and works particularly well for high energies (typically larger
than 100 GeV). Upon impact, VHE gamma rays produce atmospheric air showers of charged
particles, which themselves induce the emission of Cherenkov light in the atmosphere. Imaging
Atmospheric Cherenkov Telescopes (IACTs) collect the light with large mirror surfaces onto a
light-sensitive and fast camera to reconstruct the properties of the primary gamma rays. Since the
cone of Cherenkov light covers a large area on the ground, the effective area of IACTs reaches
the ⇠km2 scale, which enables the measurement of very low photon fluxes. However, using
the atmosphere as a calorimeter comes at the price of being exposed to changing atmospheric
conditions at all times. Higher aerosol concentrations, primarily caused by clouds and dust,
lead to increased absorption and scattering of Cherenkov light. The reconstructed data is then
impaired or, in extreme cases, unusable. In order to assess the quality of the atmospheric con-
ditions and to correct affected data, the MAGIC collaboration has built and operated a LIDAR
system continuously since 2013. MAGIC is the only IACT in the world that has continuously
used a LIDAR for atmospheric monitoring over many years and has pioneered its application for
VHE astronomy. The correction of atmospherically impaired data had been validated on small
observations and had been used in several publications since then. Even though the LIDAR has
been operating for a decade, no systematic evaluation of its correction capabilities over a multi-
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year timescale and under different conditions had been performed before my PhD work. The
presented study provides the most detailed investigation of the effects of applying LIDAR-based
corrections to IACT data. I used nearly seven years of data from the Crab Nebula to study the
performance of two different correction methods under different zenith angles and aerosol trans-
mission at 9 km, including data affected by dust intrusions and clouds. The key findings relevant
for future analyzers of MAGIC data can be summarized as follows: For transmissions above
0.9, the data quality is excellent and the LIDAR corrections are unnecessary. Under transmis-
sion levels between 0.65 and 0.9, the reconstructed fluxes and spectra of the Crab Nebula (and
therefore any other gamma-ray source) are substantially degraded and should not be used under
standard assumptions. The LIDAR corrections, as applied through the two available methods,
lead to a compatible result (within uncertainties) with the actual emission of the Crab Nebula
that is obtained during optimal atmospheric conditions. The data is therefore fully recovered
in this range, extending the telescopes’ duty cycle over times with sub-optimal conditions. For
data taken under very low transmission (0.5-0.65), the results differ depending on the correc-
tion method used. The two methods, i.e. Method I and Method II, are distinguished by their
averaging of the effective area. Method I shows a bias-free reconstruction, whereas Method II
shows a remaining bias of 10%–15% for the correction. Depending on the scientific objective
of the analysis, data with such low transmission may still be useable under the assumption of
increased systematic uncertainties. Lastly, one must note that systematic uncertainties are higher
for clouds than for stable aerosol layers due to their movement in and out of the LIDAR’s and
MAGIC’s FoV and their higher altitudes, leading to Cherenkov light being emitted within the
aerosol layers. Wider and lower aerosol distributions, as is the case with Calima, lead to a more
stable layer below the emission of the Cherenkov light, resulting in a more accurate correction.
Due to these challenges, past works have focused on the correction of the latter effect. This work
is the first time that IACT data corrections for the case of clouds have been assessed using real
data in a systematic manner. The knowledge gained from this study will be of great value for
future observations with MAGIC and for the next generation of IACTs, namely the Cherenkov
Telescope Array (CTA). CTA will continue to rely on LIDAR systems to monitor and character-
ize atmospheric conditions at its observation sites. Therefore, the use of LIDAR systems will be
further developed and will remain an important element of ground-based gamma-ray astronomy
in the future. My PhD thesis work will be a useful reference for these future activities.

In the later part of the thesis, I shifted the focus from technical aspects to astrophysical ones
by presenting new insights into the emission of the AGN Mrk 421. AGN are among the most
studied objects in the high-energy universe. They appear in the center of some galaxies as the
result of a supermassive black hole surrounded by an accretion disk of matter. Accretion onto the
central black hole provides vast amounts of energy, making AGN the most luminous long-lived
(i.e., emitting well beyond 105 years) sources known. Despite their immense brightness, they
can show rapid variability in their emission down to a time scale of minutes. Some AGN have a
pair of jets, i.e., highly collimated and fast outflows that emerge orthogonal to the accretion disk.
A particular subclass of AGN, known as blazars, occurs if the object is viewed at an angle closely
aligned (<10�) with the jet direction. Relativistic effects can then amplify the observed lumi-
nosity by factors of 104 and beyond, producing exceptionally bright emission across the entire
electromagnetic spectrum. Despite extensive research over half a century, several fundamental
issues remain unresolved. This includes the question of whether the emission is mainly produced
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in a single region or whether it occurs simultaneously in several regions within the jets, as well
as the acceleration and contributions of the different particle populations (leptonic vs. hadronic)
to the broadband emission. Mrk 421 is one of the brightest TeV-emitting blazars, which is pri-
marily caused by its closeness of around 135 Mpc. It is one of the best-studied sources in the
VHE sky and is regularly observed with a variety of instruments covering the entire electromag-
netic spectrum. The source has been the subject of an extended MWL campaign since 2009,
in which the period from November 2009 to June 2010 stands out, as it shows the most violent
behavior of the source measured to date. The source changes from an already enhanced activity
state to producing the brightest flare ever observed from an AGN in VHE, and then it dies down
to an extremely low emission state. The data set provides excellent coverage in VHE and HE
gamma rays, X-rays, UV, and optical. In addition, interferometric observations by the VLBA
connect multiple radio telescopes to achieve an extremely high angular resolution in the order
of ⇠ 0.1mas. At the distance of Mrk 421, this corresponds to a resolution of ⇠ 0.05pc, enabling
us to obtain images of the substructure of the jet. As with all blazars, a bright core is visible in
the center. In addition, the ejection of two plasma blobs from this core was observed for the first
time around the time of the observations in 2010. Due to the considerable uncertainty regarding
the emission times of the blobs (> 50 days), a significant correlation of the ejection with any of
the observed gamma-ray flares is not feasible. It is nevertheless interesting to see such a unique
phenomenon during a period of such strong activity, which has never been detected in other
observing periods. The extensive MWL coverage of the data set allowed me to investigate the
variability behavior in great detail, showing the strongest variability in the X-ray and VHE. For
the latter, even intra-night variability on sub-hour time scales was observed on three nights. The
variability was also analyzed by fitting the power spectral density with a power-law model. This
characterizes the power of variability at different frequencies and is also a crucial feature for the
simulation of realistic light curves, which are needed to assess the significance of correlations. I
investigated the correlation behavior between different energy bands with great detail, revealing
a pattern that is difficult to explain within widely used models, such as a single particle popu-
lation responsible for the broadband emission. In particular, the large flare in February 2010,
which is the largest to date, shows different characteristics compared to the activity of the source
during the rest of the campaign. Due to this flare, significant correlations are observed between
VHE and HE gamma rays as well as between X-rays and HE gamma rays. In addition, a clear
decrease of certain correlations is seen depending on whether the flare is included or not, such
as the unprecedented correlation between HE gamma rays and the UV. A plausible explanation
for these observations is obtained using two spatially separated but possibly interacting emission
zones dominating the emission in different energy ranges. This scenario is a simplified model of
an energy-stratified jet, which is also favored by my other research activity, which used the first
observations of the Imaging X-ray Polarimeter Explorer (IXPE) satellite in 2022.

IXPE was launched in December 2021, and provides unprecedented X-ray polarization mea-
surements for all types of astrophysical sources. Among other things, this opened a completely
new window to the study of blazars. The first IXPE observation campaign of Mrk 421 took place
in May and June 2022. IXPE found a much higher polarization degree in X-rays than other in-
struments in the optical and radio, indicating that the magnetic field in the X-ray-emitting region
must be more ordered than in the radio- and optical-emitting regions. This polarization signature
suggests a shock within an energy-stratified jet as the most plausible acceleration mechanism.
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I analyzed the data from the MAGIC observations around and during the IXPE observations,
resulting in the first combined observations of Mrk 421 with VHE gamma rays and X-ray polar-
ization. Beyond that, extensive MWL observations from radio to HE gamma rays complement
the data set. Especially in the X-rays, the continuous observations from Swift-XRT and ded-
icated long exposures from NuSTAR allow a precise characterization of the variability pattern
throughout the campaign and down to hourly timescales. The source showed a wide variety of
activity with a rather low emission state at the beginning and an enhanced state in the second
half of the observations. In the latter observations, a rotation of the X-ray polarization angle was
observed over multiple days, during which the source showed strong activity in the X-ray. The
association of polarization angle swings in the optical with flaring activities had been observed
frequently for low-synchrotron-peaked blazars. In these blazars, the optical emission is produced
by the electrons of the highest energy. In high-synchrotron peaked blazars such as Mrk 421, on
the other hand, the high-energy electrons emit predominantly in the X-ray. Therefore, a similar
physical origin might be responsible for the swing in X-rays in combination with the flux rise
and spectral hardening observed in Mrk 421. The X-ray spectra taken during the half-day-long
observation on June 8/9, when the rotation of the IXPE polarization angle occurred, revealed a
spectral hysteresis pattern showing clockwise and counter-clockwise loops in the plane of spec-
tral index vs flux. Depending on the direction, these loops indicate a time delay between particles
with higher and lower energy, pointing towards changes in the particle acceleration efficiency
on hourly timescales. There is no direct evidence of a TeV flare during the rotation of the polar-
ization angle because observations by MAGIC had to stop with the rise of the full moon during
those days. However, the data from the 2-month-long observation campaign show a significant
correlation between the X-ray and VHE gamma-ray emissions, which makes an unobserved en-
hanced VHE state very likely. This direct correlation means that all findings on the geometry and
magnetic field structure of the emission region of X-rays also hold for the VHE emission site.
The study is the first step towards a new way of investigating blazars. The combination of MWL
observations over the entire electromagnetic spectrum with detailed polarization measurements
have provided valuable insights into particle acceleration mechanisms and efficiency within jets.
Still, they also show that further observations are necessary to characterize the behavior of the
source in different emission and polarization states. New joint observations with MAGIC and
IXPE have already been carried out in December 2023 and April 2024, which will continue to
expand our understanding of Mrk 421, and blazars in general.

Only the brightest blazars, such as Mrk 421, can be studied with such great detail and preci-
sion with the current generation of instruments. This high brightness allows the reconstruction
of fluxes and spectra on daily and sub-daily timescales, making Mrk 421 a perfect cosmic labo-
ratory for studying TeV blazars. For the majority of sources, such studies are simply impossible,
as their fainter emission requires integration over many days or even weeks to obtain significant
signals. Only with the sensitivity of the next generation of telescopes, like CTA, can these stud-
ies be repeated and extended to many more sources to improve and complete our understanding
of blazars. Because of that, the current work on Mrk 421 is a pioneering effort that paves the
way for studies in the decades to come.

To conclude, the findings of this thesis contribute to the field of VHE gamma-ray astronomy
from a technical and an astrophysical point of view. I conducted the first systematic evaluation
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of the atmospheric correction capabilities of a LIDAR system for IACT data. I led the most
comprehensive study on Mrk 421 in the time from November 2009 to June 2010, which is the
source’s most active year to date. Lastly, I was one of the main authors and analyzers of the
first combined VHE and X-ray polarization observations of Mrk 421, opening new possibili-
ties to study blazars. All projects of my doctoral research have resulted in published or recently
submitted publications (Schmuckermaier et al., 2023; Abe et al., 2024; Abe et al., 2024), demon-
strating their novelty and large scientific value to the astrophysical community.
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J. Aleksić et al. Unprecedented study of the broadband emission of Mrk 421 during flaring
activity in March 2010. A&A, 578:A22, June 2015b. doi: 10.1051/0004-6361/201424811.

150



BIBLIOGRAPHY
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Appendix A

Hardware upgrades to the MAGIC LIDAR

A.1 A new mirror

The construction and first tests of the LIDAR started before 2010. The old mirror was purchased
in 2008 when the first tests began. It was a 60cm solid aluminum mirror produced by LT
Ultra in Germany. Since 2013, the LIDAR has been fully operating at the MAGIC site. The
LIDAR works under open sky and, during standby, is covered by a protective dome, which is
not perfectly sealed. Humidity and dust can easily enter the dome and deposit on the mirror. The
mirror had a protective coating of quartz (SiO2) to protect the Al-surface from corrosion. Over
the years, this layer is diminished, and the moisture can lead to corrosion at the surface, leading
to a loss of reflectivity.

A good mirror reflectivity is imperative for operating the MAGIC LIDAR. One needs to gather
high photon statistics to achieve a good return signal. This can be achieved by several means:
First, the photon number at the source can be increased, i.e., using a more powerful laser. In-
creasing the laser power too much can cause interference with the observation of MAGIC and
other telescopes at the ORM. Thus, a laser with a power of only 25 µJ was chosen for the MAGIC
LIDAR. This way, the LIDAR can be operated at night and gather concurrent data without ob-
structing the regular observations. As previously described, the detector used by the LIDAR is
an HPD. It reaches a quantum efficiency of around 50% at 532nm with single photo-electron
resolution and a very low after pulsing. The detector element is also well-optimized for the in-
tended purpose, leaving the mirror as the final component that can be optimized to achieve good
photon statistics.

A.1.1 Characteristics of the new LIDAR mirror

The old mirror was made from solid aluminum since it was cheaper than the usually used glass
mirrors in optical astronomy. All options were explored for the new mirror, and several man-
ufacturers were contacted. Ultimately, a mirror made by Media Lario from Milan, Italy, was
purchased. The mirror is made from solid Borofloat, a borosilicate glass. The mirror shape is
highly stable with a deviation of only ⇠2 µm PV (peak to valley). Also, the surface roughness
showed an excellent accuracy of 2-3nm. The mirror has a slighter larger diameter than the pre-
vious one, 61 cm vs 60 cm. The curvature must be 300cm to achieve a focal point at 150cm.
Ideally, a parabolic shape is desired, but the manufacturing process is more complex, so the cost
becomes significantly higher. Since the difference between spherical and parabolic is almost
negligible for the intended purpose, the mirror shape is selected as spherical. The standard alu-
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Figure 4: Reflectivity measurement of the reflectivity of the optical surfaceFigure A.1: Reflectance of the new mirror as a function of the wavelength obtained by five measurements.
The reflectance peaks around 500nm, close to the frequency of the used laser of 532nm. All
five measurements agree well, except for an additional one which does not show an actual
measurement (in red).

minum coating with SiO2 coating provides a reflectivity of 93% at 532nm. The reflectivity curve
provided by the manufacturer can be seen in figure A.1. The reflectivity peaks around 500nm.
Hence, the choice of material is very well suited for the intended purpose.

The mirror was ordered in June 2021 and was delivered to the MPP in October 2021. Due
to the volcanic eruption on La Palma, the mirror was not mounted until the volcanic activity
calmed down. Mounting the mirror during the activity would have risked the contamination of
the mirror surface with heavy volcanic ash. The new mirror was shipped to La Palma on 13
April 2022 and exchanged in the following week. The new mirror can be seen in figure A.2. It
was mounted flat on the inside of the telescope frame. Since the new mirror setup is thicker than
the old one, the focal point had to be adjusted by moving the detector back. This was done by
covering the detector and pointing at a bright star. The detector can then be adjusted until the

Figure A.2: Images of the new LIDAR mirror. Viewed from the back (left) and front (right).
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A.1 A new mirror

Figure A.3: Comparison of the mirror performance during optimal weather conditions. First column:
six different LIDAR profiles taken under different zenith angles with the old mirror. Middle
column: six LIDAR profiles taken under comparable zenith angles with the new mirror.
Right column: Ratio of photoelectron counts as a function of distance. The ratios up to
12 km are fitted with a constant model in red.

projected light spot reaches a minimal size. Finally, the laser needs to be aligned regarding the
mirror. More details on the alignment procedure can be found in the following section of the
Appendix.

A.1.2 Comparison of the mirror performance

To compare the performance of the new mirror, LIDAR profiles taken during a wide range of
zenith angles, and optimal weather conditions were used. Each profile shows the number of
photoelectrons (weighted with the range squared) as a function of distance from the LIDAR.
These were taken during regular observation before and after the installation of the mirror. The
profiles were selected so that the zenith angle matched closely. Figure A.3 shows the profiles
obtained with the old mirror in the left column for six zenith angles. The second column shows
profiles obtained with the new mirror. The third column on the right displays the ratio of detected
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Figure A.4: Images of the old laser mount. The full setup from the front (left) and the screws used for
the alignment of the plates (right).

photoelectrons as a function of range. Up to a distance of around 12km, the signal-to-noise ratio
is still stable, and a constant line can fit the ratio. The ratio was fit for every zenith; the average
is shown in the bottom row. On average, the new mirror collects more photons by a factor of
1.48 ± 0.03. Roughly speaking, the new mirror achieved an increase of photon yield by 50%.
The increase in photon counts helps achieve a good signal-to-noise ratio for larger distances,
and when suboptimal atmospheric conditions cause more photon absorption due to the higher
aerosol presence.

A.2 A new motorized laser mount

For all optical components of the LIDAR to work together, they must be precisely aligned.
The mirror and detector are fixed to the telescope frame, which leaves the laser as the adjustable
component. The laser is mounted on the side of the telescope frame on an aluminum plate with a
beam expander and a baffle tube to reduce stray light. Previously, a laser mount that consisted of
two aluminum plates was used, and the upper plate angles were freely movable in two directions.
For the adjustment, two regular screws were used that had to be turned by hand and could be
fixed by two nuts. Two images of the old setup are shown in Figure A.4. The old laser mount
was a simple and effective solution requiring only a few components. However, it suffered
from two main downsides: First, for the alignment procedure, it is almost mandatory that two
people work simultaneously. One person has to be up in the LIDAR dome on site and turn the
screws, whereas the other one is repeatedly firing the laser to see if the return signal improves.
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A.2 A new motorized laser mount

The second person could also be controlling the laser remotely. Second, the screws made it
challenging to reach a precise alignment. The size and angle of the thread caused considerable
movement of the plates, even with a slight rotation by hand. Additionally, the screws started to
gather some flash rust over the years and also became slightly bent, which impaired the accuracy
with which the screws could be adjusted.

For these reasons, a new laser mount with motorized axes that allows precise alignment by a
single person on-site or remotely had to be developed at the MPP.

A.2.1 Design of the new laser mount

The design and construction of the new mount described in the following section were performed
by Georg Obermüller (an engineer from the MPP). The MPP workshops manufactured all milled
parts.

The new design consists of three aluminum plates connected by two components composed
of a stepper motor and a spindle. The bottom plate provides the connection to the telescope
frame. The bottom and the middle plate are connected on one end by a bearing, providing the
pivot point, and by a motor plus spindle component controlling the rotation of the middle plate
concerning the bottom plate. The upper plate is then connected to the middle plate by a similar
setup, allowing to tilt the plates towards each other. The laser and tube system is then mounted
on the upper plate analogous to the old setup. CAD models of the new laser mount from two
different angles are given in Figure A.5.

The stepper motors1 are IP 67 certified. This ensures protection against any dust intrusion and
even brief immersion in water. Additionally, the motors are enclosed in an aluminum housing,
and plastic bellows cover the spindles. The stepper motors have a step angle of 1.8�, and the
spindles have a thread angle of 2mm per full rotation. This results in an axial motion of 0.01
mm per step, allowing an excellent laser adjustment. To limit the movement of the motors at
the maximal or minimal length of the spindle, two sensors act as end switches to prevent further
movement of the plates. Two inductive sensors2, which are also IP 67 certified, register thin
metal plates defining the end positions and trigger a stop of the motors. This way, any usage
damaging the mount is excluded.

A.2.2 Installation of the new laser mount

The new mount was installed in June 2023 by a team from MPP coasting on myself, Georg
Obermüller, and Jens Schlammer. The front view of the mount with the attached laser is shown
in the right image of Figure A.6. The left image shows the back view with the motors and
cabling. In addition to the mount, an electronic box was installed to control the motors and
sensors. The setup is connected to the LIDAR PC via a USB interface. From the main box, the
cables follow along the LIDAR telescope frame. Furthermore, two small electronic boxes were
attached to the back of the telescope frame, connecting the motors and sensors with the main
electronic box. A simple user interface from the LIDAR PC can then control the mount, allowing
movement in all four directions with various step sizes. The interface is shown in Figure A.7.

1https://www.jvl.dk/913/stepper-motors (MSW231A254W1AA3.0)
2https://de.rs-online.com/web/p/naherungsschalter/1646093?gb=s
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Figure A.5: CAD model of the new laser mount. Side view (top) and inclined view with cross-section
(bottom)

Figure A.6: The newly installed laser mount. The full setup from the front (left) and the motors used to
align the plates (right).
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A.2 A new motorized laser mount

Figure A.7: User interface to control the motorized laser mount.

The new system allows an exact laser alignment by a single person, remote or on-site. This
reduces the workload of the local telescope staff and supports the long-term goal of automatizing
the MAGIC telescopes and their subsystems.
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Appendix B

Supplemental material of Chapter 6

B.1 Discrete correlation functions

This section presents the remaining results of the DCF analysis shown in section 6.6. It covers
the remaining DCFs between VHE and HE gamma rays, and between HE and X-rays with and
without the big flare in February 2010. Additionally, the DCF results between HE and the UV
and optical without the flare are shown.

(a) >0.2 TeV vs 0.3-3 GeV (b) >0.2 TeV vs 0.3-3 GeV without the flare in Febru-
ary 2010

Figure B.1: Discrete correlation function computed between the VHE gamma-ray fluxes above 0.2 TeV,
as measured by MAGIC and VERITAS, and the HE gamma-ray fluxes in the 0.3-3 GeV
energy range measured by Fermi-LAT. The left panel shows the results for the full dataset,
and the right panel those obtained when excluding the large flare in February 2010. The DCF
is computed using a time bin of 3-days for a range of time lags between -40 to +40 days. The
1 s , 2 s , and 3 s confidence levels obtained by simulations are shown by the yellow, red,
and green lines, respectively.
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(a) 0.3-3 GeV vs 0.3-2 keV (b) 0.3-3 GeV vs 0.3-2 keV without the flare in Febru-
ary 2010

(c) 3-300 GeV vs 2-10 keV (d) 3-300 GeV vs 2-10 keV without the flare in Febru-
ary 2010

(e) 0.3-3 GeV vs 2-10 keV (f) 0.3-3 GeV vs 2-10 keV without the flare in Febru-
ary 2010

Figure B.2: Discrete correlation function computed between two energy ranges provided by Fermi-LAT
and Swift-XRT with and without the big flare in February using a binning of 3 days. It is
computed for a range of time lags between -40 to +40 days. The 1 s , 2 s , and 3 s confidence
levels obtained by simulations are shown by the yellow, red, and green lines, respectively.
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B.1 Discrete correlation functions

(a) 0.3-3 GeV vs UV-W1 (b) 0.3-3 GeV vs UV-W1 without the flare in Febru-
ary 2010

Figure B.3: Discrete correlation function computed between the 0.3-3 GeV band and the W1 filter by
Swift-UVOT with and without the big flare in February using a binning of 3 days. It is
computed for a range of time lags between -40 to +40 days. The 1 s , 2 s , and 3 s confidence
levels obtained by simulations are shown by the yellow, red, and green lines, respectively.

(a) 0.3-3 GeV vs R-band (b) 0.3-3 GeV vs R-band (GASP-WEBT) without the
flare in February 2010

Figure B.4: Discrete correlation function computed between the 0.3-3 GeV band and the R-band by
GASP-WEBT with and without the big flare in February using a binning of 3 days. It is
computed for a range of time lags between -40 to +40 days. The 1 s , 2 s , and 3 s confidence
levels obtained by simulations are shown by the yellow, red, and green lines, respectively.
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