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Abstract

This thesis studies the numerical and physical modeling of compressible multi-component
flows taking into account surface tension, cavitation, turbulence and real-fluid effects. It
shows the recent development of the CAvitation Technical University of Munich (CATUM)
solver. The underlying physical phenomena, such as turbulent jet flow and shock-fuel droplet
interaction characteristics, are relevant to low-speed internal combustion engine systems,
such as cargo ships, trucks, and tractors, as well as high-speed propulsion systems such as
ramjets and scramjets. This application-driven work is carried out at the Institute of Aero-
dynamics and Fluid Mechanics at the Technical University of Munich. The results of the
numerical investigations are presented in three first-author research papers published in in-
ternational peer-reviewed journals.

Firstly, in the context of internal combustion engines, there are complex multi-component
turbulent flows. However, it is difficult to avoid the tendency for interface smearing in the
original CATUM solver and surface tension is not included. These limitations result in dis-
sipation for the fuel-gas interfaces. This motivates the development of a robust numerical
method that does not require a change to the four-stencil compact scheme of CATUM and
is highly efficient. An algebraic-based interface sharpening method, Tangent of Hyperbola
for INterface Capturing (THINC), is applied in conjunction with Thermodynamic-Dependent
Update (TDU), which enables the sharpening of both liquid-gas and liquid-vapour interfaces.
The interface-related modules of CATUM have been enhanced, including the treatment of
cavitation, turbulence and surface tension. In order to facilitate the sub-grid turbulence
modeling, a fourth-order central scheme has been incorporated into the switching process,
along with a modified discontinuity sensor. Furthermore, surface tension effects have been
accounted for by utilizing a Continuum Surface Force (CSF) model. To reduce spurious oscil-
lations at interfaces, the computation of the interface curvature has been decoupled from the
computation of the gradient of the Heaviside function. The proposed method is applied to a
number of cases, including bubble oscillation/advection/deformation, shock-bubble interac-
tion, a vapour/gas bubble collapse and a multi-component shear flow. The results of a near-
critical shock-droplet interaction case demonstrate superior performance compared to those
obtained by the WENO3 and OWENO3 schemes. This confirms that the proposed method-
ology is effective in various thermodynamic relations, including the Peng-Robinson equation
of state (PR-EOS). Finally, the approach is applied to simulate the three-dimensional primary
breakup of a turbulent diesel jet in a nitrogen/methane mixture, under typical dual-fuel con-
ditions. The results obtained demonstrate that the methodology enables robust and accurate
simulations of compressible multi-phase/multi-component flows on compact computational
stencils without excessive spurious oscillations or significant numerical diffusion/dissipation.
The results are published in Computers & Fluids.

Secondly, having studied turbulent jet flow, it is evident that observing the detailed evo-
lution of fuel-gas interfaces is a worthwhile endeavour. It is therefore natural to study the
evolution of a single fuel droplet. In high-speed propulsion, it is crucial to consider the effects
of real-fluid and shock, which represent a natural transition from normal thermodynamic
conditions under incompressible or weakly compressible flow to critical thermodynamic con-
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viii 0 Abstract

ditions under higher compressible flow. Subsequently, a new research effort is proposed with
the aim of implementing a hybrid scheme to address transcritical thermodynamic conditions
and to study the shock fuel cylinder/droplet interaction under such conditions. This work
represents the first three-dimensional simulation of a cavity-embedded droplet subjected to
a normal shock wave at near-critical conditions. Various phenomena are analysed in detail,
including the evolution of wave patterns, jet formation, sheet formation, hole appearance,
the formation of petal-like structures/lobes, ligament formation, shear-induced entrainment,
internal cavity (bubble) rupture, and so on. The results can inform experimental design as,
no experiments can currently be performed under such conditions. The results are published
in Physical Review Fluids.

Finally, it is natural to consider the effect of gas cavity size and eccentricity on the inter-
action of shock waves with a cavity-embedded fuel-liquid cylinder under near-critical condi-
tions. A number of scenarios involving both eccentric and concentric cavities, varying cavity
radii (0-0.875R), eccentricity angles (0-180°) and distances (0R-0.45R) are analysed. Differ-
ent phenomena at different stages of evolution are studied, including wave pattern evolution,
jet formation, cavity breakup, baroclinic vorticity distribution, and circulation histories. Fol-
lowing these extensive studies, it is postulated that a physically based theoretical model or
prediction fit could be developed, with the potential to provide key parameters used in the
experiments. A new analytical model for the deposited circulation is then proposed, obtained
by appropriately combining the YKZ and ZZ models, which agrees well with numerical re-
sults for cases involving smaller cavities. Four predictive fits for the centre-of-mass position of
the shocked cylinder under near-critical conditions are also presented. These fits, which are
tailored for cases involving cavities of different sizes, eccentricity angles and distances, are as
follows: the Time-Size Polynomial Prediction Fit (TS-PPF), the Time-Eccentricity Polynomial
Prediction Fit (TE-PPF), the Time-Eccentricity Distance Polynomial Prediction Fit (TED-PPF)
and the Connecting Rod Prediction Fit (CRPF). The aforementioned fits demonstrate satisfac-
tory predictive performance and provide valuable insights into the mixing behaviour of liquid
fuel sprays in a variety of near-critical environments and high-speed propulsion systems. This
leads to the third paper published in Physics of Fluids.



Zusammenfassung

Diese Dissertation untersucht die numerische und physikalische Modellierung kompressibler
Mehrkomponentenströmungen unter Berücksichtigung von Oberflächenspannung, Kavita-
tion, Turbulenz und Realfluid-Effekten. Sie zeigt die neuesten Entwicklungen des Cavitation-
Solvers an der Technischen Universität München (CATUM). Die zugrunde liegenden
physikalischen Phänomene, wie turbulente Strahlströmungen und die Wechselwirkung zwis-
chen Stoßwellen und Treibstofftropfen, sind sowohl für langsam laufende Verbrennungsmo-
toren, wie Frachtschiffe, Lastwagen und Traktoren, als auch für Hochgeschwindigkeit-
santriebssysteme, wie Ramjets und Scramjets, von Bedeutung. Diese anwendungsorientierte
Arbeit wurde am Institut für Aerodynamik und Strömungsmechanik der Technischen Uni-
versität München durchgeführt. Die Ergebnisse der numerischen Untersuchungen wurden
in drei Erstautor-Forschungsartikeln veröffentlicht, die in internationalen, begutachteten
Fachzeitschriften erschienen sind.

Zunächst treten im Kontext von Verbrennungsmotoren komplexe, mehrkomponentige,
turbulente Strömungen auf. Allerdings neigt der ursprüngliche CATUM-Solver zur Verwis-
chung von Phasengrenzen, und die Oberflächenspannung wird nicht berücksichtigt. Diese
Einschränkungen führen zu Dissipation an den Treibstoff-Gas-Grenzflächen. Dies motiviert
die Entwicklung einer robusten numerischen Methode, die keine Änderung des Vier-Punkt-
Kompaktschemas von CATUM erfordert und gleichzeitig hocheffizient ist. Eine algebraische
Methode zur Schärfung von Phasengrenzen, Tangent of Hyperbola for INterface Capturing
(THINC), wird in Verbindung mit dem Thermodynamic-Dependent Update (TDU) angewen-
det, das die Schärfung sowohl von Flüssig-Gas- als auch von Flüssig-Dampf-Grenzflächen
ermöglicht. Die mit den Phasengrenzen verbundenen Module von CATUM wurden erweitert,
einschließlich der Berücksichtigung von Kavitation, Turbulenz und Oberflächenspannung.
Um die Sub-Gitter-Turbulenzmodellierung zu verbessern, wurde ein zentrales Schema
vierter Ordnung in den Umschaltprozess integriert, zusammen mit einem modifizierten
Diskontinuitätssensor. Darüber hinaus wurden die Effekte der Oberflächenspannung durch
ein Continuum Surface Force (CSF)-Modell berücksichtigt. Um störende Oszillationen an
den Phasengrenzen zu reduzieren, wurde die Berechnung der Krümmung der Phasengrenze
von der Berechnung des Gradienten der Heaviside-Funktion entkoppelt. Die vorgeschlagene
Methode wurde auf eine Vielzahl von Fällen angewendet, darunter Blasenoszillation, -
advektion, -deformation, Stoß-Blasen-Wechselwirkung, Kollaps einer Dampf-/Gasblase und
eine Mehrkomponenten-Schubströmung. Die Ergebnisse eines Falls zur Wechselwirkung
zwischen einer Stoßwelle und einem Treibstofftropfen nahe kritischer Bedingungen zeigen
eine überlegene Leistung im Vergleich zu den WENO3- und OWENO3-Schemata. Dies
bestätigt, dass die vorgeschlagene Methodik in verschiedenen thermodynamischen Zusam-
menhängen, einschließlich der Peng-Robinson-Zustandsgleichung (PR-EOS), effektiv ist.
Schließlich wurde der Ansatz zur Simulation des dreidimensionalen primären Zerfalls eines
turbulenten Dieselstrahls in einem Stickstoff/Methan-Gemisch unter typischen Bedingungen
eines Dual-Fuel-Systems angewendet. Die erzielten Ergebnisse zeigen, dass die Methodik ro-
buste und präzise Simulationen kompressibler Mehrphasen-/Mehrkomponentenströmungen
auf kompakten Rechenstencils ermöglicht, ohne übermäßige störende Oszillationen oder
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x 0 Zusammenfassung

signifikante numerische Diffusion/Dissipation. Die Ergebnisse wurden in Computers & Fluids
veröffentlicht.

Zweitens wurde nach der Untersuchung turbulenter Strahlströmungen deutlich, dass
eine detaillierte Analyse der Entwicklung von Treibstoff-Gas-Grenzflächen von großem
Interesse ist. Daher liegt es nahe, die Entwicklung eines einzelnen Treibstofftropfens
zu untersuchen. Im Hochgeschwindigkeitsantrieb ist es entscheidend, die Effekte von
Realfluiden und Stoßwellen zu berücksichtigen, da sie einen natürlichen Übergang von
normalen thermodynamischen Bedingungen bei inkompressiblen oder schwach kompress-
iblen Strömungen zu kritischen thermodynamischen Bedingungen bei stärker kompressiblen
Strömungen darstellen. Anschließend wurde ein neues Forschungsvorhaben vorgeschlagen,
das die Implementierung eines hybriden Schemas zur Bewältigung transkritischer thermody-
namischer Bedingungen sowie die Untersuchung der Wechselwirkung zwischen Stoßwellen
und Treibstoffzylindern/-tropfen unter solchen Bedingungen zum Ziel hat. Diese Arbeit stellt
die erste dreidimensionale Simulation eines in einer Kavität eingebetteten Tropfens dar, der
einer normalen Stoßwelle unter nahezu kritischen Bedingungen ausgesetzt ist. Verschiedene
Phänomene werden im Detail analysiert, darunter die Entwicklung von Wellenmustern,
Strahlbildung, Blattbildung, das Auftreten von Löchern, die Bildung von blütenblattähnlichen
Strukturen/Lappen, die Entstehung von Filamenten, scherspannungsinduzierte Vermischung
und die Ruptur der inneren Kavität (Blase). Die Ergebnisse können zur Gestaltung von
Experimenten herangezogen werden, da derzeit keine Experimente unter solchen Bedin-
gungen durchgeführt werden können. Die Ergebnisse wurden in Physical Review Fluids
veröffentlicht.

Schließlich wird der Einfluss der Gasblasen-Größe und Exzentrizität auf die Wechsel-
wirkung von Stoßwellen mit einem in einer Kavität eingebetteten Treibstoffflüssigkeitszylin-
der unter nahezu kritischen Bedingungen untersucht. Es werden verschiedene Szenarien
analysiert, darunter exzentrische und konzentrische Kavitäten, unterschiedliche Kavität-
sradien (0-0.875R), Exzentrizitätswinkel (0-180°) und Abstände (0R-0.45R). Verschiedene
Phänomene in unterschiedlichen Entwicklungsstadien werden untersucht, darunter die
Entwicklung von Wellenmustern, Strahlbildung, Kavitätszerfall, baroklines Wirbelmuster
und Zirkulationsverläufe. Nach diesen umfangreichen Studien wird postuliert, dass ein
physikalisch basiertes theoretisches Modell oder eine prädiktive Anpassung entwickelt wer-
den könnte, um wichtige Parameter für Experimente bereitzustellen. Ein neues analytisches
Modell zur Berechnung der induzierten Zirkulation wird vorgeschlagen, das durch eine
geeignete Kombination der YKZ- und ZZ-Modelle gewonnen wurde und gut mit den nu-
merischen Ergebnissen für Fälle mit kleineren Kavitäten übereinstimmt. Zudem werden vier
prädiktive Anpassungen für die Schwerpunktposition eines durch eine Stoßwelle belasteten
Zylinders unter nahezu kritischen Bedingungen vorgestellt. Diese Anpassungen, die für
Kavitäten unterschiedlicher Größe, Exzentrizitätswinkel und Abstände maßgeschneidert
sind, umfassen: die Time-Size Polynomial Prediction Fit (TS-PPF), die Time-Eccentricity
Polynomial Prediction Fit (TE-PPF), die Time-Eccentricity Distance Polynomial Prediction
Fit (TED-PPF) und die Connecting Rod Prediction Fit (CRPF). Die genannten Anpassungen
zeigen zufriedenstellende Vorhersageleistungen und liefern wertvolle Einblicke in das Ver-
mischungsverhalten von flüssigen Treibstoffsprays in einer Vielzahl von nahezu kritischen
Umgebungen und Hochgeschwindigkeitsantriebssystemen. Dies führt zum dritten Artikel,
der in Physics of Fluids veröffentlicht wurde.
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Chapter 1

Introduction

1.1 Background and Motivation

The quality of fuel and ambient gas mixing plays a significant role in the efficiency of modern
fuel injection systems, which are commonly used in cargo ships, trucks, and tractors, as well
as high-speed propulsion systems such as ramjets and scramjets. In order to optimise the
fuel-gas mixing in propulsion systems with a view to reducing greenhouse gas emissions and
achieving sustainability, it is essential to study the characteristics of fuel jet flow, shock-fuel
interaction and transcritical flows [30, 31, 46, 129]. These phenomena exert a considerable
influence on the efficiency of the combustion process, which in turn has a marked impact
on fuel economy and emissions ratings. An understanding of these interactions and the
ability to improve them can facilitate significant advancements in propulsion technology,
thereby contributing to the development of more sustainable and environmentally friendly
transportation solutions.

In order to address the physical characteristics of compressible multi-component flows
embedded in the above problems, such as interfacial phenomena, it is necessary to consider
the effects of surface tension, cavitation, turbulence and real-fluid effects in numerical and
physical modeling with sharpened interfaces. The CAvitation Technical University of Munich
(CATUM) solver has demonstrated expertise in addressing cavitation-related problems [45,
158, 184, 185]. However, it has not fully incorporated the aforementioned effects into its
framework. One motivation of this thesis is to develop CATUM to address more physics-
based industry problems, beyond those related to cavitation, with the use of robust numerical
schemes and reduced numerical dissipation.

In the context of jet flow in dual-fuel engines, there are complex multi-component tur-
bulent flows. Nevertheless, it is difficult to avoid the tendency for interface smearing in the
original CATUM solver, and surface tension is not included. These limitations result in signifi-
cant dissipation for the fuel-gas interfaces, making the detailed interface deformation difficult
to observe. This has motivated the development of a robust numerical method that does not
necessitate a change to the four-stencil compact scheme of CATUM [45, 158, 184, 185] and
is highly efficient. An algebraic-based interface sharpening method has been considered,
and significant effort has been invested in enhancing the entire interface-related module of
CATUM, including the treatment of cavitation, turbulence (implicit large eddy simulation),
and surface tension.

Following an investigation into the jet flow, it is evident that observing the detailed evo-
lution of fuel-gas interfaces is a worthwhile endeavour. It is therefore natural to study the
evolution of a single fuel droplet [17]. Furthermore, it is imperative to consider the effects of
gas cavity, real-fluid and shock, which represent a natural transition from normal thermody-
namic conditions under weakly compressible flow to transcritical thermodynamic conditions
under higher compressible flow. It is currently challenging to conduct experiments under
such conditions. Consequently, the second motivation for undertaking this thesis is to imple-

1
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ment a hybrid scheme to address transcritical thermodynamic conditions and investigate the
shock interaction with a cavity-embedded cylinder/droplet at near-critical conditions. This
could inform the design of future experiments.

A further motivation for this study is to conduct extensive research on the impact of
cavities on the evolution of fuel under transcritical thermodynamic conditions. The objective
is to develop physical-based theoretical models and prediction fits, which would enable the
acquisition of key parameters (such as deposition circulation, centre-of-mass parameters)
used in the experiments. This would be of significant value to the industry.

1.2 Numerical and Physical Modeling of Compressible Multi-component
Flows

The simulation of flow processes in propulsion systems typically entails the study of com-
pressible two-phase flows with multi-component fluids. These encompass phenomena such
as the deformation of material interfaces, interactions with shock waves, and evaporation
and condensation. Two-phase jet flows and droplet breakup in propulsion systems represent
practical applications. The discussion on the background and motivation has identified two
key issues that will be examined in detail in the subsequent section. The first issue is the
reduction of dispassion near the fuel-gas interfaces, while the second is the management of
transcritical thermodynamic conditions.

1.2.1 Compressible Multi-component Flows with Interface Sharpening Methods

In essence, two numerical methodologies are typically employed for dealing with interfacial
problems encountered in multi-component flows: those that assume sharp interfaces and
those that rely on mixture assumptions. Given that the flow field and material properties
are typically discontinuous across the interface between different phases or components, the
treatment of material boundaries represents a pivotal challenge.

The achievement of sharp interfaces is typically accomplished through the utilisation of
various techniques, including front-tracking (FT) [26, 186], level-set methods (LS) [136,
160, 174], and geometric interface reconstruction (GIR) based volume of fluid methods
(VOF) [64, 188], such as piecewise-linear interface calculation (PLIC) [207] and the isoAd-
vector Method [149]. FT attempts to combine the characteristics of both Lagrangian and Eu-
lerian schemes in order to maintain a sharp boundary. In this approach, Lagrangian markers
are employed to distinguish the domains occupied by different fluids. However, this approach
is computationally expensive, particularly in the context of complex geometries and strong
topological deformations of the interface. Moreover, FT methods are not mass-conservative
unless additional processing is employed. A traditional LS function is a signed-distance func-
tion that represents the shortest distance to the interface, wherein the interface is represented
as the zero contour. It is an accurate method for computing surface normals and curvatures
with a naturally smooth LS field, and is suitable for determining surface tension. However,
the additional steps for reinitialisation and mass conservation involve additional computa-
tional cost because the LS function loses its signed distance property after the advection step,
and the mass of each phase is not automatically conserved. Furthermore, if the topology
changes, it is more expensive. GIR methods could also provide a clear/sharp two-phase in-
terface, but are also computationally expensive.

In general, diffuse interfaces are introduced by phase field models (PF) [24, 69, 70, 84,
126] or (interface capturing type) algebraic interface sharpening (AIS) based models, where
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no clear boundary between phases exists and the interface often encompasses more than
a single cell. Phase-field methods typically employ the convective Cahn-Hilliard or Allen-
Cahn equation to describe interfacial motion and naturally have anti-diffusive characteristics.
However, these methods are limited in their applicability to realistic two-phase problems
in industry. Examples of such problems include jet flow in dual-fuel combustion engines,
transcritical flow with shocks, bubble collapse with shock wave formation. Some recent
studies have analysed the conservative phase field model [70] and have made significant
progress in shock-free compressible domains. Nevertheless, the utility of the phase field
model for the aforementioned objectives has yet to be demonstrated. In general, the AIS
model employs the Heaviside function or indicator function to differentiate between distinct
phases. The AIS method typically exploits the inherent conservation of mass and the effective
capture of changes in interface topology. The various fluid components are artificially induced
to mix at the unresolved interface, thereby creating a thin mixing zone. This approach has
the significant advantage of allowing a single set of equations to be used to describe the two-
phase flow properties throughout the domain, obviating the need for explicit tracking of the
sharp interface.

Approaches with diffuse interfaces are very effective and can be used in three-dimensional
cases with different fluid components. These diffuse-interface effects approximate the be-
haviour of a sharp gradient as the size of the mesh approaches zero. Diffuse-interface
approaches for the simulation of compressible two-phase flows can be categorised into a
number of distinct types, including: the four-equation model, the five-equation model, the
Baer-Nunziato model, etc. In the four-equation model [1, 2, 6, 32, 39, 45, 88, 115, 116,
134, 184], the mass fraction is typically employed as the Heaviside function, whereas in
the five-equation model [6, 82], the volume fraction is commonly regarded as the Heavi-
side function. It is observed that the species-mass conservation is consistently upheld for
the five-equation model, irrespective of the numerical treatment of the volume fraction of
the advection equation. Conversely, the conservative form of the additional species-mass
conservation equation must be meticulously achieved in the fully conservative four-equation
model. The mass fraction-based four-equation model is capable of accounting for an addi-
tional component with an additional species-mass conservation equation, in contrast to the
volume fraction-based five-equation model, which necessitates the inclusion of two equations
for an additional species (an advection equation for the volume fraction and an equation for
species mass conservation). Consequently, the five-equation model requires additional com-
putational effort.

A key benefit of a mass fraction-based four-equation model [1, 2, 6, 32, 39, 45, 88, 113,
115, 116, 134, 155, 184] (in comparison to an LS formulation) is its capacity to accommo-
date flows where the species front is initially absent but forms during the calculation process
(as in chemical reactions, cavitation, or condensation). While gamma-transport based four
equation models [166](a combination of mass, momentum, energy and additional advec-
tion parameters) are optimal for stiffened gas-type EOS, mass-fraction-based four equation
models can be effectively applied to real-fluid models. The principal disadvantage of quasi-
conservative models is the poor conservation of species masses, whereby the mass of each
species is not accurately conserved [1, 77, 78, 166]. Additionally, the occurrence of artificial
temperature spikes has been observed in some instances [78].

Additionally, the Baer-Nunziato equations [11], originally proposed to describe reactive
multiphase flow (the transition from deflagration to detonation), are a set of equations used
to study compressible multiphase flows [7, 154, 178]. The BN model incorporates mass,
momentum and energy conservation equations for each phase, and considers interfacial dy-
namics between phases. This includes the transfer of mass, momentum and energy between
phases.
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In general, each phase is considered a compressible fluid in local thermodynamic equi-
librium, while allowing for non-equilibrium conditions across the interface within the mix-
ture. This implies that the self-equilibration time scale within each phase is significantly
shorter than the equilibration time scale between the phases [12, 113]. The BN model ex-
tends beyond traditional four- or five-equation models by incorporating interfacial forces,
phase changes and phase compressibility [113, 155, 156], offering a more comprehensive
approach to modeling compressible multiphase flows and facilitating a detailed understand-
ing of complex multiphase flows involving gases, liquids or mixtures. BN approaches exhibit
high numerical complexity, including detailed interface tracking, and necessitate the use of
closure models for interface terms. This considerably complicates their applicability to indus-
trial problems in the dual-fuel domain.

In essence, the approach is grounded in a four-equation model based on the mass frac-
tion, which offers a straightforward means of incorporating additional species (dual-fuel con-
ditions), is well-suited to real-fluid effects, and can be readily applied to complex flows in-
cluding cavitation.

In the following section, a comprehensive discussion is presented on the advantages of
AIS methods, with a particular focus on THINC-based approaches.

AIS methods strive to algebraically reconstruct the two-phase interface or modify the
right-hand side (RHS) of the governing equations in order to avoid excessive interfacial dif-
fusion, at relatively low additional computational cost. Examples of such methods include
the Flux-Corrected Transport (FCT) scheme [15, 151, 209], post-processing anti-diffusion
methods [169, 170], the Tangent of Hyperbola for INterface Capturing (THINC) method
[34, 200, 201], Compressive Interface Capturing Schemes for Arbitrary Meshes (CICSAM)
[188], additional (artificial) compression term approaches [130, 153, 165, 198], bounded
variation or TVD methods [21, 132, 171], ENO or WENO approaches [79, 163, 190], Multi-
dimensional Universal Limiters with Explicit Solution (MULES) [38, 98] and High Resolution
Interface Capturing schemes (HRIC) [125]. Specifically, adjusting the limiters in the TVD-
MUSCL scheme [98] or the weighting coefficients in the WENO scheme [72, 103] can help to
reduce the numerical dissipation and avoid oscillations in the discontinuous interface region.
Furthermore, the reconstruction of the parameter space near the cell surfaces (SL and SR)and
the development of specific Riemann solvers (S∗ = f (SL , SR)) can reduce the numerical dissi-
pation at interfaces.

Among the various AIS methods, the THINC-based approaches are promising options be-
cause it generally requires less computational effort. In the THINC method presented by Xiao
[200], the hyperbolic tangent function was employed to evaluate the numerical flux for the
advection equation of the VOF function, with the objective of calculating the moving inter-
face algebraically (without complex geometric reconstruction). To perform multidimensional
calculations, the numerical flux for each direction was determined by operator splitting. Sub-
sequently, the research was focused on improving the description of the interface shape and
avoiding the surface curvature. Following this, a Boundary Variation Diminishing (BVD)
scheme [172] was proposed and the following studies [34–37] focused on selecting different
reconstruction candidates to minimize jumps at cell boundaries. BVD typically reconstructs
variable candidates for each cell interface and subsequently determines the final candidates,
which necessitates additional computational resources and communication time for parallel
computations. Given this focus on a robust and compact four-stencil scheme, further details
related to BVD are not part of this thesis.

The THINC method has thus far been developed and employed for the simulation of mul-
tiphase flows. However, it should be noted that THINC-based methods have been studied
to a limited extent for complex compressible multi-component applications involving shock
waves, turbulence, cavitation, real-fluid effects and moving interfaces. Daniel [20] employed



1.2 Numerical and Physical Modeling of Compressible Multi-component Flows 5

THINC in the MUSCL scheme for incompressible multiphase flows. In order to simulate a su-
personic liquid jet [112], a five-equation model was combined with a volume fraction THINC
when capillary forces were neglected. A five-equation model combined with a density THINC
was further implemented to simulate atomization [52]. Nonomura et al. [127] developed the
THINC method with two compressible fluids and sharpened the volume fraction only, while
Shyue and Xiao [167] presented a single-fluid multi-component flow model and used the
reconstructed volume fraction to extrapolate other conservative parameters across the cell
interface, both neglecting the surface tension. It is further noted that a recent development
(VOF-based) [25] or ongoing work [65, 66] of the THINC-based method is the combination
with the AMR technique in multiphase simulation, but it is still not fully capable for the
complex compressible simulation involving cavitation flow, turbulent flow and real-fluid ef-
fects with increasing computational cost. Furthermore, coupled methods such as THINC-LS
[139] and THINC-LS-VOF [89] were developed to enhance the description of interfaces and
numerical accuracy. However, they typically necessitate significantly greater computational
resources to achieve optimal performance. The aforementioned THINC-based method is typ-
ically employed to reconstruct the volume fraction of a five-equation model. In such models,
the direct consideration of a Riemann solver of the cell interface is not a common occur-
rence. Rather, the relationship between pressure and density, as well as internal energy, is
decoupled in the reconstruction process. Furthermore, realistic flows, such as viscous terms,
surface tension, gravity, real-fluid effects, and cavitation, are typically ignored or not fully
considered.

1.2.2 Shock Interaction with Droplet/Cylinder at Transcritical Thermodynamic Condi-
tions

In high-speed propulsion, improving the interaction between shock waves and the fuel-
oxidiser interface is critical to improving mixing, reducing combustion distances and reducing
engine volumes. Shock interactions with fuel-gas interfaces are particularly relevant in high-
speed propulsion systems [30, 46], such as ramjets and scramjets, especially during processes
such as start-up, mixing and combustion of high-speed liquid fuel injection. When a high-
speed fuel jet enters a combustion chamber at a pressure close to the critical pressure of the
fuel, it can induce shock waves that interact with the fuel. The study of such interactions
provides valuable insights for improving fuel mixing in propulsion systems.

Near the critical point, it is important to consider “transcritical” properties, where the
pressure in the chamber approaches the critical pressure of the fuel. Under these condi-
tions, higher temperatures can cause a transition from a liquid-like state to gas-like behav-
ior. At transcritical conditions, both supercritical (diffusion-controlled) behavior and sub-
critical (two-phase) properties can occur [31, 129]. For example, the critical properties of
n-dodecane are defined by a critical pressure (pc) of 1.82 MPa and a critical temperature
(Tc) of 658.1 K. When n-dodecane fuel is injected into a combustion chamber at supercritical
pressure (p/pc > 1) and at a temperature below the critical temperature (T/Tc < 1), it mixes
with hot ambient air/Nitrogen, causing the fuel to undergo a transformation from a liquid-
like fluid to a gas-like supercritical fluid by crossing the Nishikawa-Widom line. This scenario
[9, 107, 135], known as “pseudo-boiling,” occurs at higher supercritical temperatures and
pressures, where fuel fluids exhibit ideal gas behavior when their compressibility factor is
equal to one.

While there have been numerous studies of transcritical fluids in low-speed convective
environments, where fluid evaporation is significantly influenced by viscous effects and heat
conduction [22, 28, 117, 119, 204–206], research on the interaction of transcritical fuel
cylinders/droplets with shock waves or high-speed flows is limited. In these high-speed flows,
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viscous diffusion, thermal diffusion, and surface tension forces are expected to have negligi-
ble effects. Obtaining detailed experimental data on such flows, particularly at high pressures
and temperatures, remains a challenge. Therefore, numerical experiments have become es-
sential for such flows at near-critical conditions in high-pressure, high-speed propulsion sys-
tems.

Classical simulations of shock-bubble interactions (SBIs) [57, 66, 90, 93–95, 128, 140,
145, 179, 180, 210] and shock-droplet interactions (SDIs) [32, 42, 50, 54, 120, 157, 189,
195] have been extensively studied, focusing primarily on scenarios involving pure droplets
or pure bubbles. However, these studies have predominantly investigated subcritical and
supercritical conditions, with limited investigation of near-critical or transcritical conditions.
Fluids near their critical points exhibit distinct physical properties that differ significantly
from classical liquid droplets or ideal gas bubbles [1, 8, 144], requiring a unique approach.
In SDIs related studies, various processes such as primary shock impingement, droplet defor-
mation and fragmentation have been extensively studied in the literature [33, 140, 145, 147,
177, 208]. Duke-Walker [44] investigated the effects of droplet evaporation and break-up
in the context of mixing driven by shock-induced multiphase instabilities. Meng et al [120]
investigated the interaction of shock waves with a water droplet, with detailed structures
validated against experimental data. Kaiser et al [80] carried out numerical investigations
of water droplet breakup induced by shock impingement and the resulting interface defor-
mation. Sharma [161] established a criterion for the transition process between the shear-
induced entrainment mode and the Rayleigh-Taylor piercing mode during droplet breakup.
It is noteworthy that investigations [16, 17, 187] have not addressed the detailed simulation
of real three-dimensional interface deformation at near-critical conditions.

Moreover, the interaction between shock waves and droplets containing gas or vapor-filled
cavities, as well as the interaction between shock waves and bubbles containing droplets, rep-
resents a relatively unexplored area within the context of SDIs and SBIs. A significant knowl-
edge gap remains regarding the interaction between shock waves and droplets containing
embedded gas cavities, particularly under near-critical conditions and in three-dimensional
scenarios. Previous investigations in this field have primarily focused on scenarios charac-
terised by low temperatures and low pressures [48, 102, 123, 162, 191, 193, 199]. For
example, the interaction of shock waves with droplets containing gas bubbles has been ex-
plored under ambient conditions [123], thereby elucidating the impact of bubble collapse on
shock-droplet interactions. Wang’s work [191] investigated the shock-accelerated gas ring,
thereby providing insights into its evolution and proposing a straightforward method for
predicting circulation. Feng [48] conducted an experimental investigation into the shock in-
teraction with an SF6 ring, examining the effects of the internal gas cylinder on the evolution
of the SF6 ring with various radius ratios. Liang [102] conducted an experimental examina-
tion of the shock interaction with a water droplet containing an internal vapor cavity. In the
numerical realm, Xiang [199] conducted a numerical analysis of the shock interaction with a
water column harboring an internally positioned air cavity.

It is important to note that shock-cylinder interactions (SCIs) are more accessible to exper-
imental study than SDIs and SBIs. SCIs are valuable studies as the liquid/gas cylinder spans
a wide range of angles between pressure and density gradient, thereby supporting various
degrees of baroclinic production. SCIs have been extensively studied for many years [40, 41,
57, 67, 68, 99, 168, 194, 196], both numerically and experimentally. However, these studies
have predominantly explored subcritical and supercritical conditions, with limited investiga-
tion into transcritical conditions. Previous investigations in this field have mainly focused
on scenarios with low temperatures and pressures at ambient conditions [48, 102, 105, 162,
193, 195, 199, 202]. The interaction between shock waves and cylinders containing gas
cavities is rarely explored for transcritical cases.
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In the present thesis, the pre-shock pressure of nitrogen is 6MPa and the temperature
is 650K, which markedly diverge from the previously referenced cases. Obtaining detailed
experimental data on such flows remains a challenge. It is therefore evident that numerical
experiments have become an indispensable tool for the study of such flows at near-critical
conditions in high-pressure, high-speed propulsion systems. This highlights a significant gap
in the understanding of the interaction between shock waves and cavity-embedded cylin-
ders/droplets with a three-dimensional nature of droplets and varying parameters of the
cavities at such conditions. One of the objectives of this thesis is to provide insights that can
be applied in a variety of transcritical environments and high-speed propulsion systems.

1.3 Outline

The thesis is divided into five chapters and one appendix.
Chapter 1 introduces the motivation and application of the studies, as well as the nu-

merical and physical problems encountered in the context of compressible multi-component
flows. The interface sharpening method for compressible multi-component flows and shock-
droplet and shock-cylinder interactions at transcritical thermodynamic conditions are the
main contents of this chapter.

Chapter 2 presents the numerical and physical modeling used to deal with problems en-
countered in the compressible multi-component flows. This includes a comprehensive ac-
count of the governing equations, the finite volume method, flux calculation, turbulence and
surface tension modeling, thermodynamic relationshiops, time integration method and the
real-fluid hybrid scheme. Furthermore, reviews are integrated into the relevant sections.

Chapters 3 and 4 present the achievements and research results separately.
Chapter 5 synthesizes the pivotal findings and proffers prospective avenues for future

investigations.
The appendix shows the journal articles and copyright permissions for reproduced mate-

rial.





Chapter 2

Numerical and Physical Modeling

2.1 Governing Equations

A typical four-equation model, which incorporates viscous, surface tension and gravity ef-
fects, is depicted as flowing,

∂tU+∇ · [C(U) + S(U)] = Q, (2.1)

where, the state vector U = [ρ,ρu,ρE,ρξi]T contain the conserved variables for density,
momentum, total energy and gas components. C(U), S(U) and Q refer to convective term,
stress term and source term, respectively,

C(U) = u







ρ

ρu
ρH
ρξi


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0
ρf

uρf
0






, (2.2)

where I refers to the unit tensor; ρH = ρE + p is the total enthalpy; τ is the viscous stress
tensor, τ = µ(∇u+ (∇u)T − 2

3(∇ · u)I) and µ refers to the dynamic viscosity; kc refers to the
thermal conductivity; f refers to the volume force.

2.2 Finite Volume Method

The main idea of finite volume method (FVM) is to discretize the spatial domain into a finite
number of control volumes and apply the conservation laws to each control volume. The
Gauss’ theorem is applied. For the governing equations ∂tU +∇ · F(U) = 0, where F(U) =
C(U) + S(U),

∂t

∫

Ω

U(x, t) dV +

∫

∂Ω

F(U,x, t) dA= 0, (2.3)

where Ω denotes the control volume with the surface ∂Ω. Equation (2.3) is solved numer-
ically by spatially discretizing the computational domain into N grid cells i with a control
volume Ωi with volume Vi =

∫

Ωi
dV . The volume-averaged solution of a grid cell i can be

presented as

Ui(t) =
1
Vi

∫

Ωi

Ui(x, t) dVi . (2.4)
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The surface integral for F(U,x, t) in Eq. (2.3) is numerically approximated as
∫

∂Ωi

F(U,x, t) dA=
∑

j

(eF j · n j)A j , (2.5)

where the numerical flux eF approximates the physical flux F, all cell faces j form ∂Ωi with
area A j and unit normal n j. A semi-discretized form of Eq. (2.3) is then obtained

∂tUi(t)≈ −
1
Vi

∑

j

(eF j · n j)A j . (2.6)

The Equation (2.6) can be solved using a proper reconstruction approach for eF (see Flux
Computation) and a time integration method (see Time integration).

2.3 Riemann Solver

An HLLC [181] Riemann solver is provided as an option. The basic idea of the HLLC solver
is to approximate the solution of the Riemann problem by a piecewise constant solution with
three states separated by two intermediate waves. The HLLC flux can be written as:

FH
1/2 =



















FL , if 0≤ SL

F∗L , if SL ≤ 0≤ S∗
F∗R, if S∗ ≤ 0≤ SR

FR, if 0≥ SR

, (2.7)

where FL and FR are the fluxes on the left and right states, respectively. SL and SR are the
wave speeds of the left and right-moving waves. S∗ is the speed of the contact wave. F∗L and
F∗R are the intermediate fluxes in the star region.

For the intermediate speed S∗, wave speed SL and SR.

S∗ =
pR − pL +ρLuL(SL − uL)−ρRuR(SR − uR)

ρL(SL − uL)−ρR(SR − uR)
, (2.8)

where wave speed SL = min{uL − cL , uR − cR}, SR = max{uL + cL , uR + cR}. The intermediate
fluxes F∗L and F∗R.

F∗K = FK + SK(U∗K −UK), (2.9)

where K = L or R, and the intermediate states are shown below

U∗K = ρK
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. (2.10)

2.4 Flux Computation

A compact four-cell stencil is employed in CATUM to reconstruct the cell face values to obtain
the numerical flux F̃, as sketched in Figure 2.1. In the previous CATUM version, an upwind-
biased scheme is used for discontinuity regions containing the shock waves, steep gradients or
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Figure 2.1: Sketch of the four-cell stencil.

pseudo phase-boundaries, and the higher-order central scheme can only be used in smooth
regions. In the following, the THINC-TDU method is used to improve these schemes. An
improved sensor functional is applied to detect the smoothness of the regions.

2.4.1 Upwind-biased Scheme Improved by THINC-TDU Method

2.4.1.1. Description of Riemann Solver

To overcome the low Mach number problem, the interface pressure reconstruction (asymptot-
ically consistent pressure flux definition) and the modified numerical flux of Schmidt [158]
is employed. It is important to note that most liquid-vapor two-phase flows exhibit low Mach
numbers in regions where only the pure liquid phase is present. However, as the speed of
sound in liquid-vapor mixtures significantly decreases, there arises a need for a robust flux
formulation suitable for (very) high Mach numbers in such mixtures. The flux function se-
lected has been shown to meet both of these requirements, as documented in the references.
Nevertheless, in simulations involving supersonic or hypersonic gas flows, it is advisable to
substitute this flux function with alternative methods, such as HLLC or the ROE flux.

p∗
i+ 1

2
=

pL + pR

2
, (2.11)

The numerical velocity u∗
i+ 1

2
is calculated as

u∗
i+ 1

2
=
ρLcLuL +ρRcRuR + pL − pR

ρLcL +ρRcR
. (2.12)

2.4.1.2. Reconstruction of Interface Variables

At distinct interfaces between a liquid and a gaseous component or mixture, THINC is used
to reconstruct the mass fraction for the interface free-gas component(s) along with TDU
to consistently reconstruct related thermodynamic quantities. Regions that do not contain
(sharp) interfaces are treated as single fluid and MUSCL type reconstructions along with
proper limiters are used.

Let ξGas denote a scalar quantity, such as the mass fraction of a gas component. Let ξ1
Gas

through ξ4
Gas be the cell averaged scalars in cells 1 to 4 as sketched in Figure 2.1.
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· Discontinuous interface between cells 2 and 3

In order to compute the flux across the cell interface between cells 2 and 3,the left and right
side values of the scalar ξGas are reconstructed as

ξL
Gas =min(ξ1

Gas,ξ
3
Gas)+

max(ξ1
Gas,ξ

3
Gas)−min(ξ1

Gas,ξ
3
Gas)

2

�

1+ θ
tanh(β) + E

1+ E · tanh(β)

�

, (2.13)

where

θ =

¨

1 if ξ3
Gas ≥ ξ

1
Gas

−1 otherwise
, E =

exp(θβ(2F − 1))/ cosh(β)− 1
tanh(β)

,
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Gas −min(ξ1
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3
Gas) + γ

max(ξ1
Gas,ξ

3
Gas) + γ

.

Similarly,

ξR
Gas =min(ξ2

Gas,ξ
4
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4
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Gas,ξ
4
Gas)

2
(1+ θ E), (2.14)

where

θ =

¨

1 if ξ4
Gas ≥ ξ

2
Gas

−1 otherwise
, E =

exp(θβ(2F − 1))/ cosh(β)− 1
tanh(β)

,

F =
ξ3

Gas −min(ξ2
Gas,ξ

4
Gas) + γ

max(ξ2
Gas,ξ

4
Gas) + γ

.

γ is a small number to avoid division by zero and the parameter β = 1.6 was found to give
suitable results. The literature presented in the introduction section discusses values for β in
the range between 1.6 and 3.

· Regions without discontinuous interfaces

In smooth regions, an MUSCL type reconstruction with proper limiters is used. Free-gas mass
fractions are described here to illustrate the process. They are discretized by a second order
upwind biased reconstruction with proper slope limiter.

In order to compute the flux across the interface between cells 2 and 3, left and right hand

scalar values ξL
Gas = ξ

2
Gas +

1
2 f
�

r−
i+ 1

2

�

�

ξ2
Gas − ξ

1
Gas

�

and ξR
Gas = ξ

3
Gas −

1
2 f
�

r+
i+ 1

2

�

�

ξ4
Gas − ξ

3
Gas

�

represents the slope limiter function that the ratio of upwind to central differences could be
adjusted according to various limiters, as shown in the Table 2.1.

The slope function is decided according to the upwind direction. If the upwind di-
rection is in the positive direction, r−

i+ 1
2
= (ξ2

Gas − ξ
1
Gas)/(ξ

3
Gas − ξ

2
Gas), otherwise, r+

i+ 1
2
=

(ξ4
Gas − ξ

3
Gas)/(ξ

3
Gas − ξ

2
Gas). Together with the following TDU idea, the All-Mach THINC-TDU

method is obtained.

· TDU idea

Other interfacial parameters are updated based on the interfacial pressure and interfacial gas
mass fraction according to the thermodynamic equilibrium function, so that the numerical
discrete format of the indicator matches the discrete density format and thermodynamic
consistency is maintained ρi+ 1

2
= f (pi+ 1

2
,ξi+ 1

2 ,Gas1,ξi+ 1
2 ,Gas2).
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Table 2.1: Limiters for scalar transportation.

Name Expressions
VanAlbada’s limiter [5] f(r) = r+r∗r

1.0+r∗r
VanLeer’s limiter [96] f(r) = r+abs(r)

1.0+abs(r)
MinMod limiter [148] f(r) =max(0.0, min(1.0, r))
Chatkravathy limiter [23] f(r) =max(0.0, min(1.0, 4r))
Monotonized Central (MC) limiter
[97]

f(r) =max(0.0, min(2.0, 2r, 0.5 ∗ (1.0+ r)))

Koren’s limiter [87] f(r) =max(0.0, min(2.0, 2r, (1.0+ 2.0 ∗ r)/3.0))

Another option is to reconstruct the density and then update the mass fraction according
to the function ξi+ 1

2 ,Gas1 & ξi+ 1
2 ,Gas2 = f (pi+ 1

2
,ρi+ 1

2
). Then the volume fraction is obtained

according to thermodynamic relations αi+ 1
2 ,Gas1&αi+ 1

2 ,Gas2 = f (ρi+ 1
2
, pi+ 1

2
,ξi+ 1

2 ,Gas1,ξi+ 1
2 ,Gas2).

Besides, reconstruction methods can take internal energy into account, see Appendix B of
[73].

2.4.1.3. Sharpening the Liquid-vapor Interface

Moreover, in cases of cavitation/bubble collapse with liquid and liquid-vapor components,
it is difficult to sharpen the liquid-vapor two-phase interface directly because the volume
fraction of vapor is determined according to the barotropic relations, while in cases with
liquid and non-condensable gas components, the gas-liquid two-phase interface is sharpened
according to the above steps. Here, the procedure for sharpening the liquid-vapor two-phase
interface is further elaborated.

Remark 1. For regions where liquid-vapor two-phase interface are detected by a sensor,
or a discontinuous liquid-vapor interface region meets the requirements ε < α < 1 − ε and
(αi−αi−1)(αi−αi+1)> 0, where ε is a small positive parameter comparing with αi, the density
is constructed by the THINC-based idea,

ρL =min(ρ1,ρ3) +
max(ρ1,ρ3)−min(ρ1,ρ3)

2

�

1+ θ
tanh(β) + E

1+ E · tanh(β)

�

, (2.15)

herein

θ =

¨

1 if ρ3 ≥ ρ1

−1 otherwise
, E =

exp(θβ(2F − 1))/ cosh(β)− 1
tanh(β)

, F =
ρ2 −min(ρ1,ρ3) + γ

max(ρ1,ρ3) + γ
.

ρR =min(ρ2,ρ4) +
max(ρ2,ρ4)−min(ρ2,ρ4)

2
(1+ θ E) , (2.16)

where

θ =

¨

1 if ρ4 ≥ ρ2

−1 otherwise
, E =

exp(θβ(2F − 1))/ cosh(β)− 1
tanh(β)

, F =
ρ3 −min(ρ2,ρ4) + γ

max(ρ2,ρ4) + γ
.

γ is a small number to avoid division by zero and the parameter β = 1.6 was found to give
suitable results.

Subsequently, according to the barotropic relations, the vapor volume fraction is obtained.
Other parameters like the speed of sound need also to be updated accordingly. Modified sen-
sors can be used to detect liquid-vapor two-phase regions, which are introduced in Appendix
D of [73].
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Remark 2. For complex cases with liquid, liquid vapor, non-condensable gas, firstly, THINC
is applied for mass fraction of non-condensable gas of liquid-gas two phase interface ξi+ 1

2 ,Gas1,
ξi+ 1

2 ,Gas2. Secondly, TDU is applied to obtain density of liquid-gas two phase interface, i.e.
ρi+ 1

2
= f (pi+ 1

2
,ξi+ 1

2 ,Gas1,ξi+ 1
2 ,Gas2); then THINC is applied for the density of liquid-vapor two

phase interface ρ∗ (Remark 1). Finally, TDU is applied to obtain vapor of liquid-liquid vapor
two phase interface αv,i+ 1

2
= f (pi+ 1

2
,ρi+ 1

2
,ξi+ 1

2 ,Gas1,ξi+ 1
2 ,Gas2) as well as other parameters like

speed of sound.

2.4.2 Higher-order Central Scheme Improved by THINC-TDU Method

In order to include the turbulence modeling, a high order improvement of All-Mach THINC-
TDU is proposed with iLES approach, two extra gas components as well as modified sensor.
For the iLES scheme of the Ref. [45], if discontinuous region is detected by sensor, upwind-
biased reconstruction would be adopted. While in current scheme, the cell interface value
reconstruction procedure is switched among an upwind-biased, a centered reconstruction
and a THINC-based scheme. And TDU idea is adopted to continually keep the thermodynamic
relationship coupled among variables.

· Upwind-biased reconstruction scheme

Procedures (Regions without discontinuous interfaces) shown in last section are adopted for
the upwind-biased reconstructions of variables.

· Central reconstruction scheme

The above upwind-biased scheme has intrinsic numerical dissipation, thus the central re-
construction scheme is needed to reduce dissipation. And proper sensor function is used to
switch between candidate schemes. A linear fourth order central scheme is applied,

Φ
∗,C
i+1/2 = [u

∗, v∗, w∗, p∗]Ci+1/2 =
1
12

�

7
�

Φi +Φi+1

�

−Φi−1 −Φi+2

�

, (2.17)

Φ
∗,C
i+1/2 = [ρ

∗]Ci+1/2 =
1
2

�

Φ∗I−1/2 +Φ
∗
I+1/2

�

. (2.18)

· THINC-based reconstruction scheme

In order to compute the flux across the cell interface between cells 2 and 3, left and right
hand side values of the scalar ξGas are reconstructed as the equations from (2.13) to (2.14)
shown in last section. It is also noted that discontinuous two-phase interface region generally
meet the requirements ε < ξi < 1−ε and

�

ξi − ξi−1

��

ξi+1 − ξi

�

> 0, where ε could be a small

positive parameter comparing with ξi.

· Modified sensor

This newly modified discontinuity sensor is used to identify the discontinuous region. The
flow field smoothness is identified via a function of smooth sensor, which works as a switch
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to change the type of the reconstruction method for the primitive variables u, v, w, p,ρ,ξGas1,
ξGas2 on the cell interface. The primitive variables on the cell interface denote:

Φ∗i+1/2 = [1− f (θ )]Φsmooth + f (θ )Φdiscontinues

= [1− f (θ )]Φ∗,Ci+1/2 + f (θ )
�

(1−σ)Φ∗,Ui+1/2 +σΦ
∗,Th
i+1/2

�

, (2.19)

where σ could be adjustable according to needed: generally for reconstruction step of pres-
sure and velocity it becomes zero; for reconstruction step of two phase interface region, it
becomes one while for other region it becomes zero.

Specifically, the vorticity-dilatation sensor developed by Ducros [43] is adopted to detect
the compressible shock and expansion waves in present fully compressible flow: θD = (∇ ·
u)2/(∇·u)2+(∇×u)2+ε), where ε denotes a very small value (ε= 10−20), making denomina-
tor non-zero. Two-phase interface are detected with the variation of the total gas volume frac-
tion in all three spatial directions: θGas = vari(Gas)+var j(Gas)+vark(Gas), where vari(Gas) =




αGas1,i +αGas2,i −
�

αGas1,i−1 +αGas2,i−1

�



 +




αGas1,i+1 +αGas2,i+1 −
�

αGas1,i +αGas2,i

�



. Same
expressions are adopted for vapor volume fraction and its detector is denoted as θ v.

Subsequently, the switch criteria is given:

f (θ D,θα,θGas) =

¨

1, if θ D > θ D
th ∥ θ

α > θαth ∥ θ
Gas > θGas

th

0, others
. (2.20)

It means that if one or more sensor exceeds its threshold value (θ D > θ D
th or/and θα > θαth

or/and θGas > θGas
th ), the numerical scheme switches to the discontinuous reconstructions

Φ∗i+1/2 = Φ
discontinues = (1−σ)Φ∗,Ui+1/2 +σΦ

∗,Th
i+1/2. The threshold values θ D

th = 0.95 is suggested

by Egerer et al. [45] and θGas
th = 0.4 is for the volume fraction of total gas phase suggested

by Trummler et al. [184]. And these proposed modifications could help to avoid pressure
oscillations while keeping contact waves crisp without artificial smearing.

Specifically, for smooth region, velocity and pressure adopt the linear fourth order recon-
struction process, while a linear second order central approximation reconstruction is im-
plemented for the density, internal energy (if have), as well as two additional mass fraction
field. For discontinuous fields, an upwind biased reconstruction is generally implemented
Φdiscontinues = Φ∗,Ui+1/2. Generally, velocity components are reconstructed using the third order
slope limiter Koren [87] and the thermodynamic quantities density, pressure, internal energy
(if have), two additional mass fraction are reconstructed using the second order Minmod
slope limiter [148]. It should be noted that the new mass fraction ξ generally keep the same
reconstruction scheme of density, ξdiscontinues = ξ∗,Ui+1/2. While in the discontinuous region
of two phase interface, instead of using upwind biased reconstruction with slope limiter for
two additional mass fraction (or density), THINC is combined for mass fraction (or density)
ξdiscontinues = (1−σ)ξ∗,Ui+1/2+σξ

∗,Th
i+1/2, and TDU idea is then adopted for density (or mass frac-

tion) ρdiscontinues = f (ξdiscontinues,ρdiscontinues). In this way, variables are updated consistently,
interface is sharpened and pressure oscillation is avoided.

Besides, the transport velocity and interface pressure are represented as

u∗ = (1− f (θ ))

�

u∗,Ci+1/2 −
∆3p∗i+1/2

IL + IR

�

+ f (θ )
ILuL + IRuR + pL − pR

IL + IR
, (2.21)

p∗ = (1− f (θ ))p∗,Ci+1/2 + f (θ )
� pL + pR

2

�

, (2.22)
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where IL =
�

(3ρi +ρi+1) ·max(cl,i , cl,i+1)
�

/4, IR =
�

(ρi + 3ρi+1) ·max(cl,i , cl,i+1)
�

/4. ∆3p∗i+1/2
is an approximation of the third pressure derivative, the acoustic impedances are IL and IR,
max(cl,i , cl,i+1) is the maximum liquid speed of sound.

Other procedures (Remarks) are consistent with last section. Through complete imple-
mentation, liquid-liquid vapor and liquid-gas two phase interface are sharpened and disper-
sion of discontinuous region are reduced.

This higher-order scheme is less dissipative and thus suitable for LES of turbulent flows.
The incorporation of a regularisation term renders it capable of sub-grid-scale modeling, as
demonstrated in the subsequent turbulence modeling section.

2.5 Turbulence Modeling

For turbulence modeling, a high order improvement of THINC-TDU is proposed. To model
the effects of sub-grid turbulence in the current four equation model, an implicit large eddy
simulation (iLES) method is used. The iLES approach for compact stencils proposed by Egerer
et al. [45] was based on the Adaptive Local Deconvolution Method (ALDM) by Adams et al.
[3] and Hickel et al. [60, 62] to deal with resolved sub-grid turbulence. The truncation
error of the discretization scheme is learned from the data to serve as a sub-grid scale (SGS)
model for turbulence. Hickel et al. [62, 63] also developed a compressible version of ALDM,
with shock capturing abilities while smooth pressure waves and turbulence are propagated
without excessive numerical dissipation. More details related to ALDM are given in the work
of Hickel [59–61] and Egerer et al. [45]. The ALDM method has been used by Örley [133,
134], Trummler [184, 185] in the two phase flow, which proves that it is a proper method in
solving the fully compressible two phase turbulent flow. Based on previous work and in order
to include the turbulence modeling, higher-order central scheme is improved by THINC-TDU
method, in which the ALDM reconstruction is implemented to the momentum equation.

Here is a brief summary of the iLES method for a scalar nonlinear transport equation,

∂ u
∂ t
+
∂

∂ x
f (u) = 0. (2.23)

And a linear low-pass filter operation could be represented as [62]

u(x) =

∫ +∞

−∞
G(x − x ′)u(x ′)d x ′ = G ∗ u. (2.24)

By projecting the filtered continuous function onto the numerical grid xN = {x i}, the LES
discretization of the transport equation is obtained as

∂ uN

∂ t
+ G ∗ ∂x fN (uN ) = εsgs. (2.25)

And the sub-grid scale error/residual arises from the nonlinearity of f (u) and is obtained
as εsgs = G ∗ ∂x fN (uN )− G ∗ ∂x fN (u), in which the inverse-filter operation uN = G−1 ∗ uN .

A finite-volume discretization could be presented as

∂ ūN

∂ t
+ G ∗ ∂x f̃N (ũN ) = 0, (2.26)

where uN presents the approximately deconvolved parameter, and the top-hat filter kernel G
is

G(x − x i) =

¨

1/∆x , |x − x i| ≤∆x/2

0, otherwise
. (2.27)
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A modified differential equation (MDE) can be formulated as [3]

u(x) =

∫ +∞

−∞
G(x − x ′)u(x ′)d x ′ = G ∗ u, (2.28)

∂ uN

∂ t
+ G ∗ ∂x fN (uN ) = εN , (2.29)

where εN = G ∗ ∂x fN (uN ) − G ∗ ∂x f̃N (ũN ) presents the truncation error owing to the spatial
discrete format.

When the truncation error reproduces the physical properties of the exact sub-grid scale
error/residual, the numerical discretization is called physically consistent. In this case, the
numerical truncation error functions as sub-grid scale model and the numerical scheme with
εN is an iLES model. In other words, if εN approximates εsgs in some sense for finite ∆x it
gives an implicit SGS model contained within the discretization.

2.6 Surface Tension Modeling

Table 2.2: Classifications for surface tension modeling methods [73].

Classification Criteria Examples Comments
Heaviside function and its
normal gradient, ∇H

Volume fraction function [18]; Level set
function [174]; Dirac delta of ghost fluid
method (GFM) [47, 81]

Obtain the
unit normal
across the
interface

Methods for curvature cal-
culation, k

Smoothed volume fraction method [18];
Height function method [4, 29, 173];
Smooth the original curvature through
kernel [141] or weight coefficient method
[53]

Obtain accu-
rate curvature

Methods for Surface Ten-
sion Force discretization
(explicit curvature maybe
not required), f

Continuum surface force (CSF) [18], in
some cases the curvature and norm-
direction gradient of scalar are decoupled
(like GFM method or level set method);
Continuum surface stress (CSS) [55, 92];
Balanced Continuum surface force (bCSF)
method or ghost fluid models [51]; Im-
proved Riemann solver [53, 138]; Sharp
Surface Force (SSF) model [141, 146];
Independent Source item effects methods
[76]

Surface ten-
sion acts on
pressure field
but not the
velocity field,
thus the para-
sitic currents
can be re-
duced

For surface tension modeling, the distribution characteristics of the indicator function or the
Heaviside function (scalar in the two-phase flow) generally have a great impact on the surface
tension calculation at the two-phase interface. By using various methods to sharpen the two-
phase interface, the accuracy of the surface tension calculation can be improved. In addition,
numerous numerical methods have been proposed to improve the balance between pressure



18 2 Numerical and Physical Modeling

and surface tension effects to reduce the parasitic current or velocity. For example, balance
between compressive and surface tension forces can be achieved by discretizing the surface
tension and compressive forces at the same location. As shown in Table 2.2, the surface stress
modeling features are divided into three types, according to their expressions and discrete
forms.

In the current work, Continuum Surface Force (CSF) model [18] is used, along with
proper methods to obtain norm-direction gradient of scalar and curvature. In the CSF model,
the surface tension force f is expressed as a body force distributed over the interfacial region.
It can be written as:

f= σκnδs, (2.30)

where σ is the surface tension coefficient, κ is the curvature of the interface, n is the unit
normal vector to the interface, δs is the function that localizes the force at the interface. The
curvature κ is given by the divergence of the unit normal vector: κ =∇ · n. The unit normal
vector n is computed as the gradient of α, n=∇α̃/ |∇α̃|. Details are explained in Section 3.2
of my publication [73].

2.7 Thermodynamics Relationship

2.7.1 Thermodynamic Relationship for Ideal Gases

The following thermodynamic relationships are presented for multi-component flows with
several ideal gases. Chiapolino et al. [27] has demonstrated the equivalence between the
ideal gas mixture model that follows Dalton’s law, and a gas phase within each component is
assumed to occupy its own volume, in the specific context of temperature and pressure equi-
librium. The following is a brief summary of the results obtained under the corresponding
mixture rules shown in Table 1. Here ξi denotes mass fraction of component i, i=1 for liquid
component, i=2 for vapour component and i>2 for non-condensable gases.

Table 2.3: Multi-component flows with several ideal gases

Ideally mixed gases, Dalton’s Law Separate gas components, each gas
component occupies its own volume

V = Vi, every component occupies the en-
tire volume

v =
∑N

i=2 ξi vi, the total specific volume
is the sum of components’ specific subvol-
umes

T = Ti, mixture in temperature equilib-
rium

T = Ti, mixture in temperature equilib-
rium

p =
∑N

i=2 ppartial,i, the mixture pressure is
the sum of partial pressures

p = pi, pressure equilibrium among the
components

e =
∑N

i=2 ξiei, mixture internal energy e =
∑N

i=2 ξiei, mixture internal energy

First, the gas phase is ideally mixed according to Dalton’s Law.
In the case of a given components, the ideal gas law can be defined as ppartial,iV = niR̂T .

The gas mixture pressure is pV = R̂T
∑N

i=2 ni, where R̂ is the universal gas constant in molar
units and ni denotes the number of moles. And the temperature could be obtained from the
mixture caloric equation of state,

e = R̂T
N
∑

i=2

ξi/Wi

γi − 1
, (2.31)
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where Wi is the molar mass and γi is the polytropic coefficient of components i. Use the
internal energy relation to replace R̂T in the pressure relation,

p =
e
V

∑N
i=2 ni
∑N

i=2
ξi/Wi
γi−1

=
e
∑N

i=2
niWi

V
1

Wi
∑N

i=2
ξi/Wi
γi−1

= ρe

∑N
i=2

ξi
Wi
∑N

i=2
ξi/Wi
γi−1

. (2.32)

Then it is considered that each gas component occupies its own volume in the equilibrium
of pressure and temperature. In the case of a given components, the ideal gas law can be
defined as piVi = niR̂T . In mass units it becomes, pi =

niWi
Vi

R̂
Wi

T = ρi
R̂

Wi
T . Accordingly,

the specific volume of a given components as a function of pressure and temperature can
be expressed as vi =

R̂T
Wi pi

. For specific volume definition, v =
∑N

i=2 ξi vi, the relation p
T =

ρ
∑N

i=2 ξi
R̂

Wi
is obtained. The mixture energy definition is then in the same relation as in

2.31. The elimination of the temperature through the combination of these two relations
yields the same result as 2.32. Both ideal mixtures and separate components assumptions
are equivalent when the fluids are ideal gases evolving in both temperature and pressure
equilibrium [27].

2.7.2 Thermodynamic Relationship for Liquid, Vapor and Non-condensable Gases

Every component (liquid, vapor, Non-condensable Gases) is assumed to follow the NASG EOS
[122].























































pi(νi , ei) = (γi − 1)
�

ei − qi

νi − bi

�

− γi p∞,i

Ti(pi ,νi) =
(νi − bi)(pi + p∞,i)

Cv,i(γi − 1)

gi(pi , Ti) = (γiCv,i − q′i)Ti − Cv,i Ti ln

�

Tγi
i

(pi + p∞,i)γi−1

�

+ bi pi + qi

ci(pi ,νi) = νi

√

√

√
γiνi(pi + p∞,i)

νi − bi

. (2.33)

Here ξi denotes mass fraction of component i, i=1 for liquid component, i=2 for vapour
component and i>2 for non-condensable gases. Parameters γi, p∞,i, Cv,i, qi, q′i , and bi are
constant coefficients. b is the covolume of the fluid. gi is the phase Gibbs free energy of
fluid i, gi = hi − Tsi with the specific enthalpy hi and entropy si. ci is the speed of sound of
component i.

It is noted that Noble-Abel Stiffened-Gas equation of state degenerates to the Stiffened-
Gas equation of state [121] by setting the covolume of the fluid bk = 0. For gaseous com-
ponents, it reduces to the ideal gas EOS (k>1) with bk = 0 and p∞,k = 0. Mixture equation
of state based on mechanical and thermal equilibrium, an inherent assumption of the mass
fraction based four-equation model:



















T = Ti ∀i

p = pi ∀i

v =
∑N

i=1(ξi vi)
e =
∑N

i=1(ξiei)

. (2.34)
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Considering this assumption for the mixture of gases is equivalent to Dalton’s law. It
means that the computed mixture pressure for the gas mixture agree with both Dalton’s law
in the gas mixture and with the liquid-gas interface condition of equal pressures (∀i) [27].

From the expressions given in 2.33 for pure components, the specific volumes and internal
energies read:

(

vi(pi , Ti) =
(γi−1)Cv,i Ti

pi+p∞,i
+ bi

ei(pi , Ti) =
pi+γi p∞,i
pi+p∞,i

Cv,i Ti + qi
, (2.35)

then two expressions for the temperature are obtained with conditions T = Ti ,∀i, they are

T =
v−
∑N

i=1 ξi bi
∑N

i=1 ξi(γi−1)Cv,i
p+p∞,i
p+p∞,i

, and T =
e−
∑N

i=1 ξiqi
∑N

i=1 ξi Cv,i

�

p+γi p∞,i
p+p∞,i

� . Considering p∞,i = 0 and bi = 0,∀i > 1,

the mixture pressure is then obtained as p = b+
p

b2+4ac
2a with a = C̄v, b =

�

e−q̄
v−b̄

�

�

C̄p − C̄v

�

−

p∞,1C̄v − p∞,1ξ1(Cp,1 − Cv,1), c =
�

e−q̄
v−b̄

�

p∞,1

�

C̄p − C̄v − ξ1(Cp,1 − Cv,1)
�

, where mixture quan-

tities C̄v =
∑N

i=1 ξiCv,i, C̄p =
∑N

i=1 ξiCp,i, q̄ =
∑N

i=1 ξiqi, b̄ =
∑N

i=1 ξi bi. For the positivity of the
mixture pressure in the presence and absence of liquid, see the reference [27].

2.7.3 Barotropic Thermodynamic Model for Liquid, Vapor and Non-condensable Gases

First, a single-fluid model is extended with an additional gas phase to a single-fluid multi-
component model with multiple gas components, based on prior work by Örley et al. [134]
and Trummler et al. [184]. This single-fluid approach means that within a finite volume cell
all phases have the same velocity and pressure. The transport equation for the total energy
is not needed [134].

A typical three-component two-phase fluid Φ= {L,M,Gas1,Gas2} is selected, which refers
to a liquid component, a liquid-vapor mixture and two gas components denoted as Gas1 and
Gas2, respectively.

For the liquid component

ρL = ρsat, liq +
1

c2
L

(pL − psat), pL ≥ psat, (2.36)

where ρsat, liq is the liquid saturation density at its saturation pressure psat.
For the liquid-vapor mixture

ρM = ρsat, liq +
1

c2
M

(pM − psat), pM < psat. (2.37)

Since c2 =
�

∂ p
∂ ρ

�

const
, the mixture speed of sound is approximated as cM = (psat/ρsat, liq)1/2.

For the non-condensable gas phase

ρGasi =
PGasi

RGasiTrefi
, (2.38)

i.e., both gas components are treated as ideal gas, RGas1 and RGas2 refer to the specific gas
constant, Tref1 and Tref2 refer to the corresponding reference temperatures.

From the volume fraction αΦ = VΦ/V and the mass fraction ξΦ = mΦ/m of component Φ,
it is obvious that ρΦ = mΦ/VΦ = ξΦρ/αΦ, and ρ = m/V =

∑

Φ ξΦρ =
∑

ΦαΦρΦ. Naturally
∑

ΦαΦ = 1 and
∑

Φ ξΦ = 1, ρ = αLρL/M +αGas1ρGas1 +αGas2ρGas2.
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ρGasi =
ξGasi

αGasi
ρ =

PGasi

RGasiTrefi
, (2.39)

where αGasi = ξGasiRGasiTrefi/PGasi. Thus ρ = αLρL/M +αGas1ρGas1+αGas2ρGas2 = (1−αGas1−
αGas2)ρL/M + ξGas1ρ + ξGas2ρ. Finally, the coupled (one-fluid) multi-component equation of
state is obtained (1 −

∑

Φ ξGasRGasTref/PGas)(ρsat, liq +
1
c2

L
(PM − Psat)) − (1 −

∑

Φ ξGas)ρ = 0. It

indicates p = f (ρ,ξGas) with the equilibrium assumption. If the pressure is higher than the
saturation pressure of the liquid, then is no vapor. Otherwise

αv =
Vvap

V
=

¨

(1−αGas1 −αGas2)
ρsat, liq−ρM
ρsat, liq−ρsat, vap

, ρ < ρsat, liq

0, ρ ≥ ρsat, liq
. (2.40)

It is assumed that there is no pure vapor and limit the largest volume fraction of vapor
component to 99.5%. The mixtures viscosity is

µmix = (1−αGas1−αGas2)
�

(1−αv)
�

1+
5
2
αv

�

µliq +αvµvap

�

+αGas1µGa1+αGas2µGa2. (2.41)

2.7.4 Thermodynamic Relationship Including Real-fluid Effects

· Peng–Robinson equation of state (PR-EOS)

The Peng–Robinson equation of state (PR-EOS) [137] is employed for both liquid and gas
components:

p =
RT

v − b
−

a
v2 + 2bv − b2

, (2.42)

where T is the temperature, R is the universal gas constant, v is the molar volume, v = M/ρ,
and M is the molar mass. Coefficients are a =

∑N
α=1

∑N
β=1 XαXβaαβ and b =

∑N
α=1 Xαbα.

Specifically, Xα is the mole fraction of components α and in-total components number is
N ; coefficients aαβ = 0.457236(RTc,αβ)2/pc,αβ(1+cαβ(1−

Æ

T/Tc,αβ))2, bα = 0.077796RTc,α/pc,α
are obtained according to the mixing rules [58]. pc,αβ is the critical mixture pressure and
pc,αβ = Zc,αβRTc,αβ/vc,αβ , cαβ = 0.37464+ 1.5422ωαβ − 0.26992ω2

αβ
, Tc,αβ is the critical mix-

ture temperature, and Tc,αβ =
Æ

Tc,αTc,β(1− kαβ). Tc,α and Tc,β are critical temperatures for
components α and β , and kαβ is the binary interaction parameter.

The critical mixture molar volume vc,αβ , the critical mixture compressibility Zc,αβ , and the

acentric factor ωαβ are denoted as vc,αβ = (1/8)(v1/3
c,α + v1/3

c,β )
3, Zc,αβ = (1/2)(Zc,α + Zc,β), and

ωαβ = (1/2)(ωα+ωβ), where v1/3
c,α and v1/3

c,β are critical molar volumes for components α and
β , Zc,α and Zc,β are critical compressibility factors for components α and β , and ωα and ωβ
are acentric factors for components α and β .

Besides, Ref. [118] provides the parameters for the NASA polynomials, which would be
used to obtain the internal energy, enthalpy, and entropy.

· Modified Peng–Robinson equation of state (PR-EOS)

The modified PR-EOS is designed to represent the saturation line in a straightforward manner.
Within the vapor dome region, an approximate saturation pressure for the mixture is utilized.
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The algorithm for determining the pressure, which yields the temperature, density, and mass
fraction, is as follows:

Step 1. Calculate the pressure from the PR-EOS giving the temperature and density, as
well as the mass fraction. If nonpositive pressure (p∗ < 0) is obtained from the relation
p∗ = pPR-EOS(T,ρ,ξi), a small arbitrarily positive value such as 1 would be adopted to replace
this nonpositive value (p∗ = 1Pa).

Step 2. Calculate the density from PR-EOS given the PR-EOS pressure p∗, temper-
ature, and mass fraction, and check how many roots are obtained in the process ρ∗ =
pPR-EOS(p∗, T,ξi).

Step 3.1. If there is only one real value for ρ∗, then the PR-EOS pressure p∗ is chosen as
the corrected pressure.

Step 3.2. If there is more than one root for ρ∗, then the saturation pressure (psat) is given
by calculating the root, ∂ p/∂ ρ = 0, via PR-EOS. Generally, the one at the lower density value
(ρmin) would be selected from the two resulting roots. The saturation pressure (psat) is then
defined as the pressure corresponding to this root (ρmin).

Step 4. If the density that is given by the PR-EOS (ρ∗ = pPR-EOS(p∗, T,ξi),lowest density
root) is very similar to the density provided (ρ), like (ρ∗ − ρ)/ρ < 10−4, then return the
PR-EOS pressure p∗; otherwise, return the saturation pressure (psat).

In the case of DF methods or hybrid numerical schemes with a modified PR-EOS, it is
crucial to calculate the temperature (T) for a given set of pressure (p), density (ρ), and mass
fraction (ξi) using the modified PR-EOS (T = Tmodified-PR-EOS(p,ρ,ξi)). This can be expressed
as follows:

Step 1. Initial guess (Tguess) temperature according to the initial condition and the tem-
perature from the last time step.

Step 2. This Tguess is used to calculate the pressure, using modified PR-EOS, where the
state inside the vapor dome has already been corrected (pguess = pmodified-PR-EOS(Tguess,ρ,ξi)).

Step 3. If the pressure given by the modified PR-EOS (pguess = pmodified-PR-EOS(Tguess,ρ,ξi))
is very similar to the pressure given by the modified PR-EOS (p∗), e.g., (pguess−p∗)/p∗ < 10−6,
then the temperature Tguess is selected as the correct temperature, T = Tguess.

Step 4. Otherwise, the guess temperature is updated according to the secant method or
gradient descent or Newton method, and the criteria are p∗ = pmodified-PR-EOS(Tguess,ρ,ξi) and
(p∗ − p)/p < 10−6.

Step 5. The modified PR-EOS [86] also limits the speed of sound to a minimum value—the
minimum speed of sound value used in this paper is 1 m/s [86]. Three subcritical isotherms
of varying composition are depicted in Fig. 30 of Ref. [16] to showcase the modified PR-EOS.

2.8 Time Integration

To march the volume-averaged solution forward in time, an explicit second-order, four-
step low-storage Runge-Kutta method is used. Considering a simplified version of equation
∂tUi(t)≈ −

1
Vi

∑

j(F̃ jn j)A j

∂tUi(t) = Li(Ui), (2.43)

with L representing the right-hand side terms, a multi-step time integration from t = n to
t = n+ 1 reads

U
n+1,k
i = U

n
i + Ck∆tLi(U

n+1,k−1
i ), (2.44)

with k = 1, . . . , Nk,

U
n+1,0
i = U

n
i and U

n+1
i = U

n+1,Nk

i . (2.45)
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For the employed four-step method (Nk = 4), the coefficients are C1 = 0.11, C2 = 0.2766,
C3 = 0.5, C4 = 1. The global time step ∆t in the simulations is determined by the minimum
of the local time steps

∆t =min(∆t i), (2.46)

which are evaluated by the Courant-Friedrichs-Lewy (CFL) criterion as ∆t i = CFL
�

∆x i
|ui |+ci

�

.
The length scale ∆x i is calculated with a characteristic cell length li divided by the di-

mension Nd as ∆x i = li/Nd . ui is a characteristic velocity, ci the speed of sound. For viscous
flow, further details can be found in the references [49, 183].

2.9 A Real-fluid Hybrid Scheme

For near-critical thermodynamic conditions, a hybrid numerical model is used that can seam-
lessly switch between a fully conservative (FC) scheme and a quasiconservative (QC) scheme
under certain conditions [75]. The QC scheme usually uses a pressure evolution (PE) equa-
tion [85, 91, 159, 175, 176, 203] or the double-flux (DF) [2, 107] method. The DF method
is used here. Figure 2.2(a) provides a flowchart of the model. The time integration is per-
formed by an explicit, second-order-accurate low-storage four-step Runge-Kutta method with
an enhanced stability region, which has been discussed previously. The Courant-Friedrichs-
Lewy (CFL) value is generally set to 0.5 unless otherwise stated. The details of this model
will be shown in the following sections.

2.9.1 Fully Conservative Scheme with PR-EOS

The fully conservative scheme has been discussed in the previous section. Here, the com-
pressible Euler equations with the Peng-Robinson equation of state (PR-EOS) are adopted
to model the behavior of the liquid and gas components at near-critical conditions. Several
factors are neglected, including gravity, heat transfer (thermal conduction), viscous effects,
surface tension, and chemical reactions. These omissions are justified by the extremely short
interface interaction time in shock-droplet interaction. Gravity, heat transfer, and viscous ef-
fects may become relevant in longer-duration interactions or low-speed scenarios. Surface
tension can be disregarded in transcritical flows [86, 116, 124, 129, 131, 152, 197] because
the surface tension coefficient decreases significantly near the critical point.

The PR-EOS [137] is employed for both liquid and gas components.
In the fully conservative scheme, temperature is updated first, considering internal energy,

density, and components mass fractions. This is accomplished using a gradient descent or
Newton method. It should be noted that the convergence speed of the gradient descent or
Newton method for temperature calculation could be improved by utilizing the temperature
from the previous time step as an initial guess.

2.9.2 Quasiconservative Scheme with PR-EOS

Quasiconservative schemes, such as the DF method, have been developed in recent years and
are well suited for addressing the challenges posed by near-critical flow scenarios. The DF
method was initially proposed by Abgrall and Karni [2] for multi-component ideal-gas flows
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Figure 2.2: (a) Flowchart of the current numerical scheme: fully conservative scheme with PR-EOS/modified PR-
EOS and quasiconservative scheme (double-flux method) with PR-EOS/modified PR-EOS. (b) Schematic diagram
of the double flux model with the fluxes at the cell face i + 1/2. Reproduced with permission from [75].

and later extended by Billet and Abgrall [13] for ideal-gas reacting flow systems. Subse-
quently, high-order schemes based on the DF method have been developed [14, 106, 107].
Here the double-flux-based model [107, 108] is integrated to handle the current near-critical
flows.

The double-flux model is used when specific parameters that exceed certain recommended
values, as defined in the following two equations, are met:

∆Γ ∗i,max =max(|Γ ∗i+1 − Γ
∗
i |, |Γ

∗
i − Γ

∗
i−1|), (2.47)

∆e∗0,i,max =max(|e∗0,i+1 − e∗0,i|, |e
∗
0,i − e∗0,i−1|). (2.48)

In reference [16], it is recommended that ∆Γ ∗i,max = 1, ∆e∗0,i,max = 1000 kJ/kg. Under
these conditions, the fully conservative numerical scheme transitions to a quasiconservative
scheme based on the criteria mentioned earlier.
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The primary characteristic of the DF model [2, 13, 16, 107] is that it maintains the ef-
fective specific heat ratio (γ∗) and effective reference internal energy (e∗0) as constant values
in both space and time to mitigate spurious pressure oscillations and oscillations of other
physical parameters that may result from pressure fluctuations. Essentially, the relationship
between pressure and internal energy remains fixed in both space and time, effectively trans-
forming the local system into a calorically perfect gas system.

The parameters γ∗ and e∗0 are determined based on the values from the previous time step
to establish relations between internal energy and pressure [108]. This approach [2, 107]
is taken to prevent abrupt changes in γ∗ (Γ ∗) and e∗0 between cells, as such variations could
disrupt pressure equilibrium and induce spurious pressure oscillations. In this process, the
effective specific heat ratio (γ∗) is calculated as γ∗ = pc2/ρ, the effective reference internal
energy (e∗0) is obtained as e∗0 = e−Γ ∗p/ρ, and Γ ∗ is calculated as Γ ∗ = 1/(γ∗−1). These values
are held constant throughout all Runge-Kutta (RK) substeps within each time step to ensure
stability and accuracy. A schematic of the double-flux model is shown in Figure 2.2(b).

In each time step of the simulation, the following operations are implemented.
Step 1. Reconstruction and flux computation at the cell faces involves using the following

two equations for left and right face reconstructions:

c =
Æ

pγ∗/ρ, (2.49)

(ρE)∗ = ρe∗0 +
1
2
ρ|u|2 + Γ ∗p = ρe∗0 +

1
2
ρ|u|2 +

p
γ∗ − 1

. (2.50)

When reconstructing the total energy of the left-hand side (belonging to U L,n
i+1/2) of the

cell interface i + 1/2, the parameters γ∗i and e∗0,i of the left first cell i and the values pm, ρm,
and um of cell m are used to update (ρE)∗m of cell m (where m is part of the stencils used
to reconstruct U L,n

i+1/2), then the left-hand-side total energy is constructed according to the
corresponding scheme:

(ρE)nm = ρ
n
me∗,n0,i +

1
2
ρn

m|u
n
m|

2 +
pn

m

γ
∗,n
i − 1

. (2.51)

Similarly, when reconstructing the total energy of the right-hand side (belonging to UR,n
i+1/2)

of the cell interface i + 1/2, the parameters γ∗i+1 and e∗0,i+1 of the right first cell i + 1 and the
values pk, ρk, and uk of cell k are used to update (ρE)∗k of cell k (k belongs to stencils used to
reconstruct UR,n

i+1/2). The total energy of the right-hand side is then constructed accordingly:

(ρE)nk = ρ
n
k e∗,n0,i+1 +

1
2
ρn

k |u
n
k|

2 +
pn

k

γ
∗,n
i+1 − 1

. (2.52)

Step 2. Obtain the conservative variables and the corresponding primitive variables such
as velocity, density, and energy.

Step 3. Update other primitive variables such as pressure for each cell using Eq. (8):

p =
1
Γ ∗

�

ρE −ρe∗0 −
1
2
ρ|u|2
�

= (γ∗ − 1)
�

ρE −ρe∗0 −
1
2
ρ|u|2
�

. (2.53)

When updating pn+1
i of cell i, the frozen values γ∗,ni , e∗,n0,i , and Γ ∗,ni from the last substep n

and the updated un+1
i ,ρn+1

i , and (ρE)n+1
i are used,

pn+1
i =

1
Γ
∗,n
i

�

(ρE)n+1
i −ρ

n+1
i e∗,n0,i −

1
2
ρn+1

i |u
n+1
i |

2
�

, (2.54)
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pn+1
i = (γ∗,ni − 1)

�

(ρE)n+1
i −ρ

n+1
i e∗,n0,i −

1
2
ρn+1

i |u
n+1
i |

2
�

. (2.55)

Step 4. After obtaining the pressure, update the temperature using the equation of state
(EOS) based on density, pressure, and components mass fraction.

Step 5. Update other parameters such as speed of sound, enthalpy, and entropy based on
the temperature, pressure, density, velocity, total energy, and internal energy obtained.

At the end of all Runge-Kutta substeps within each time step, the total energy is updated.
This update is done according to ρE = ρe + 1

2ρ|u|
2 and thermodynamic relations ρE =

ρE(p,ρ, T,ξ) to ensure thermodynamic consistency since the temperature is updated after
the pressure.

In the QC scheme, pressure is obtained directly from the DF model and is, therefore, more
easily maintained as positive. The temperature is then updated according to the pressure,
density, and components mass fraction [107]. However, because different values of γ∗ and e∗0
are used for each cell, the two energy fluxes at a face are no longer the same, unlike in the FC
scheme. This can result in an energy conservation error. Nevertheless, it has been reported
[2, 107, 108] that the total energy conservation error decreases as the resolution increases
and the difference in γ∗ between neighboring cells decreases.

2.9.3 Hybrid Numerical Model with Modified PR-EOS

The hybrid numerical model, incorporating a modified PR-EOS, is introduced to address two
primary challenges:

1. Conservative scheme-induced problem: When using a FC method with the classical
PR-EOS, pressure is updated from temperature and density within each time step, involving
a complex nonlinear real-fluid EOS. During this process, numerical diffusion and dispersion
can result in negative pressure or induce pressure oscillations, which may lead to simulation
failures. FC schemes struggle to maintain pressure equilibrium across transcritical contact in-
terfaces. In contrast, QC schemes are more effective in reducing spurious pressure oscillations
and achieving positive pressures.

2. Vapor dome problem: The classical PR-EOS is designed for use outside the vapor dome,
and it needs to be modified to handle conditions within the vapor dome. In certain situations,
negative pressures can occur for specific density values at relatively low temperatures, and
the speed of sound may become complex valued in the vapor dome [109]. Inside the vapor
dome, the thermodynamic state described by the classical PR-EOS is either metastable, or
unstable or nonconvex.

To address the first issue, the QC scheme provides an effective solution. Moreover, by
reducing the high-order numerical scheme to a low-order numerical scheme, pressure oscil-
lations can be reduced.

To tackle the second issue, a modified PR-EOS [16] is introduced to approximate the fluid
state within the vapor dome region. This modified PR-EOS ensures that the speed of sound
remains above 1 m/s, enhancing the robustness of the numerical method when the state falls
within the vapor dome. It is important to note that phase separation is not expected [10,
182], and the proposed numerical procedure in Ref. [116] is adequate for resolving pressure
oscillations in transcritical flows.
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2.10 Summary

In this chapter, the numerical and physical modeling for compressible multi-component flows
including surface tension, cavitation, turbulence and real-fluid effects are discussed in detail.

From the numerical aspect, THINC-TDU is adopted to the upwind-based scheme and high-
order central scheme, improving the surface tension, cavitation, turbulence and real-fluid
results with sharpening interface on compact stencils.

From the physical aspect, thermodynamic relations are provided for liquid, vapor and
non-condensable gases, enabling physical modeling of cavitation, turbulent jet flow, etc. Real-
fluid effects are included via (modified) Peng-Robinson equation of state (PR-EOS), allowing
physical modeling of near-critical flows.

These improve the CATUM solver’s ability to handle simulations involving surface tension,
cavitation, turbulence and real-fluid effects. They form the basis for the subsequent research
presented in the following chapters.





Chapter 3

Accomplishments

This chapter provides a concise overview of the accomplishments associated with the thesis.
The current state of the art is given for each topic. The achievements are published in three
first-author publications [73–75], which are included in the Appendix.

3.1 A Numerical Scheme for Compressible Multi-Component Flows In-
cluding Surface Tension, Cavitation, Turbulence Modeling, and Inter-
face Sharpening on Compact Stencils

3.1.1 State of the Art

Two numerical methodologies are typically employed for dealing with interfacial problems
encountered in multi-component flows: those that assume sharp interfaces and those that
rely on mixture assumptions. Given that the flow field and material properties are typically
discontinuous across the interface between different phases or components, the treatment of
material boundaries represents a pivotal challenge.

The achievement of sharp interfaces is typically accomplished through the utilisation of
various techniques, including front-tracking (FT) [26, 186], level-set methods (LS) [136,
160, 174], and geometric interface reconstruction (GIR) based volume of fluid methods
(VOF) [64, 188], such as piecewise-linear interface calculation (PLIC) [207] and the isoAd-
vector Method [149]. However, they are computationally expensive.

In general, diffuse interfaces are introduced by phase field models (PF) [24, 69, 70, 84,
126] or (interface capturing type) algebraic interface sharpening (AIS) based models, where
no clear boundary between phases exists and the interface often encompasses more than
a single cell. Phase-field methods are limited in their applicability to realistic two-phase
problems in industry. The AIS approach has the significant advantage of allowing a single set
of equations to be used to describe the two-phase flow properties throughout the domain,
obviating the need for explicit tracking of the sharp interface.

Approaches with diffuse interfaces are very effective and can be used in three-dimensional
cases with different fluid components. These diffuse-interface effects approximate the be-
haviour of a sharp gradient as the size of the mesh approaches zero. Diffuse-interface ap-
proaches for the simulation of compressible two-phase flows can be categorised into a num-
ber of distinct types, including: the four-equation model [1, 2, 6, 32, 39, 45, 88, 115, 116,
134, 184], the five-equation model [6, 82], the Baer-Nunziato model [7, 11, 113, 154–156,
178], etc.

The mass fraction-based four-equation model is capable of accounting for an additional
component with an additional species-mass conservation equation, in contrast to the volume
fraction-based five-equation model, which necessitates the inclusion of two equations for an

29
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additional species. Consequently, the five-equation model requires additional computational
effort. A key benefit of a mass fraction-based four-equation model [1, 2, 6, 32, 39, 45,
88, 113, 115, 116, 134, 155, 184] (in comparison to an LS formulation) is its capacity to
accommodate flows where the species front is initially absent but forms during the calcula-
tion process (as in chemical reactions, cavitation, or condensation). While gamma-transport
based four equation models [166] are optimal for stiffened gas-type EOS, mass-fraction-based
four equation models can be effectively applied to real-fluid models. Besides, the BN model
extends beyond traditional four- or five-equation models by incorporating interfacial forces,
phase changes and phase compressibility [113, 155, 156]. BN approaches exhibit high nu-
merical complexity, including detailed interface tracking, and necessitate the use of closure
models for interface terms. This considerably complicates their applicability to industrial
problems in the dual-fuel domain.

In essence, the approach is grounded in a four-equation model based on the mass frac-
tion, which offers a straightforward means of incorporating additional species (dual-fuel con-
ditions), is well-suited to real-fluid effects, and can be readily applied to complex flows in-
cluding cavitation. In the following section, a discussion is presented on the advantages of
AIS methods, with a particular focus on THINC-based approaches.

AIS methods strive to algebraically reconstruct the two-phase interface or modify the
right-hand side (RHS) of the governing equations in order to avoid excessive interfacial dif-
fusion, at relatively low additional computational cost. Examples of such methods include
the Flux-Corrected Transport (FCT) scheme [15, 151, 209], post-processing anti-diffusion
methods [169, 170], the Tangent of Hyperbola for INterface Capturing (THINC) method [34,
200, 201], Compressive Interface Capturing Schemes for Arbitrary Meshes (CICSAM) [188],
additional (artificial) compression term approaches [130, 153, 165, 198], bounded variation
or TVD methods [21, 132, 171], ENO or WENO approaches [79, 163, 190], Multidimen-
sional Universal Limiters with Explicit Solution (MULES) [38, 98], High Resolution Interface
Capturing schemes (HRIC) [125], adjusting the limiters in the TVD-MUSCL scheme [98] or
the weighting coefficients in the WENO scheme [72, 103] and the development of Riemann
solvers.

Among the various AIS methods, the THINC-based approaches are promising options be-
cause it generally requires less computational effort. In the THINC method presented by Xiao
[200], the hyperbolic tangent function was employed to evaluate the numerical flux for the
advection equation of the VOF function, with the objective of calculating the moving inter-
face algebraically (without complex geometric reconstruction). To perform multidimensional
calculations, the numerical flux for each direction was determined by operator splitting. Sub-
sequently, the research was focused on improving the description of the interface shape and
avoiding the surface curvature.

The THINC method has thus far been developed and employed for the simulation of mul-
tiphase flows. However, it should be noted that THINC-based methods have been studied
to a limited extent for complex compressible multi-component applications involving shock
waves, turbulence, cavitation, real-fluid effects and moving interfaces. Daniel [20] employed
THINC in the MUSCL scheme for incompressible multiphase flows. In order to simulate a su-
personic liquid jet [112], a five-equation model was combined with a volume fraction THINC
when capillary forces were neglected. A five-equation model combined with a density THINC
was further implemented to simulate atomization [52]. Nonomura et al. [127] developed the
THINC method with two compressible fluids and sharpened the volume fraction only, while
Shyue and Xiao [167] presented a single-fluid multi-component flow model and used the
reconstructed volume fraction to extrapolate other conservative parameters across the cell
interface, both neglecting the surface tension. It is further noted that a recent development
(VOF-based) [25] or ongoing work [65, 66] of the THINC-based method is the combination
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with the AMR technique in multiphase simulation, but it is still not fully capable for the
complex compressible simulation involving cavitation flow, turbulent flow and real-fluid ef-
fects with increasing computational cost. Furthermore, coupled methods such as THINC-LS
[139] and THINC-LS-VOF [89] were developed to enhance the description of interfaces and
numerical accuracy. However, they typically necessitate significantly greater computational
resources to achieve optimal performance. The aforementioned THINC-based method is typ-
ically employed to reconstruct the volume fraction of a five-equation model. In such models,
the direct consideration of a Riemann solver of the cell interface is not a common occur-
rence. Rather, the relationship between pressure and density, as well as internal energy, is
decoupled in the reconstruction process. Furthermore, realistic flows, such as viscous terms,
surface tension, gravity, real-fluid effects, and cavitation, are typically ignored or not fully
considered.

3.1.2 Summary of the Publication

Yu Jiao *, Steffen J. Schmidt, Nikolaus A. Adams. (2024). An All-Mach Consistent Nu-
merical Scheme for Simulation of Compressible Multi-Component Fluids Including Surface
Tension, Cavitation, Turbulence Modeling and Interface Sharpening on Compact Stencils.
Computers & Fluids. [73]

This publication proposes a robust four equation model using one-fluid multi-component
thermodynamics relations as well as an all-Mach number consistent THINC-TDU method,
which prevents two-phase interfaces from smearing. Surface tension effects, viscous effects,
gravity effects, as well as shock-wave phenomena have been assessed and the results are
in good agreement with well-known reference results. The simulation of a liquid jet in a
dual-fuel environment demonstrates the suitability of the methodology to complex real-world
engineering applications.

An implementation of the methodology into existing MUSCLE or WENO-type compress-
ible finite volume methods on block structured meshes is presented. A significant improve-
ment of predicted details in compressible two-phase flows is reached while the additional
computational costs are negligible. This is achieved by combining an algebraic sharpening
method with a thermodynamically consistent correction procedure in the flux computation
without the need of complex geometric reconstruction approaches.

The approach has been implemented into the in-house code CATUM [45, 158, 184, 185]
validated against a series of references and has extended to be suitable for sub-grid turbu-
lence modelling. A shock-droplet test-case in near critical conditions with a real-fluid model
show that current results are superior to WENO3-JS and OWENO3 schemes (if using the
same mesh resolution). In addition to gas bubble collapse, vapor bubble collapse was also
performed to prove that the two-phase interface between liquid and vapor can also be sharp-
ened using the current scheme. This demonstrates the ability of the current scheme to handle
cavitation-related cases containing both condensable vapor and non-condensable gas, such
as atomization using cavitation nozzles. The simulation of a three-dimensional turbulent jet
flow with surface tension and viscous effects also demonstrates the high performance of the
current scheme.

In short, these accomplishments based on compact stencils are applicable to various ther-
modynamic models for compressible flow with multi-component fluids, including the follow-
ing features:

· Viscosity, gravity, surface tension, real-fluid and cavitation effects are considered, cov-
ering liquid, vapor, and non-condensable gas cases, such as low Mach flow and shock bub-
ble/droplet interaction.

· A high-order improvement is proposed with iLES for turbulence modeling.
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· THINC-based reconstruction functions are applied separately to sharpen the liquid-gas
and liquid-vapour interfaces.

· Numerical and thermodynamic consistency between variables is ensured and the effects
of the Riemann solver are included.

3.1.3 Individual Contributions of the Candidate

This article was published in the international peer-reviewed journal Computers & Fluids
[73]. My contribution to this research paper was to propose the concept and idea of the
paper, complete the programming codes and numerical methods, perform the validations,
analyse the results, and write the manuscript.

3.2 Simulating Shock Interaction with a Cavity-Embedded Cylinder/Droplet
Using a Real-Fluid Hybrid Scheme at Near-Critical Conditions

3.2.1 State of the Art

While there have been numerous studies of transcritical fluids in low-speed convective en-
vironments, where fluid evaporation is significantly influenced by viscous effects and heat
conduction [22, 28, 117, 119, 204–206], research on the interaction of transcritical fuel
cylinders/droplets with shock waves or high-speed flows is limited. Obtaining detailed ex-
perimental data on such flows, particularly at high pressures and temperatures, remains a
challenge. Therefore, numerical experiments have become essential for such flows at near-
critical conditions in high-pressure, high-speed propulsion systems.

Classical simulations of shock-bubble interactions (SBIs) [57, 66, 90, 93–95, 128, 140,
145, 179, 180, 210] and shock-droplet interactions (SDIs) [32, 42, 50, 54, 120, 157, 189,
195] have been extensively studied, focusing primarily on scenarios involving pure droplets
or pure bubbles. However, these studies have predominantly investigated subcritical and
supercritical conditions, with limited investigation of near-critical or transcritical conditions.
Fluids near their critical points exhibit distinct physical properties that differ significantly
from classical liquid droplets or ideal gas bubbles [1, 8, 144], requiring a unique approach.
It is noteworthy that investigations [16, 17, 187] have not addressed the detailed simulation
of real three-dimensional interface deformation at near-critical conditions.

Moreover, the interaction between shock waves and droplets containing gas or vapor-filled
cavities, as well as the interaction between shock waves and bubbles containing droplets, rep-
resents a relatively unexplored area within the context of SDIs and SBIs. A significant knowl-
edge gap remains regarding the interaction between shock waves and droplets containing
embedded gas cavities, particularly under near-critical conditions and in three-dimensional
scenarios. Previous investigations in this field have primarily focused on scenarios charac-
terised by low temperatures and low pressures [48, 102, 123, 162, 191, 193, 199].

3.2.2 Summary of the Publication

Yu Jiao *, Steffen J. Schmidt, Nikolaus A. Adams. (2024). Simulating Shock Interaction
with a Cavity-Embedded Cylinder/Droplet Using a Real-Fluid Hybrid Scheme at Near-Critical
Conditions. Physical Review Fluids. [75]
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This publication investigates the behaviour of two-dimensional and three-dimensional nu-
merical simulations of a droplet with an embedded gas cavity subjected to a normal shock
wave at near-critical conditions. The approach involves modeling the cylinder/droplet and
the surrounding gas flow using the compressible multi-component equations, incorporating
real-fluid thermodynamic relationships, and implementing a finite-volume-based hybrid nu-
merical framework capable of capturing shocks and interfaces. To establish the reliability
of the approach, it is validated against reference data, demonstrating excellent agreement.
Mesh independence studies are conducted using both qualitative and quantitative method-
ologies.

This paper presents a series of significant enhancements to the CATUM solver, including
the integration of a hybrid numerical scheme with a double flux (DF) model and a (modi-
fied) real-fluid model. These developments enable shock-droplet simulations at near-critical
conditions with the following features:

· Extension to 3D: The numerical model and scheme have been extended to three dimen-
sions. Detailed validations and mesh independence studies are included, along with extensive
investigations of numerical scheme, computational domain and boundary condition effects
at near-critical conditions.

· High-Resolution 3D Simulations: Utilizing over 434 computational finite volumes per
initial droplet/cylinder diameter, this translates to over 0.87 billion finite volumes in total,
representing the largest droplet simulation undertaken at near-critical conditions so far.

· Novel Configuration: This study introduces a novel configuration, designated the “Cavity-
Embedded n-Dodecane Cylinder/Droplet”, which is examined under near-critical conditions.

In particular, the following observations have been made:
· Distinct wave patterns and morphology changes: The presence of an internal gas cav-

ity significantly alters the observed wave patterns and interactions. A detailed analysis of
various parameters, including cylinder and internal bubble morphological changes, provides
valuable in-sights into shock-induced deformation and wave interactions. The internal struc-
tures observed resemble those reported in numerical and experimental studies of shocked
light bubbles. Interestingly, while the wave patterns at near-critical conditions are similar to
those obtained in the case with the cylinder consisting of SF6 in air at subcritical conditions,
the deformation behavior of the current cylinder under near-critical conditions is more akin
to that of a water column in air under subcritical conditions.

· Vortex formation and baroclinic effects: The simulations demonstrate the emergence of
vortices and the deposition of vorticity on the surfaces of the cylinder or droplet. Vortices
develop on the external surfaces, and the presence of the gas cavity has a notable impact on
the creation of liquid mushroom jets, vortex structures, and the rupture of the cavity bubble,
all of which contribute to the deformation of the interface.

· Enstrophy and mixing: Enstrophy, reflecting the mixing process, evolves over time. The
presence of the gas cavity results in increased enstrophy due to internal jet formation and
distortion of the mushroom structure. The generation of baroclinic vorticity intensifies en-
strophy, promoting liquid-gas mixing.

· Center-of-mass redistribution: The analysis includes the drift of the center-of-mass posi-
tion and velocity. The presence of the gas cavity enhances the shift velocity in both cylinder
and droplet cases.

· Three-dimensional interface deformation: Three-dimensional simulations are crucial for
revealing complex, deformed structures near the two-phase interface, such as ligaments,
lobes, petal shapes, and toroidal structures. These features, along with the three-dimensional
vorticity distribution, cannot be captured by two-dimensional simulations. A comparative
analysis is conducted to examine the similarities and differences between the cases involving
droplets and the cylindrical column. Interestingly, the deformation of the droplet shell at
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near-critical conditions resembles that of a water droplet containing a cavity in air under
subcritical conditions, exhibiting similar ringlike structures and the transverse jet. While
the simulations are comparable to the characteristics of shear-induced entrainment for a
chosen mass fraction, a complete understanding of the underlying physics requires further
experimental validation.

3.2.3 Individual Contributions of the Candidate

This article was published in the international peer-reviewed journal Physical Review Fluids
[75]. My contribution to this research paper was to propose the concept and idea of the
paper, complete the programming codes and numerical methods, perform the validations,
analyse the results, and write the manuscript.

3.3 Effect of Gas Cavity Size and Eccentricity on Shock Interaction with
a Cylinder at Near-critical Conditions

3.3.1 State of the Art

Shock-cylinder interactions (SCIs) are valuable studies as the liquid/gas cylinder spans a wide
range of angles between pressure and density gradient, thereby supporting various degrees
of baroclinic production. SCIs are more accessible to experimental study than shock-droplet
interactions (SDIs) and shock-bubble interactions (SBIs). SCIs have been extensively studied
for many years [40, 41, 57, 67, 68, 99, 168, 194, 196], both numerically and experimentally.
However, these studies have predominantly explored subcritical and supercritical conditions,
with limited investigation into transcritical conditions.

Furthermore, the interaction between shock waves and cylinders containing gas cavities
is rarely explored for transcritical cases. Previous investigations in this field have mainly
focused on scenarios with low temperatures and pressures at ambient conditions [48, 102,
105, 162, 193, 195, 199, 202]. Only a few studies have examined the impact of cavity size
or position on shock-cylinder interaction [48, 195, 199, 202]. A few studies have explored
shock interactions with the droplet [16] and the shock interaction of a droplet above the
critical pressure at varying temperatures [17]. These studies have provided insights into the
early deformation behavior and mixing efficiency of high-pressure fuel injection but have not
addressed the effects of the cavity. Moreover, there is a significant gap in understanding the
interaction between shock waves and cavity-embedded cylinders with varying parameters at
near-critical conditions.

3.3.2 Summary of the Publication

Yu Jiao *, Steffen J. Schmidt, Nikolaus A. Adams. (2024). Effect of Gas Cavity Size
and Eccentricity on Shock Interaction with a Cylinder at Near-critical Conditions. Physics of
Fluids. [74]

This publication employs numerical experiments to investigate the interaction of a planar
shock wave with a fuel cylinder, involving eccentric and concentric cavities with varying ra-
dius, at transcritical conditions. This research is the first to investigate the effects of varying
cavities on a fuel cylinder at transcritical conditions using a hybrid scheme with a real-fluid
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model. The findings provide valuable insights for practical applications in a variety of trans-
critical environments and high-speed propulsion systems.

The effects of gas cavity size, eccentricity angle and distance on the shock–cylinder in-
teraction with the intricate layered fluid/interfaces at near-critical conditions are elucidated
through detailed simulations, each considering real-fluid effects. Specifically, various cases
involving eccentric and concentric cavities with different cavity radii (0-0.875R), eccentric-
ity angles (0-180°), and distances(0R-0.45R) are analyzed. The paper also includes mesh
independence studies for the case with a cavity. These factors significantly impact various
properties of fuel cylinders at near-critical conditions, leading to the following observations:

· Pronounced Wave Patterns and Morphological Changes: Gas cavity size and eccentric-
ity significantly alter wave patterns and shock-induced deformation. Detailed examinations
cover the early and late stages of wave interaction, including shock impingement and evolu-
tion, along with morphological changes like jet formation and cavity breakup. The stream-
wise distance between the upstream pole of the cavity and the cylinder crucially affects wave
pattern evolution. Asymmetric properties emerge when the cavity is not centered on the
equator, leading to unequal cavity sizes. However, the wave pattern outside the cylinder
remains largely unaffected by varying cavity sizes in the early stages. Comparisons with
subcritical cases are drawn.

· Vortex Generation and Baroclinic Effects: Simulations reveal the emergence of vortices
and the deposition of baroclinic vorticity on cylinder and cavity surfaces. Vortices form on
external surfaces, and the presence of a gas cavity significantly impacts liquid mushroom jet
creation, vortex structures, and cavity rupture, contributing to interface deformation. Vor-
tices on cavity surfaces exhibit opposite characteristics to those on the cylinder. Additionally,
cavities not centered on the cylinder’s equator exhibit asymmetric vortex distributions along
the axis.

· Circulation Analysis: Variations in negative circulation, positive circulation, total real cir-
culation, and total absolute circulation (TAC) over time are thoroughly documented. Interac-
tion between the cavity and cylinder surfaces affects circulation development, with reduced
TAC observed when the gap between them is small. Thinner gaps lead to earlier reductions
compared to full cylinder cases. Concentric cavity scenarios (especially for cavity radius of
0.375R to 0.625R) show potential for enhancing circulation performance, aiding the mixing
process.

· Theoretical Model for Deposited Circulation: An analytical model for deposited circula-
tion is proposed by appropriately combining the YKZ and ZZ models, which agrees well with
numerical findings for cases involving smaller cavities (r= 0.000R-0.625R).

· Prediction fit for center-of-mass displacement: Four predictive fits for the centre-of-mass
position of the shocked cylinder under near-critical conditions are obtained. These fits, which
are tailored for cases involving cavities of varying sizes, eccentricity angles, and distances, are
as follows: the Time-Size Polynomial Prediction Fit (TS-PPF), the Time-Eccentricity Polyno-
mial Prediction Fit (TE-PPF), the Time-Eccentricity Distance Polynomial Prediction Fit (TED-
PPF), and the Connecting Rod Prediction Fit (CRPF). These fits demonstrate good predictive
performance and offer valuable insights into the mixing behaviour of liquid fuel sprays in a
diverse range of near-critical environments and high-speed propulsion systems.

3.3.3 Individual Contributions of the Candidate

This article was published in the international peer-reviewed journal Physics of Fluids [74].
My contribution to this research paper was to propose the concept and idea of the paper,
complete the programming codes and numerical methods, perform the validations, analyse
the results, and write the manuscript.
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Chapter 5

Discussion with Respect to the State of the Art,
Conclusion and Outlooks

This work focuses on the numerical and physical modeling of compressible multi-component
flows, which encompasses surface tension, cavitation, turbulence and real-fluid effects with
interface sharpening on compact stencils. This makes CATUM solver more powerful in com-
plex real-world engineering applications. Potential applications include jet flow in a dual-fuel
environment, shock-fuel interaction and transcritical flows in propulsion systems.

Firstly, in the context of internal combustion engines, there are complex multi-component
turbulent flows. The dissipation for the fuel-gas interfaces motivates the development of a
robust numerical method that does not require a change to the four-stencil compact scheme
of CATUM and is highly efficient.

The THINC method [200] has thus far been developed and employed for the simulation of
multiphase flows. However, it should be noted that THINC-based methods have been studied
to a limited extent for complex compressible multi-component applications involving shock
waves, turbulence, cavitation, real-fluid effects and moving interfaces. Daniel [20] employed
THINC in the MUSCL scheme for incompressible multiphase flows. In order to simulate a su-
personic liquid jet [112], a five-equation model was combined with a volume fraction THINC
when capillary forces were neglected. A five-equation model combined with a density THINC
was further implemented to simulate atomization [52]. Nonomura et al. [127] developed the
THINC method with two compressible fluids and sharpened the volume fraction only, while
Shyue and Xiao [167] presented a single-fluid multi-component flow model and used the
reconstructed volume fraction to extrapolate other conservative parameters across the cell
interface, both neglecting the surface tension. It is further noted that a recent development
(VOF-based) [25] or ongoing work [65, 66] of the THINC-based method is the combination
with the AMR technique in multiphase simulation, but it is still not fully capable for the
complex compressible simulation involving cavitation flow, turbulent flow and real-fluid ef-
fects with increasing computational cost. Furthermore, coupled methods such as THINC-LS
[139] and THINC-LS-VOF [89] were developed to enhance the description of interfaces and
numerical accuracy. However, they typically necessitate significantly greater computational
resources to achieve optimal performance. The aforementioned THINC-based method is typ-
ically employed to reconstruct the volume fraction of a five-equation model. In such models,
the direct consideration of a Riemann solver of the cell interface is not a common occur-
rence. Rather, the relationship between pressure and density, as well as internal energy, is
decoupled in the reconstruction process. Furthermore, realistic flows, such as viscous terms,
surface tension, gravity, real-fluid effects, and cavitation, are typically ignored or not fully
considered.

In current work, the THINC-TDU method is initially applied as a means of sharpening the
interfaces and significantly enhancing the accuracy of predictions in compressible two-phase
flows. The additional computational costs are minimal. This is achieved by combining an al-
gebraic sharpening method with a thermodynamically consistent correction procedure in the

39
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flux computation, thus obviating the need for complex geometric reconstruction approaches.
The impact of surface tension, viscous effects, gravity, and shock-wave phenomena have been
evaluated, and the outcomes align with established benchmarks. It has also been extended
to be suitable for sub-grid turbulence modeling. A shock-droplet test case in near-critical
conditions with a real-fluid model demonstrates that the current results are superior to those
obtained using the WENO3-JS and OWENO3 schemes (assuming the same mesh resolution).
In addition to gas bubble collapse, vapor bubble collapse was also performed to demonstrate
that the two-phase interface between liquid and vapor can be sharpened using the current
scheme. This illustrates the capacity of the current scheme to address cavitation-related
cases that contain both condensable vapor and non-condensable gas, such as atomization us-
ing cavitation nozzles. The simulation of a three-dimensional turbulent jet flow with surface
tension and viscous effects also exemplifies the high performance of the current scheme.

Having studied turbulent jet flow, it is evident that observing the detailed evolution of
fuel-gas interfaces is a worthwhile endeavour. It is therefore natural to study the evolution of
a single fuel droplet. In high-speed propulsion, it is crucial to consider the effects of real-fluid
and shock, which represent a natural transition from normal thermodynamic conditions un-
der incompressible or weakly compressible flow to critical thermodynamic conditions under
higher compressible flow.

While there have been numerous studies of transcritical fluids in low-speed convective
environments, where fluid evaporation is significantly influenced by viscous effects and heat
conduction [22, 28, 117, 119, 204–206], research on the interaction of transcritical fuel
cylinders/droplets with shock waves or high-speed flows is limited. Obtaining detailed ex-
perimental data on such flows, particularly at high pressures and temperatures, remains a
challenge. Therefore, numerical experiments have become essential for such flows at near-
critical conditions in high-pressure, high-speed propulsion systems.

Classical simulations of shock-bubble interactions (SBIs) [57, 66, 90, 93–95, 128, 140,
145, 179, 180, 210], shock-droplet interactions (SDIs) [32, 42, 50, 54, 120, 157, 189, 195]
and Shock-cylinder interactions (SCIs) [40, 41, 57, 67, 68, 99, 168, 194, 196] have been
extensively studied, focusing primarily on scenarios involving pure droplets, pure bubbles
or pure cylinders. However, these studies have predominantly investigated subcritical and
supercritical conditions, with limited investigation of near-critical or transcritical conditions.
Fluids near their critical points exhibit distinct physical properties that differ significantly
from classical simulations, requiring a unique approach.

Moreover, the interaction between shock waves and droplets containing gas or vapor-filled
cavities, as well as the interaction between shock waves and bubbles containing droplets, rep-
resents a relatively unexplored area within the context of SDIs and SBIs. A significant knowl-
edge gap remains regarding the interaction between shock waves and droplets containing
embedded gas cavities, particularly under near-critical conditions and in three-dimensional
scenarios. Previous investigations in this field have primarily focused on scenarios charac-
terised by low temperatures and low pressures [48, 102, 123, 162, 191, 193, 199].

A few studies have explored shock interactions with the droplet [16] and the shock in-
teraction of a droplet above the critical pressure at varying temperatures [17]. These studies
have provided insights into the early deformation behavior and mixing efficiency of high-
pressure fuel injection but have not addressed the effects of the cavity. Furthermore, there is
a significant gap in understanding the interaction between shock waves and cavity-embedded
cylinders with varying parameters.

In high-speed propulsion systems, enhancing the interaction between shock waves and
fuel-gas interfaces is crucial for enhancing mixing, reducing combustion distances and re-
ducing engine volumes. This thesis examines the intricate interactions of shock waves with
a cylinder or droplet containing a gas cavity, particularly under near-critical thermodynamic
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conditions. The effects of gas cavity size, eccentricity angle and eccentricity distance on the
shock-cylinder interaction with the intricate layered fluid/interfaces at near-critical condi-
tions are elucidated through detailed simulations, each considering real-fluid effects. Specifi-
cally, various cases involving eccentric and concentric cavities with different cavity radius (0-
0.875R), eccentricity angles (0-180°) and distances (0R-0.45R) are analyzed. The presence of
a gas cavity has a significant impact on the properties of the cylinder or droplet, including flow
wave patterns, morphological changes, vortex formation, enstrophy, and three-dimensional
developmental characteristics. The following observations were obtained:

· Distinct Wave Patterns and Morphology Changes: The internal structures observed re-
semble those reported in numerical and experimental studies of shocked light bubbles. In-
terestingly, while the wave patterns at near-critical conditions are similar to those obtained
in the case with the cylinder consisting of SF6 in air at sub-critical conditions, the deforma-
tion behavior of the current cylinder under near-critical conditions is more akin to that of a
water column in air under sub-critical conditions. Besides, gas cavity size and eccentricity
significantly alter wave patterns and shock-induced deformation. The streamwise distance
between the upstream pole of the cavity and the cylinder crucially affects wave pattern evo-
lution. Asymmetric properties emerge when the cavity is not centered on the equator, leading
to unequal cavity sizes. However, the wave pattern outside the cylinder remains largely un-
affected by varying cavity sizes in the early stages. Comparisons with sub-critical cases are
drawn.

· Vortex Formation and Baroclinic Effects: The simulations demonstrate the emergence of
vortices and the deposition of vorticity on the surfaces of the cylinder or droplet. Vortices
develop on the external surfaces, and the presence of the gas cavity has a notable impact on
the creation of liquid mushroom jets, vortex structures, and the rupture of the cavity bubble,
all of which contribute to the deformation of the interface. Vortices on cavity surfaces exhibit
opposite characteristics to those on the cylinder. Additionally, cavities not centered on the
cylinder’s equator exhibit asymmetric vortex distributions along the axis.

· Enstrophy and Mixing: Enstrophy, reflecting the mixing process, evolves over time. The
presence of the gas cavity results in increased enstrophy due to internal jet formation and
distortion of the mushroom structure. The generation of baroclinic vorticity intensifies en-
strophy, promoting liquid-gas mixing.

· Circulation Analysis and Theoretical Model for Deposited Circulation: Variations in neg-
ative circulation, positive circulation, total real circulation, and total absolute circulation
(TAC) over time are thoroughly documented. Interaction between cavity and cylinder sur-
faces affects circulation development, with reduced TAC observed when the gap between
them is small. Thinner gaps lead to earlier reductions compared to full cylinder cases. Be-
sides, successful prediction of deposited circulation for concentric scenarios at near-critical
conditions is achieved. Theoretical results from properly combining YKZ and ZZ models
align well with numerical results for smaller cavity cases (r=0.000R-0.625R). However, for
larger cavity cases, cavity-cylinder contact and induced coupling effects distort theoretical
predictions. The normal distance between cavity and cylinder center has minimal effect on
circulating production in early stages.

· Prediction Fit for Centre-of-Mass Displacement: The analysis includes the drift of the
center-of-mass position and velocity. The presence of the gas cavity enhances the shift veloc-
ity in both cylinder and droplet cases. Four predictive fits for the center-of-mass position of
shocked cylinders at near-critical conditions demonstrate excellent predictive performance.
TS-PPF, TE-PPF, and TED-PPF are proposed for cases involving cavities of various sizes, ec-
centricity angles, and eccentricity distances. The hybrid fit (CRPF) incorporates evolution
time, cavity size, and eccentricity, with minimal effect from the normal distance between
cavity and cylinder center.
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· Three-Dimensional Interface Deformation: Three-dimensional simulations are crucial
for revealing complex, deformed structures near the two-phase interface, such as ligaments,
lobes, petal shapes, and toroidal structures. These features, along with the three-dimensional
vorticity distribution, cannot be captured by two-dimensional simulations. A comparative
analysis is conducted to examine the similarities and differences between the cases involving
droplets and the cylindrical column. Interestingly, the deformation of the droplet shell at
near-critical conditions resembles that of a water droplet containing a cavity in air under
sub-critical conditions, exhibiting similar ring-like structures and the transverse jet. While
the simulations are comparable to the characteristics of shear-induced entrainment for a
chosen mass fraction, a complete understanding of the underlying physics requires further
experimental validation.

This study offers insights into mixing processes at near-critical conditions, with potential
engineering applications in high-speed propulsion systems utilizing liquid fuel sprays. Future
research may involve more extensive experimental investigations to deepen understanding
of underlying mechanisms and disintegration processes.

For the advancement of SDIs and SCIs at near-critical conditions, the development of mul-
tiscale modeling approaches that integrate microscale, mesoscale and macroscale phenom-
ena is of great importance. Molecular dynamics (MD) simulations provide detailed insights
at the microscale, which are essential for understanding very fundamental interactions. The
Lattice Boltzmann method (LBM) serves to bridge the gap at the mesoscale, thereby enabling
the capture of fluid dynamics in instances where the application of continuum assumptions
may prove to be inadequate. At the macroscale, FVM is employed to solve large-scale fluid
dynamics equations. Integrating MD, LBM with FVM allows more physics to be included
in macroscale models, thereby facilitating fundamental research and complex engineering
problems. This multiscale approach serves to enhance the development of efficient, high-
precision, and robust algorithms for compressible multi-component flows [111].

Subsequent investigation could focus on more specific issues related to compressible
multi-component flows. For example, bubble clouds and cavitation nucleation [56, 110, 150,
192] is of paramount importance for the comprehension of the dynamics of compressible
multi-component flows. The collective behaviour of numerous bubbles gives rise to bubble
clouds, which significantly influence fluid properties and can lead to complex phenomena
such as shock wave propagation and bubble-bubble interaction. The cavitation nucleation
plays a pivotal role in various engineering applications, from hydraulic machinery to biomed-
ical devices. To address these phenomena, comprehensive models that incorporate both
physical principles and advanced numerical techniques are required, ensuring accurate pre-
diction and control of bubble dynamics and cavitation processes. A two-way coupling method
can be effectively employed to address bubble dynamics by utilising motion equations such
as the Rayleigh-Plesset (RP) and Keller-Miksis (KM) equations. In this approach, particles
can be used to represent underresolved bubbles. The latest codes [71, 100, 101] from CFD
Community have been successfully implemented in the transition from the Eulerian (E) to
Lagrangian (L) phases for cavitating flows. Nevertheless, additional validation of the criteria
governing this transition is necessary to guarantee seamless phase transitions and to enhance
the predictive capabilities of bubble dynamics models in multiphase flow simulations.

For surface tension effects, future advances could integrate machine learning techniques
with physical principles to develop more robust and reliable models [19]. It is noted that
Google, NVIDIA, and Baidu are developing frameworks for machine learning and partial
differential equations, thereby enabling AI4CFD (Artificial Intelligence for Computational
Fluid Dynamics). However, achieving higher model accuracy with fewer training resources
remains a challenge. It is therefore essential that the evolution of physics-informed machine
learning [83, 114, 142, 143], interpretable and lightweight neural network architectures
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[104, 164], and strong generalization capabilities of the trained model be pursued.
Furthermore, as developers, our objective should be to provide efficient, high-precision,

and robust algorithms for compressible multi-component flows encountered in complex en-
gineering problems. Nevertheless, there is still considerable scope for further progress. A
number of software packages have been developed to address the field of computational
fluid dynamics, including ALPACA, JAX-Fluids, CATUM, OpenFOAM, Basilisk, MFC, UCNS3D,
SU2, JAX-CFD, FluidX3D, SPHinXsys, PyFR, AMRVC, Lesgo, DUGKS-GPU, HORSES3D, BIM-
BAMBUM, MFiX, ECOGEN and so on. However, despite the existence of these solvers, there is
a lack of communication and collaboration between them, with development remaining iso-
lated. This results in the replication of certain functionalities and the ineffective dissemina-
tion of the most sophisticated algorithms. While some solvers have incorporated compressible
multi-component/multi-phase flow algorithms, their development has been relatively slow.
The challenge lies in coupling physical mechanisms with engineering applications, ensuring
a solid foundation in mathematical and physical theory, alongside experimental validation.

All in all, the study of compressible multi-component flows represents a compelling av-
enue of scientific inquiry. In order to fully comprehend related phenomena, it is essential
to adopt a fundamental approach which emphasises the role of physics as the underlying
foundation. By integrating numerical algorithms, experimental tools and machine learning
techniques as auxiliary tools, the discovery of novel physical phenomena and laws can be
facilitated.
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A R T I C L E  I N F O   
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Mass fraction model 
Diffuse interface method 
THINC 
Cavitation 
Implicit LES 
Real fluid model 

A B S T R A C T   

We present a numerical scheme valid in the range of highly to weakly compressible flows using a single-fluid four 
equation approach together with multi-component thermodynamic models. The approach can easily be included 
into existing finite volume methods on compact stencils and enables handling of compressibility of all involved 
phases including surface tension, cavitation and viscous effects. The mass fraction (indicator function) is 
sharpened in the two-phase interface region using the algebraic interface sharpening technique Tangent of 
Hyperbola for INterface Capturing (THINC). The cell face reconstruction procedure for mass fractions switches 
between an upwind-biased and a THINC-based scheme, along with proper slope limiters and a suitable 
compression coefficient, respectively. For additional sub-grid turbulence modeling, a fourth order central scheme 
is included into the switching process, along with a modified discontinuity sensor. The proposed “All-Mach” 
Riemann solver consistently merges the thermodynamic relationship of the components into the reconstructed 
thermodynamic variables (like density, internal energy), wherefore we call them All-Mach THINC-based 
Thermodynamic-Dependent Update (All-Mach THINC-TDU) method. Both, liquid-gas and liquid-vapor interfaces 
can be sharpened. Surface tension effects are taken into account by using a Continuum Surface Force (CSF) 
model. In order to reduce spurious oscillations at interfaces we decouple the computation of the interface cur
vature from the computation of the gradient of the Heaviside function. An explicit, four stage low storage Runge- 
Kutta method is used for time integration. The proposed methodology is validated against a series of reference 
cases, such as bubble oscillation/advection/deformation, shock-bubble interaction, a vapor/gas bubble collapse 
and a multi-component shear flow. The results of a near-critical shock/droplet interaction case are superior to 
those obtained by WENO3 and OWENO3 schemes and support that the proposed methodology works well with 
various thermodynamic relations, like the Peng-Robinson equation of state. Finally, the approach is applied to 
simulate the three-dimensional primary break-up of a turbulent diesel jet in a nitrogen/methane mixture 
including surface tension effects under typical dual-fuel conditions. The obtained results demonstrate that the 
methodology enables robust and accurate simulations of compressible multi-phase/multi-component flows on 
compact computational stencils without excessive spurious oscillations or significant numerical diffusion/ 
dissipation.   

1. Introduction 

Simulation of flow processes in internal combustion engines (ICE) 
usually involves multicomponent flows with phenomena such as 
deformation of material interfaces, interaction with shock waves, and 
evaporation and condensation. Here, we focus on compressible two- 

phase flows with multicomponent fluids, with two-phase jet flows or 
droplet breakup in internal combustion engines being practical appli
cations. Basically, there are two different numerical approaches for such 
flows: Methods that assume sharp interfaces and those that rely on 
mixture assumptions. Since the flow field and material properties are 
generally discontinuous across the interface between different phases or 
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components, treating material boundaries becomes a key problem. 

1.1. Sharp interface and diffuse interface methods 

Sharp interfaces are generally achieved by (Interface tracking type) 
Front-Tracking [1,2], (Interface capturing type) Level-Set methods (LS) 
[3–5], Geometric interface reconstruction (GIR) based volume of fluid 
methods (VOF) [6,7] like Piecewise-Linear Interface Calculation (PLIC) 
[8] and the isoAdvector Method [9]. Front tracking attempts to combine 
the characteristics of both Lagrangian and Eulerian schemes to maintain 
a sharp boundary, where Lagrangian markers are adopted to distinguish 
the domains taken by different fluids. However, this is computationally 
expensive for complex geometries especially for strong topological de
formations of the interface. Furthermore, Front-Tracking methods are 
not mass-conservative without extra treatment. A traditional Level-Set 
(LS) function is a signed-distance function, that represents the shortest 
distance to the interface, where the interface is represented as the zero 
contour. It is accurate in computing surface normals and curvatures with 
naturally smooth LS field and is suitable for determining surface tension. 
However, the additional steps for reinitialization and mass conservation 
involve additional computational cost because the LS function loses its 
signed distance property after the advection step and the mass of each 
phase is not automatically conserved. Moreover, it is expensive if the 
topology changes. GIR methods could also provide a clear/sharp 
two-phase interface, but are also computationally expensive. 

Generally, diffuse interfaces are introduced by phase field models 
(PF) [10–14] or (interface capturing type) algebraic interface sharp
ening (AIS) based models, where no clear boundary between phases 
exists and the interface often covers more than a single cell. Phase-field 
methods generally adopt the convective Cahn-Hilliard or the Allen-Cahn 
equation to describe interfacial motions and naturally have 
anti-diffusive characteristics. However, these methods require consid
erable computational effort to resolve interfacial structures and have 
limited applicability to realistic two-phase problems in industry, e.g., jet 
flow in dual-fuel combustion engines, transcritical flow with combus
tion, bubble collapse with shock wave formation and shock bubble 
interaction. Some recent works analyze the conservative phase field 
model [14] and achieved great progress in shock-free compressible 
domains. However, the applicability of the phase field model for the 
questions defined here as objectives have not yet been demonstrated. 
Typically, the AIS model uses the Heaviside function or indicator func
tion to distinguish different phases. The AIS method usually takes 
advantage of the natural conservation of mass and the effective capture 
of changes in interface topology, such as the breaking or reconnecting of 
interfaces. The various fluid components are artificially induced to mix 
at the unresolved interface. In this way, a thin mixing zone is created, 
even with non-miscible fluids. This has the great advantage that a single 
set of equations can be used to describe the two-phase flow properties 
throughout the domain, without having to explicitly track the sharp 
interface. 

Approaches with diffuse interfaces are efficient and also suitable for 
three-dimensional cases with different fluid components. The corre
sponding diffuse interface effects are purely due to numerical processes 
and approximate a sharp gradient with the mesh size approaching zero. 
Diffuse-interface approaches for the simulation of compressible two- 
phase flows can be classified into certain categories: the four-equation 
model, the five-equation model, the Baer-Nunziato model, etc. In the 
four-equation model [15–26], the mass fraction is usually used as the 
Heaviside function, whereas in the five-equation model [27,28], the 
volume fraction is usually considered as the Heaviside function. It is 
noted that the species-mass conservation is always maintained for the 
five-equation model, regardless of the numerical treatment of the vol
ume fraction of the advection equation, while the conservative form of 
the additional species-mass conservation equation should be carefully 
achieved in the fully conservative four-equation model. The mass 
fraction-based four-equation model can account for an additional 

component with an additional species-mass conservation equation, in 
contrast to the volume fraction-based five-equation model, which re
quires two equations for an additional species (advection equation for 
the volume fraction and equation for species mass conservation) and 
thus requires additional computational effort. 

An advantage of a mass fraction-based four-equation model [15–26, 
29,30] (over an LS formulation) is that it can handle flows where the 
species front is not initially present but forms during the calculation (as 
in chemical reactions, cavitation, or condensation). While 
Gama-transport based four equation models [31] (mixture of mass, 
momentum, energy and additional advection parameters) are ideal for 
stiffened gas type EOS, mass-fraction-based four equation models can be 
efficiently applied to real fluid models. The disadvantage of 
quasi-conservative models is poor conservation of species masses (the 
mass of each species is not accurately conserved) [15,31–33] and that 
artificial temperature spikes can occur [32]. 

In addition, the Baer-Nunziato equations [34], originally proposed to 
describe reactive multiphase flow (the transition from deflagration to 
detonation), are a set of equations used to study compressible multi
phase flows [35–37]. The BN model includes conservation equations for 
mass, momentum and energy for each phase, which also take into ac
count the interfacial dynamics between phases, e.g. the transfer of mass, 
momentum and energy between phases. In general, each phase is 
considered a compressible fluid in local thermodynamic equilibrium, 
while allowing for non-equilibrium conditions across the interface 
within the mixture. This implies that the self-equilibration time scale 
within each phase is significantly shorter than the equilibration time 
scale between the phases [29,38]. The BN model goes beyond traditional 
four- or five-equation models by considering interfacial forces, phase 
changes and phase compressibility [29,30,39], providing a more 
comprehensive approach to modelling compressible multiphase flows 
and enabling a detailed understanding of complex multiphase flows 
involving gases, liquids or mixtures. BN approaches exhibit very high 
numerical complexity including detailed interface tracking and require 
closure models for interface terms. This considerably complicates their 
applicability to industrial problems in the dual-fuel domain. 

In summary, we focus on a four-equation model based on the mass 
fraction, which is easily extensible to additional species (dual-fuel con
ditions), suitable for real fluids, and usable for complex flows including 
cavitation. Since the working fluids in DFICE always contain a fraction 
of free gas, the proposed model is extended to include such a gas fraction 
in the fluid. 

1.2. Algebraic interface sharpening methods and THINC-based methods 

Algebraic interface sharpening methods (AIS) strive to algebraically 
reconstruct the two-phase interface or modify the RHS of the governing 
equations to avoid excessive interfacial diffusion, at relatively low 
additional computational cost. Examples include the Flux-Corrected 
Transport (FCT) scheme [40–42], post-processing anti-diffusion 
methods [43,44], the Tangent of Hyperbola for INterface Capturing 
(THINC) method [45–47], Compressive Interface Capturing Schemes for 
Arbitrary Meshes (CICSAM) [7], additional (artificial) compression term 
approaches [48–51], bounded variation or TVD methods [52–54], ENO 
or WENO approaches [55–57], Multidimensional Universal Limiters 
with Explicit Solution (MULES) [58,59] and High Resolution Interface 
Capturing schemes (HRIC) [60]. 

Various methods have been developed to bring the numerical two- 
phase interface with the least dissipation into agreement with the 
macroscopic hypothesis of a continuous medium. For example, adjusting 
the limiters in the TVD-MUSCL scheme [59] or the weighting co
efficients in the WENO scheme [61,62] can help reduce the numerical 
dissipation and avoid oscillations in the discontinuous interface region. 
Furthermore, the reconstruction of the parameter space near the cell 
surfaces(SL and SR) and the development of specific Riemann solvers 
(S*=f(SL,SR)) can reduce the numerical dissipation at interfaces. 
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Among all types of AIS methods, the THINC-based method is an 
interesting option because it generally requires less computational 
effort. In the THINC method presented by Xiao [45], the hyperbolic 
tangent function was used to evaluate the numerical flux for the 
advection equation of the VOF function, which aimed to calculate the 
moving interface algebraically (without complex geometric recon
struction). For multidimensional calculations, the numerical flux for 
each direction was determined by operator splitting. Then, the research 
focused on improving the description of the interface shape and avoid
ing the surface curvature. Subsequently, a Boundary Variation Dimin
ishing (BVD) scheme [63] was proposed and the following studies [47, 
64–66] focus on selecting different reconstruction candidates to mini
mize jumps at cell boundaries. BVD usually reconstructs variable can
didates for each cell interface and then decides on the final candidates, 
which results in additional computational resources and communication 
time for parallel computations. We focus on a robust and compact 
four-cell scheme, so further details related to BVD are not part of this 
work. 

So far, the THINC method has been developed and used for multi
phase flows. However, it should be noted that THINC-based methods 
have been studied to a limited extent for complex compressible multi
component applications involving shock waves, turbulence, cavitation, 
and moving interfaces, e.g., for high-speed atomization in a compress
ible multicomponent environment. Daniel [67] use THINC in MUSCL 
scheme for incompressible multiphase flows. To simulate a supersonic 
liquid jet [68], a five-equation model was combined with a volume 
fraction THINC when capillary forces were neglected. A five-equation 
model combined with a density THINC was further implemented to 
simulate atomization [69]. Nonomura et al. [70] developed the THINC 
method with two compressible fluids and sharpened the volume fraction 
only, while Shyue and Xiao [71] presented a single-fluid multicompo
nent flow model and used the reconstructed volume fraction to extrap
olate other conservative parameters across the cell interface, both 
neglecting the surface tension. It is further noted that a recent devel
opment (VOF-based) [72] or ongoing work [73,74] of the THINC-based 
method is the combination with the AMR technique in multiphase 
simulation, but it is still not fully capable for the complex compressible 
simulation involving cavitation flow, turbulent flow and real fluid ef
fects with increasing computational cost. 

Coupled methods such as THINC-LS [75] and THINC-LS-VOF [76] 
were developed to improve the interface description and numerical 
accuracy, but they generally require significantly more computational 
resources to achieve good performance. The above THINC-based 
method is generally used to reconstruct the volume fraction of a 
five-equation model. Generally such models do not directly consider a 
Riemann solver of the cell interface. Rather, they decouple the rela
tionship between pressure and density as well as internal energy in the 
reconstruction process. In addition, a realistic-flow such as the viscous 
term, surface tension, gravity, real-fluid and cavitation effects are 
generally ignored or not fully considered. 

1.3. Motivations and aims 

Our findings have inspired the creation of a numerical method that 
possesses the following key properties:  

• Ease of Implementation: The method should be straightforward to 
implement.  

• Robust Performance: It must perform reliably in industrial flow 
problems, even in challenging scenarios like transcritical flows or jet 
flows under internal combustion engine conditions, where the 
combination of high-order schemes and complex real fluid models 
often results in simulation instability. 

• Accuracy and Flexibility: The method should be accurate and flex
ible, serving as an independent model applicable to various variables 
and capable of extension into higher-order schemes.  

• Suitability for Low Mach Number Flows in pure liquids as well as for 
high Mach numbers in liquid/gas or liquid/vapor mixtures.  

• Direct Combination of Turbulence Models: The method should allow 
for the direct integration of turbulence models.  

• Physical Consistency: It must maintain physical consistency. 

Developing such a method comes with its own set of challenges:  

• Spurious Oscillations: Complex two-phase simulations, particularly 
when dealing with large discontinuities, can lead to spurious 
oscillations.  

• Interface Smearing: Reducing interface smearing while ensuring 
high computational efficiency for practical three-dimensional prob
lems is not straightforward.  

• Robustness Across Flow Types: Maintaining robustness across 
various flow types is essential.  

• Surface Tension Modeling: Describing surface tension effects with 
low computational cost while minimizing spurious velocities is a 
challenge. 

• Thermodynamic Consistency: Achieving thermodynamic consis
tency between variables is a requirement. 

To address these challenges, we propose a robust Finite Volume 
Method (FVM) density-based framework with the following features:  

(1) Four-Equation Model: Our approach employs a four-equation 
model without the need for additional advection equations for 
volume fraction. It is fully conservative when no additional 
source terms are introduced. 

(2) THINC-Based Reconstruction: THINC-based reconstruction func
tions are separately applied for the liquid-gas and liquid-vapor 
interfaces.  

(3) Compact Four-Cell Stencil (4-Cell) Scheme: We use a relatively 
straightforward implementation involving a compact four-cell 
stencil.  

(4) Inclusion of Surface Tension Effects: Our method incorporates 
surface tension effects. 

(5) Thermodynamic Consistency: We ensure thermodynamic con
sistency between variables through the Thermodynamic- 
Dependent Update (TDU), which incorporates the effects of the 
Riemann solver into the computational interaction process. 

We propose a new four-equation (mass fraction) all-Mach method 
(consistent for Mach number approaching 0), which uses a single-fluid 
thermodynamic model to represent a multicomponent fluid. This 
model accounts for viscosity, surface tension, gravity, real-fluid effects, 
and cavitation effects. It effectively captures two-phase interfaces 
(liquid-gas and liquid-vapor) while maintaining interfacial equilibrium. 
Additionally, the discretization scheme offers implicit subgrid-scale 
modeling capabilities. 

2. Numerical model 

In present work, the proposed numerical model adopts the form of 
the compressible Navier-Stokes equations for two or more compressible 
fluids and adds additional conservation equations for the mass of (at 
least) one of the components. This approach is usually referred as 4 
equation model [16,77], which, in our case, includes viscous effects, 
surface tension and gravity effects. Besides, the approach discussed in 
the following sections can easily be integrated into existing compressible 
finite volume methods with only minor effort due to the compact (4-cell) 
stencil. 

2.1. Governing equations 

The governing equations are the well known Navier-Stokes equations 
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in conservation from for compressible fluids and fluid mixtures. q de
notes mixture properties as obtained from the total mass, total mo
mentum and total energy of the mixture and ξGasi denote the mass 
fraction of species “i” for a mixture of i+1 fluids. In the following, the 
governing equations for a compressible mixture of three fluids are 
presented: 

∂tq +∇⋅[C(q) +S(q)] = Q (2–1) 

Where, the state vector q = [ρ, ρu, ρE, ρξGas1, ρξGas2]
T contain the 

conserved variables for density, momentum, total energy and gas spe
cies. C(q), S(q) and Q refer to convective term, stress term and source 
term, respectively, 

C(q) = uq = u

⎡

⎢
⎢
⎢
⎣

ρ
ρu

ρH
ρξGas1

ρξGas2

⎤

⎥
⎥
⎥
⎦
,S(q) =

⎡

⎢
⎢
⎣

0
pI − τ

− uτ − kc∇T
0
0

⎤

⎥
⎥
⎦, and =

⎡

⎢
⎢
⎣

0
ρf

uρf
0
0

⎤

⎥
⎥
⎦,

(2–2)  

where I refers to the unit tensor; ρH = ρE + p is the total enthalpy; τ is 
the viscous stress tensor, τ = μ(∇u+(∇u)T

− 2 /3(∇⋅u)I) and μ refers to 

the dynamic viscosity; kc refers to the thermal conductivity; f refers to 
the volume force, for surface tension and gravity, f = [f1, f2, f3]

T 
=

[δσkn1, δσkn2 + g, δσkn3]
T; k is the curvature, δ refers to the Dirac func

tion that is nonzero only on the interface, σ denotes surface tension 
coefficient, n refers to the normal gradient of an indicator function; g 
refers to the gravity term. 

2.2. Barotropic thermodynamics equilibrium model for coupled (one- 
fluid) multi-component flow 

First, we extend a single-fluid model with an additional gas phase to 
a single-fluid multicomponent model with multiple gas components, 
based on prior work by Örley et al. [22] and Trummler et al. [23]. 

A typical three-component two-phase fluid Φ = {L, M, Gas1, Gas2} is 
selected, which refers to a liquid component, a liquid-vapor mixture and 
two gas components denoted as Gas1 and Gas2, respectively. 

For the liquid component 

ρL = ρsat, liq +
1
c2

L
(pL − psat) , pL ≥ psat , (2–3)  

where ρsat, liq is the liquid saturation density at its saturation pressure 
psat. 

For the liquid-vapor mixture 

ρM = ρsat, liq +
1

c2
M
(pM − psat) , pM < psat . (2–4) 

Since c2 = (∂p /∂ρ)|s=const, the mixture speed of sound is approxi
mated as cM = (psat/ρsat, liq)

1/2. 
For the non-condensable gas phase 

ρGasi =
pGasi

RGasiTrefi
, (2–5)  

i.e., both gas components are treated as ideal gas, RGas1 and RGas2 refer to 
the specific gas constant, Tref1 and Tref2 refer to the corresponding 

temperatures. 
From the volume fraction αΦ = VΦ/V and the mass fraction ξΦ =

mΦ/m of component Φ, it is obvious that ρΦ = mΦ/VΦ = ξΦm/(αΦV) =
ξΦρ/αΦ, and ρ = m/V =

∑

Φ
ξΦρ =

∑

Φ
αΦρΦ. Naturally 

∑

Φ
αΦ = 1 and 

∑

Φ
ξΦ = 1, ρ = αL/MρL/M + αGas1ρGas1 + αGas2ρGas2. 

ρGasi =
ξGasi

αGasi
ρ =

pGasi

RGasiTrefi
. (2-6) 

Where αGasi = ξGasiρRGasiTrefi/pGasi. Thus ρ = αL/MρL/M + αGas1ρGas1 +

αGas2ρGas2 = (1 − αGas1 − αGas2)ρL/M + ξGas1ρ+ ξGas2ρ. Finally, we obtain 
the coupled (one-fluid) multi-component equation of state 
(1 −

∑
ρξGasiRGasiTrefi /pGasi)(ρsat, liq +

1
c2 ( pM − psat)) − (1 −

∑
ξGasi)ρ =

0. It indicates p = f(ρ, ξGasi) with the equilibrium assumption. If the 
pressure is higher than the saturation pressure of the liquid, then is no 
vapor. Otherwise we have 

αv =
Vvap

V
=

⎧
⎨

⎩

(1 − αGas1 − αGas2)
ρsat,liq − ρM

ρsat,liq − ρsat,vap

0

, ρ < ρsat,liq
, ρ ≥ ρsat,liq

. (2–7) 

We assume that there is no pure vapor and limit the largest volume 
fraction of vapor component to 99.5%. The mixtures viscosity is   

The thermodynamic equilibrium model for coupled (one-fluid) 
multi-component flow is detailed in Appendix A. It should also be noted 
that some of the phase transition models [78] can also be applied to the 
diffuse interface method. 

2.3. Surface tension modeling 

For surface tension modeling, the distribution characteristics of the 
indicator function or the Heaviside function (scalar in the two-phase 
flow) generally have a great impact on the surface tension calculation 
at the two-phase interface. By using various methods to sharpen the two- 
phase interface, the accuracy of the surface tension calculation can be 
improved. In addition, numerous numerical methods have been pro
posed to improve the balance between pressure and surface tension ef
fects to reduce the parasitic current or velocity. For example, balance 
between compressive and surface tension forces can be achieved by 
discretizing the surface tension and compressive forces at the same 
location. As shown in Table 2.1, we divide the surface stress modeling 
features into three types, according to their expressions and discrete 
forms. In the current work, Continuum Surface Force (CSF) model [79] 
is used(f), along with proper methods to obtain norm-direction gradient 
of scalar(∇H) and curvature(k). Details are explained in Section 3.2. 

2.4. Turbulence modeling 

For turbulence modeling, a high order improvement of THINC-TDU 
is proposed. To model the effects of sub-grid turbulence in the current 
four equation model, an implicit large eddy simulation (iLES) method is 
used. The iLES approach for compact stencils proposed by Egerer et al. 
[24] was based on the Adaptive Local Deconvolution Method (ALDM) by 
Adams et al. [93] and Hickel et al. [94,95] to deal with resolved sub-grid 
turbulence. The truncation error of the discretization scheme is learned 
from the data to serve as a sub-grid scale (SGS) model for turbulence. 
Hickel et al. [95,96] also developed a compressible version of ALDM, 

μmix = (1 − αGas1 − αGas2)
[
(1 − αv)(1+ 5 / 2αv)μliq +αvμvap

]
+ αGas1μGa1 + αGas2μGa2 (2–8)   
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with shock capturing abilities while smooth pressure waves and turbu
lence are propagated without excessive numerical dissipation. More 
details related to ALDM are given in the work of Hickel [94,97,98] and 
Egerer et al. [24]. The ALDM method has been used by Örley [22,99], 
Trummler [23,100] in the two phase flow, which proves that it is a 
proper method in solving the fully compressible two phase turbulent 
flow. Based on previous work and in order to include the turbulence 
modeling, a high order improvement of THINC-TDU is proposed, in 
which the ALDM reconstruction is implemented to the momentum 
equation. 

Here we briefly summary the iLES method for a scalar nonlinear 
transport equation, 

∂u
∂t

+
∂
∂x

f (u) = 0 (2–9) 

And a linear low-pass filter operation could be represented as [95] 

u(x) =
∫+∞

− ∞

G(x − x‘)u(x‘)dx‘ = G ∗ u (2–10) 

By projecting the filtered continuous function onto the numerical 
grid xN = {xi}, the LES discretization of the transport equation is ob
tained as 

∂uN

∂t
+ G ∗ ∂xfN(uN) = εsgs (2–11) 

And the sub-grid scale error/residual arises from the nonlinearity of 
f(u) and is obtained as εsgs = G ∗∂xfN(uN) − G ∗∂xfN(u), in which the 
inverse-filter operation uN = G− 1 ∗ uN. 

A finite-volume discretization could be presented as 

∂uN

∂t
+ G ∗ ∂x f̃N(ũN) = 0 (2–12)  

where uN presents the approximately deconvolved parameter, and the 
top-hat filter kernel G is 

G(x − xi) =

{
1/Δx, |x − xi| ≤ Δx/2,

0, otherwise. (2–13) 

A modified differential equation (MDE) can be formulated as [93] 

u(x) =
∫+∞

− ∞

G(x − x‘)u(x‘)dx‘ = G ∗ u (2–14)  

∂uN

∂t
+ G ∗ ∂xfN(uN) = εN (2–15) 

Where εN = G ∗∂xfN(uN) − G ∗∂x f̃N(ũN) presents the truncation error 
owning to the spatial discrete format. 

When the truncation error reproduces the physical properties of the 
exact sub-grid scale error/residual, we call the numerical discretization 
physically consistent. In this case, the numerical truncation error func
tions as sub-grid scale model and we call the numerical scheme with εN 

an iLES model. In other words, if εN approximates εsgs in some sense for 
finite Δx we obtain an implicit SGS model contained within the dis
cretization. 

3. Numerical methods 

3.1. Overall description 

Based on the finite volume method CATUM [22–24,99,100] (CAvi
tation Technical University of Munich), we propose the following nu
merical scheme where surface tension effects, a modified discontinuity 
sensor and real fluid effects are newly considered. In addition, numerical 
dissipation reduction and thermodynamic consistency at interfaces are 
achieved. 

As shown in Fig. 3.1, the following algorithm is based on a compact 
four-cell stencil, but it can be extended to a higher order with a larger 
stencil. It should be noted that a number of compact schemes have been 
proposed and can be found in the Refs. [101–103]. Here, we give this 
easy-to-implement four-cell stencil algorithm to solve the proposed 
model including viscous effects, surface tension effects, and gravity ef
fects. The thermodynamic model used in the following part is related to 
the barotropic thermodynamic equilibrium model for coupled (single-
fluid) multicomponent flows proposed in Section 2.2. It can be extended 
to consider internal energy and real fluid effects, see Appendix B. 

In the following, we present the Riemann solver and introduce the 
reconstruction procedure for sharpening the liquid-gas interface. We 
also specifically propose procedures for sharpening the liquid-vapor 
interface, and describing surface tension discretization as well as high 
order improvement with turbulence modeling, finally give the flowchart 

Fig. 3.1. Schematic diagram of four-cell stencil.  

Table 2.1 
Classifications for surface tension modelling methods.  

Types Classification Criteria Terms/ 
Functions 

Examples Comments 

1 Heaviside function and its normal 
gradient 

δsn = ∇H  • Volume fraction function [79]  
• Level set function [4]  
• Dirac delta of ghost fluid method (GFM) [80,81] 

Obtain the unit normal across the interface 

2 Methods for curvature 
calculation 

k  • Smoothed volume fraction method [79]  
• Height function method [82–84]  
• Smooth the original curvature through kernel [85] or weight 

coefficient method [86] 

Obtain accurate curvature 

3 Methods for Surface Tension Force 
discretization (explicit curvature maybe 
not required) 

f  • Continuum surface force (CSF) [79], in some cases the curvature 
and norm-direction gradient of scalar are decoupled (like GFM 
method or level set method)  

• Continuum surface stress(CSS) [87,88]  
• Balanced Continuum surface force (bCSF) method or ghost fluid 

models [89]  
• Improved Riemann solver [90,86]  
• ⋅Sharp Surface Force (SSF) model [91,85]  
• Independent Source item effects methods [92] 

Surface tension acts on pressure field but 
not the velocity field, thus the parasitic 
currents can be reduced  
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of the newly developed algorithm. 

3.2. Description of Riemann solver 

To overcome the low Mach number problem, we use the “all-Mach” 
interface pressure reconstruction (asymptotically consistent pressure 
flux definition) and the modified numerical flux of Schmidt et al. [104]. 
It is important to note that most liquid-vapor two-phase flows exhibit 
low Mach numbers in regions where only the pure liquid phase is pre
sent. However, as the speed of sound in liquid-vapor mixtures signifi
cantly decreases, there arises a need for a robust flux formulation 
suitable for (very) high Mach numbers in such mixtures. The flux 
function we’ve selected has been shown to meet both of these re
quirements (therefore it is called “all-Mach”), as documented in the 
references. Nevertheless, we must emphasize that in simulations 
involving supersonic or hypersonic gas flows, it is advisable to substitute 
this flux function with alternative methods, such as HLLC or the ROE 
flux. 

p∗ =
pL + pR

2
(3–1) 

The following Riemann solver is applied for the interface velocity 
S∗=u∗, which determines the upstream direction. 

u∗ =
ρLcLuL + ρRcRuR + pL − pR

ρLcL + ρRcR
(3–2)  

3.3. Reconstruction of interface variables 

At distinct interfaces between a liquid and a gaseous component or 
mixture we use THINC to reconstruct the mass fraction for the interface 
free-gas component(s) along with TDU to consistently reconstruct 
related thermodynamic quantities. Regions that do not contain (sharp) 
interfaces are treated as single fluid and MUSCL type reconstructions 
along with proper limiters are used. 

Let ξGas denote a scalar quantity, such as the mass fraction of a gas 
component. Let ξ1

Gas through ξ4
Gas be the cell averaged scalars in cells 1 to 

4 as sketched in Fig. 3.1.  

• Discontinuous interface between cells 2 and 3 

In order to compute the flux across the cell interface between cells 2 
and 3 we reconstruct left and right side values of the scalar ξGas as 

ξL
Gas = min

(
ξ1

Gas, ξ3
Gas

)
+

max
(
ξ1

Gas, ξ3
Gas

)
− min

(
ξ1

Gas, ξ3
Gas

)

2(

1+ θ
tanh(β) + E

1 + E⋅tanh(β)

)

,

(3–3)  

where θ =

{
1 if ξ3

Gas ≥ ξ1
Gas

− 1 otherwise
, E =

exp(θβ(2F− 1))/cosh(β)− 1
tanh(β), F =

ξ2
Gas − min(ξ1

Gas , ξ3
Gas)+γ

max(ξ1
Gas , ξ3

Gas)
+ γ 

ξR
Gas = min

(
ξ2

Gas, ξ4
Gas

)
+

max
(
ξ2

Gas, ξ4
Gas

)
− min

(
ξ2

Gas, ξ4
Gas

)

2
(1+ θE),

(3–4)  

where θ =

{
1 if ξ4

Gas ≥ ξ2
Gas

− 1 otherwise
,E =

exp(θβ(2F− 1))/cosh(β)− 1

tanh(β)
)

F=

ξ3
Gas − min(ξ2

Gas , ξ4
Gas)+γ

max(ξ2
Gas , ξ4

Gas)
+ γ )

γ is a small number to avoid division by zero and the parameter β =
1.6 was found to give suitable results. The literature [45,63–67,75,76, 
105–110] discusses values for β in the range between 1.6 and 3.  

• Regions without discontinuous interfaces 

In smooth regions, an All-Mach MUSCL type reconstruction with 
proper limiters is used. Free-gas mass fractions are described here to 
illustrate the process. They are discretized by a second order upwind 
biased reconstruction with proper slope limiter. 

In order to compute the flux across the cell interface between cells 2 
and 3 we reconstruct left and right hand values of the scalar ξGas as 
ξL

Gas = ξ2
Gas + 1/2f(r−i+1/2)(ξ

2
Gas − ξ1

Gas) and ξR
Gas = ξ3

Gas − 1/2f(r+i+1/2)

(ξ4
Gas − ξ3

Gas). f(r) represents the slope limiter function that the ratio of 
upwind to central differences could be adjusted according to various 
limiters, for example, 

⋅Minmod limiter: f(r) = max(0, min(1,2r),min(r,2)). 
⋅Koren limiter 3rd-order accurate for smooth data: When r>0, f(r) =

min(2.0, 2.0∗r, (1.0 + 2.0∗r)/3.0); otherwise f(r) = 0. 
The slope function is decided according to the upwind direction. If 

upwind direction is in the positive direction, r−i+1/2 = (ξ2
Gas −

ξ1
Gas)/(ξ

3
Gas − ξ2

Gas), otherwise, r+i+1/2 = (ξ4
Gas − ξ3

Gas)/(ξ
3
Gas − ξ2

Gas). 
Together with following TDU idea, the All-Mach THINC-TDU 

method is obtained.  

• TDU idea 

Other interfacial parameters are updated based on the interfacial 
pressure and interfacial gas mass fraction according to the thermody
namic equilibrium function, so that the numerical discrete format of the 
indicator matches the discrete density format and thermodynamic 
consistency is maintained 

ρ∗ = f
(
p∗, ξ∗Gas1, ξ∗Gas2

)
(3–5) 

Another option is to reconstruct the density and then update the mass 
fraction according to function ξ∗Gas1& ξ∗Gas2 = f(p∗, ρ∗). Then we obtain 
the volume fraction according to thermodynamic relations 

α∗
Gas1&α∗

Gas2 = f
(
ρ∗, p∗, ξ∗Gas1, ξ∗Gas2

)
(3–6) 

Besides, reconstruction methods can take internal energy into ac
count, see Appendix B. 

3.4. Sharpening the liquid-vapor interface 

Moreover, in cases of cavitation/bubble collapse with liquid and 
liquid-vapor components, it is difficult to sharpen the liquid-vapor two- 
phase interface directly because the volume fraction of vapor is deter
mined according to the barotropic relations in Section 2.2, while in cases 
with liquid and non-condensable gas components, the gas-liquid two- 
phase interface is sharpened according to the above steps. Here, the 
procedure for sharpening the liquid-vapor two-phase interface is further 
elaborated. 

Remark 1. For regions where liquid-vapor two phase interface are 
detected by a sensor, or a discontinuous liquid-vapor interface region 
meets the requirements ε < α < 1 − ε and (αi − αi− 1)(αi+1 − αi) > 0, 
where ε is a small positive parameter comparing with αi, the density is 
constructed by the THINC-based idea, 

ρL = min
(
ρ1, ρ3)+

max(ρ1, ρ3) − min(ρ1, ρ3)

2

(

1+ θ
tanh(β) + E

1 + E⋅tanh(β)

)

,

(3–7)  

herein θ =

{
1 if ρ3 ≥ ρ1

− 1 otherwise
, E =

exp(θβ(2F− 1))/cosh(β)− 1

tanh(β)
)
,

F =

ρ2 − min(ρ1 , ρ3)+γ
max(ρ1 , ρ3)

+ γ ), 
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ρR = min
(
ρ2, ρ4)+

max(ρ2, ρ4) − min(ρ2, ρ4)

2
(1+ θE) (3–8)  

where θ =

{
1 if ρ4 ≥ ρ2

− 1 otherwise ,E =exp(θβ(2F− 1))/cosh(β)− 1

tanh(β)

)

,F= ρ3 − min(ρ2 , ρ4 )+γ
max(ρ2 , ρ4 )

+γ ). γ 

is a small num

ber to avoid division by zero and the parameter β = 1.6 was found to 
give suitable results. 

Subsequently, according to the thermodynamic relations (2–4) and 
(2–7), the vapor volume fraction is obtained. Other parameters like the 
speed of sound need also to be updated accordingly. Modified sensors 
can be used to detect liquid-vapor two phase regions, which are intro
duced in Appendix D. 

Remark 2. For complex cases with liquid, liquid vapor, non- 
condensable gas, firstly, THINC is applied for mass fraction of non- 
condensable gas of liquid-gas two phase interface ξ∗Gas1, ξ∗Gas2. Sec
ondly, TDU is applied to obtain density of liquid-gas two phase interface, 
i.e. ρ∗ = f(p∗, ξ∗Gas1, ξ∗Gas2); then THINC is applied for the density of 
liquid-vapor two phase interface ρ∗ (Remark 1). Finally, TDU is applied 
to obtain vapor of liquid-liquid vapor two phase interface α∗

v = f(p∗, ρ∗,

ξ∗Gas1, ξ∗Gas2) as well as other parameters like speed of sound. 

3.5. Discretization of surface tension 

The calculation of the normal gradient and curvature depends on 
which surface tension model is used. Here we decouple the calculation 
of the gradient of the Heaviside approximation from the curvature 
calculation. We use a Gaussian convolution kernel (filter) to smooth this 
indicator function, and then use the smoothed parameters for the cur
vature calculation(along with appropriate discrete method with weight 
factors). This simple method attempts to strike a balance between 
robustness and time overhead in all-Mach THINC-based interface 
compression. 

2D Gaussian convolution kernel (filter)
1
16

⎡

⎣
1 2 1
2 4 2
1 2 1

⎤

⎦ (3–9) 

As shown in Fig. 3.2, this 2D kernel is adapted for three dimensional 
cases, where the normalization coefficient is 1/64, 

After the smoothing step, the curvature is obtained from 

k = ∇⋅
(

∇α̃
|∇α̃|

)

(3–10) 

For the calculation of the curvature, the discrete shape of the 
gradient part can follow the Gaussian divergence theorem or the 
following method can be used. 

As shown in Fig. 3.3, the curvature is calculated through adjacent 9 
cells in 2D (27 cells are used for the 3D case). The gradient in each cell 
interface is first calculated repeatedly in x and y directions. Then the 
gradient of the four vertices [i+1/2,j+1/2], [i+1/2,j-1/2], [i-1/2,j+1/ 
2], [i-1/2,j-1/2] is calculated. The last step consists in finding the 
gradient of the middle grid [i, j] by averaging the gradient of the 
smoothed volume fraction in the four vertices [i+1/2,j+1/2], [i+1/2,j- 
1/2], [i-1/2,j+1/2], [i-1/2,j-1/2]. The weights of the smoothed volume 
fraction of the neighboring cells are implicitly considered and act like 
the effects of a Gaussian convolution kernel (filter). 

As explained in Section 2.3, there are some other options/methods to 
describe surface tension effects in a surface tension dominant flow, and 
most of them could give even better results when combined with the 
adaptive mesh refinement (AMR) method. 

For example, the height function (HF) method with 3 × 3 × 3, 3 × 3 
× 5, or 3 × 3 × 7 cells for the 3D case and 3 × 3, 3 × 5, or 3 × 7 cells for 
the 2D case; can provide better accuracy but is more time-consuming. 
With a large number of templates requires special treatment (template 
reduction), which reduces its robustness. Here we give only expressions 
that can be directly combined with the current scheme: k = − ∇⋅n = −

H′‘(x0)/[1 + H′(x0)
2
]
3/2, where, n = − 1

[1+H′(x0)
2]

1/2
(

H′(x0)1
)

, Hi =

∑j+3
j− 3αi,j⋅Δyi,j , H′

(x0) = (Hi+1 − Hi− 1)/2Δx, H′′
(x0) = (Hi+1 + Hi− 1 −

2Hi)/(Δx)2. Δx and Δy are the mesh size in x and y direction respec
tively. 

Fig. 3.2. 3D Gaussian convolution kernel blurring filters (with the normaliza
tion coefficient 1/64). 

Fig. 3.3. The diagram to calculate curvature.  

Fig. 3.4. Flowchart of the current numerical scheme.  

Fig. 4.1. Interface only problem: the 1D advection of a square column.  
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An associated Riemann solver with the model for flows with in
terfaces including capillary effects was proposed [90], by replacing 
the pressure jump condition across contact discontinuities [P] = 0, by 
[P] = − σk[a],ΔP∗ = − σkΔα, s∗ = [pR − pL + ρLuL(sL − uL) − ρRuR(sR −

uR) − σk(αR − αL)]/[ρL(sL − uL) + ρR(sR − uR)]. Therefore, the original 

Riemann solver (such as HLLC) could be improved to balance the surface 
force well and reduce the parasitic currents. Another possibility would 
be the CSS model, which uses the surface tension at the cell surface and 
can be cast in conservative form, but also tends to generate spurious 
currents. The performance of the current surface tension modeling will 
be discussed in details. 

3.6. Flowchart of the current algorithm 

We implement a four-equation model for the compressible single- 
fluid multicomponent flow, which includes the thermodynamic rela
tion between single-fluid and multicomponent flow. The THINC-based 
reconstruction method is combined with the correction of the thermo
dynamic relations in the reconstruction step with the Riemann solver 
(TDU). Mass fraction and density as well as the process of internal en
ergy reconstruction are associated with the same thermodynamic re
lations (EOS). An explicit, four stage low storage Runge-Kutta method is 
used for time integration. 

Fig. 3.4 shows the flowchart of the newly developed algorithm, 

Table 4.1 
Thermodynamics parameters of current case.  

Component γ R (kJ/(kg⋅ K)) Cv (kJ/(kg⋅ K)) P∞ (Pa) T (K) ρ (kJ/m3) P0 (Pa) U (m/s) 

1 5 7500.75 1875.18 0 300 4.444 107 5 
2 1.6 283.33 472.22 0 300 117.647 107 5  

Table 4.2 
Limiters for scalar transportation.  

Name Expressions 

ri =
Φi − Φi− 1

Φi+1 − Φi  

VanAlbada’s limiter [114] f(r) = (r + r ∗r)/ (1 + r ∗r)
VanLeer’s limiter [115] f(r) = (r + abs(r))/(1.0 + abs(r))
MinMod limiter [116] f(r) = max(0.0, min(1, r)). 
Chatkravathy limiter [117] f(r) = max(0.0, min(1.0,4r))
Monotonized Central (MC) limiter  

[118] 
f(r) = max(0.0, min(2,2r,0.5(1 + r)))

Koren’s limiter [119] f(r) = max(0.0,min(2.0, 2.0∗r, (1.0 +

2.0∗r)/3.0)

Fig. 4.2. Effects of different flux limiters on the 1D interface advection in the convective dominant two phase flow (a) volume fraction distribution using All-Mach 
MUSCL-TVD-TDU method with different limiters or All-Mach THINC-TDU method after 4 times periodic flow, at T=0.16s, (b) zoomed view of (a). 
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which summarizes the procedures shown in Sections 3.2–3.5. After 
applying THINC for the mass fraction reconstruction step (ξ∗Gas) for 
liquid-gas cases, the Riemann solver is used in combination with the EOS 
to update the mass fraction primitive parameters (such as density, ρ∗ =

f(p∗, ξ∗Gas1, ξ∗Gas2)). In this way, some parameters (like density ρ∗) are 
automatically sharpened, maintaining thermodynamic consistency and 

reducing numerical error by using the same numerical scheme. For the 
case with liquid-vapor interface, THINC is applied to the density (ρ∗) 
instead of the scalar. This THINC thermodynamic-dependent update 
(THINC-TDU) method preserves physical compatibility and is conser
vative. It sharpens the two-phase interface (including the liquid-vapor 
region and the liquid-gas region). An advection equation for the vol
ume fraction is not required since it can be obtained from thermody
namic relations. Appendix D describes details of sub-grid turbulence 
model, as an extension. Although the sketch of the algorithm shows 
multiple branches for specific cases or models, the production algorithm 
uses pre-compiler flags to avoid if/else switching during computation. 
The performance and scalability of the system is shown in Chapter 5. 

To provide more specifics, the current THINC-TDU scheme stream
lines the reconstruction process by reducing the number of independent 
reconstruction methods required for individual parameters. The funda
mental concept is that certain unknown parameters can be computed 
based on the information available, particularly through thermody
namic relationships. This approach eliminates the need for independent 
reconstruction of each parameter during the reconstruction step. As a 
result: 

• Some parameters, not directly subject to THINC-based reconstruc
tion, exhibit sharper effects due to the incorporation of 
thermodynamics.  

• This approach is particularly advantageous for sharpening the liquid- 
vapor interface, where no mass fraction equation is available. 
THINC-TDU assists in initially sharpening density and subsequently 
refining the volume fraction based on thermodynamic relationships. 

Fig. 4.4. The schematic of shock-bubble interaction computational domain 
(sketch map). 

Table 4.3 
Initial conditions for shock bubble interaction case.  

Stage p 
[Pa]

u 
[m /s]

v 
[m /s]

ρ 
[kg /m3]

Non-dimension 
(p,u,v,ρ) 

pre-shocked 
air 

101,325 0 0 1.225 (1,0,0,1) 

post-shocked 
air 

159,059 113.5 0 1.686 (1.5698,- 
0.394,0,1.3764) 

Helium 101,325 0 0 0.169 (1,0,0,0.138)  

Table 4.4 
Gas properties adopted in the shock-bubble interaction simulations [120].  

Gas Component γ R [kJ/(kg⋅ K)] Cv [kJ/(kg⋅ K)] Ms Mesh number 

Air 1.400 0.287 0.720 1.22 14,400 × 1600 (0.055625mm) 
He 1.670 2.080 3.110  

Fig. 4.5. Numerical schlieren images for the evolution of shocked air-helium interaction. (a)32μs, (b)52μs, (c)72μs, (d)102μs, (e)245μs; the first column presents 
current numerical results, while others show results from reference. 
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• It ensures numerical and thermodynamic consistency when dealing 
with cases involving liquid, vapor, and non-condensable gas. Pa
rameters are interdependent during the reconstruction step, with 
thermodynamic relationships serving as constraints. 

4. Validations and results 

4.1. Interface only problem 

The “interface only problem” is used to verify the applicability of the 
method for simulating two-phase flows without spurious pressure/ve
locity oscillations or strong interface smearing. In the following, the one- 
dimensional advection of a two component fluid, representative for 
convection-dominant two-phase flows, is investigated. Initial and 
boundary conditions are shown in Fig. 4.1. A computational domain of 
length 0.2m is discretized with 100 cells in x-direction. Here, we use the 
thermodynamic closure relations presented in Eqs. (2.5) and (2.6) with 
parameters including initial pressure and velocity listed in Table 4.1. 
The detailed proof of this closure is available in Refs. [111–113]. The 
temperature for two components is assumed to be constant throughout 
the process, together with the mechanical and thermal equilibrium 

conditions, to avoid effects from multiple factors and to highlight the 
effects of different methods on interface reconstruction. The CFL number 
is 1.4. 

For the All-Mach MUSCL-TVD-TDU scheme, limiters are used to 
control the reconstruction of the primitive variables at cell interfaces. As 
shown in Table 4.2, we compare various limiters and discuss their 
suitability in the following section. Koren’s limiter is used for velocity 
and various limiters are applied to reconstruct the mass fraction. Density 
and pressure at cell interfaces are obtained as described in Section 
3.2~3.4. 

Fig. 4.2 compares the volume fractions after four flow through times 
(at t=0.16s) as obtained by the investigated limiters and by the proposed 
sharpening methodology “THINC-TDU”. Obviously, the phase interface 
shows significant smearing for most of the limiters, although Korens’ 
limiter gives superior results. However, the proposed methodology 
outperforms all others noticeably as shown in Fig. 4.2. 

As shown in Fig. 4.3 (a), using the All-Mach THINC-TDU method, the 
distribution of the phase interface remains sharp over time. Fig. 4.3 (b), 

Fig. 4.6. Evolution of volume fraction from the interaction of shocked air-helium interaction. (a)32μs, (b)52μs, (c)62μs, (d)72μs, (e)82μs, (f)102μs, (g)245μs, (h) 
437μs, (i)704μs. 

Fig. 4.7. Space-time diagram for three characteristic two phase interface points 
in the shock-bubble problem, comparing with results from Quirk and Karni. Fig. 4.8. Computation domain of rising bubble test case.  
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4.3 (c) show that pressure as well as velocity maintain in their initial 
condition even after four periodic flow through times, which proves that 
the method can keep interface sharp and avoid pressure or velocity 
oscillations. 

4.2. Shock wave interaction with a helium cylinder 

In this part we assess the ability of the proposed methodology to 
capture the shock-wave bubble interaction processes on example of a the 
well-known test-case specified in [120]. The computational domain and 
the initial conditions are shown in Fig. 4.4 and summarized below. A 
uniform mesh with 14,400 × 1600 cells in stream-wise and normal di
rection (0.055625mm resolution) are adopted. The upper and lower 
boundary of the computational domain are inviscid solid walls while on 
the left and right boundary zero gradients for the flow variables [120, 
121] are prescribed. Table 4.4 shows the fluid properties and their 
thermodynamic modeling. The thermodynamic closure relations used in 
this case are given in Eqs. (A.1.1)–(A.1.5) of Appendix A. 

During the evolution process, the two phase interface is kept sharp by 
the proposed methodology. 

The specific conditions are presented in Table 4.3, which correspond 
to the non-dimensionalized initial conditions in [121] 

As shown in Fig. 4.5, we can see that the results of the helium-air test- 
case are in good agreement with the results from Quirk and Karni [120]. 
Highly detailed structures are obtained and shown in Fig. 4.6. The 

methodology clearly resolves the physical phenomena while ensuring 
robust performance. 

For the idealized Schlieren images, the following form to set pseudo- 
schlieren values is adopted, 

∅ = exp
(

− C
|∇ρ| + A

B + A

)

(4–1) 

Here, ∅ refers to the pseudo-schlieren value, |∇ρ| =
[(∂ρ/∂x)2

+ (∂ρ/∂y)2
]
1/2, and the three values A,B,C can be adjusted ac

cording to display effects. Generally, A=0 and B = |∇ρ|max and it decays 
to ∅ = exp( − C|∇ρ| /|∇ρ|max). The displayed gray scales are adjusted 
according to the method recommended in the Ref. [120]. 

The evolution time steps selected are most close to the reference 
time, so small deviation are acceptable since results of the reference time 
could not be perfectly found. 

As shown in Fig. 4.7, the evolution history of three characteristic two 
phase interface points are also in very good agreement with Quirk and 
Karni [120]. 

4.3. Rising bubble 

In order to validate the proposed methodology with respect to effects 
caused by surface tension, viscous forces as well as gravity, we simulate 
the classical rising bubble case [122] with a mesh resolution of 100 ×
200 cells for Case1 and 160 × 320 cells for Case2 in x- and y-direction. 
The computational domain is shown in Fig. 4.8. As illustrated in 
Table 4.5, two different cases are investigated. The thermodynamic 
closure relations presented in Eqs. (2-3)–(2-8) are used. The CFL number 
is 1.4. 

In order to demonstrate the significant improvement of the proposed 
methodology compared to previous work we first show results obtained 

Table 4.5 
parameters for two rising bubble cases.   

ρ1 (kg/m3) ρ2(kg/m3) μ1(Pa⋅s) μ2(Pa⋅s) g(m/s2) σ(N/m) 

Case1 1000 100 10 1.0 0.98 24.5 
Case2 1000 1.0 10 0.1 0.98 1.96  

Fig. 4.9. Rising bubble evolution of case1 at t=0s, 0.5s, 1s, 1.5s, 2s, 2.5s, 3s (from left to right) (a)Results of All-Mach MUSCL-TVD-TDU method, (b)Results of All- 
Mach THINC-TDU, (c)Comparison of results between Ref. [124] and All-Mach THINC-TDU. 
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with the All-Mach MUSCL-TVD-TDU in Figs. 4.9(a) and 4.10(a). As one 
can see, the two phase interface heavily smears out, although positions 
and shapes show reasonable agreement with the references given in 
Figs. 4.9(c) and 4.10(c) [123,124], respectively. In contrast, the pro
posed All-Mach THINC-TDU method produces excellent results as shown 
in Figs. 4.9(b) and 4.10(b) [123,124]. Thus, the applicability of our 
numerical scheme for the cases including low Mach numbers, surface 

tension, viscous effects, large density rations as well as gravity is 
demonstrated. 

4.4. Oscillating ellipsoidal drop 

An oscillating ellipsoidal drop is used to verify the ability of the 
method to predict the dynamics of surface tension. We use the 

Fig. 4.10. Rising bubble evolution of case2, at t=0s, 1s, 2s, 2.4s, 3s (from left to right), (a)All-Mach MUSCL-TVD-TDU method, (b)All-Mach THINC-TDU results, (c) 
Comparison of results between Reference marked with dotted line [123] and All-Mach THINC-TDU. 

Table 4.6 
Thermodynamics parameters of current case.  

Component γ R (kJ/(kg⋅ K)) Cv (kJ/(kg⋅ K)) P∞ 

(Pa) 
T 
(K) 

ρ 
(kJ/m3) 

P0 

(Pa) 
U0 

(m/s) 

1 5 7500.75 1875.18 0 300 4.444 107 (0,0) 
2 1.6 283.33 472.22 0 300 117.647 107 (0,0)  
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thermodynamic closure relations presented in Eqs. (A.1.1)–(A.1.5) with 
parameters shown in Table 4.6, 

The quadratic computational domain is (1.58 × 10− 3) × (1.58 ×
10− 3) m2 which is discretized with 158 × 158 square cells. Initial 
pressure is P0 = 107Pa. Non-reflective boundary conditions are used. 
The original bubble shape is 

(10000x − 7.9)2

42 +
(10000y − 7.9)2

32 = 1 (4–2) 

We compare our results with an analytic expression for the oscilla
tion period of the liquid droplet given by Fyfe et al. [125,126]: 

T = 2π

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(ρ1 + ρ2)(ab)3/2

48σ

√

(4–3) 

In our case, the densities are 117.647 kg/m3 and 4.444kg/m3, 
respectively. The initial ellipsoid has short axis a=6 × 10− 4 m and major 
axis b=8 × 10− 4 m, surface tension coefficient is σ = 80N /m, thus a 

periodic time is T ≈ 2 × 10− 5s is obtained [86,125–128] . 
In Fig. 4.11, the oscillating bubble shape evolution are shown. The 

bubble shape changes into a circular shape at times T2=5 × 10− 6s and 
T4=1.5 × 10− 5s, while at T5=2 × 10− 5s the ellipsoidal shape is 
recovered. Fig. 4.12 it shows the temporal evolution of the semi-length 
of the minor axis, from which an oscillation period of T=2 × 10− 5s is 
found in accordance to the analytic expression. 

After an initial transient we compute averaged pressure fields inside 
and outside of the bubble and obtain a value of 241017Pa. Since the 
equivalent radius of the ellipsoidal bubble is R=0.346 mm and the 
surface tension coefficient is 80N/m, 

[P] =
σ
R

(4–4)  

the theoretical value of the pressure jump for a spherical bubble is about 
231214Pa, corresponding to a relative pressure error of about 4.24%, 
which is acceptable for the given mesh resolution. 

4.5. Recovery of circular or spherical shape 

In this section we investigate a two-dimensional and a three- 
dimensional transition from a quadratic or cubic “bubble” towards its 
circular or spherical shape. The two-dimensional case is identical to the 
one presented in the Ref. [129], where the computational domain is 
0.75m × 0.75m with mesh resolution of 150 × 150 cells in x-direction 
and y-direction, respectively. A square bubble is centred in the compu
tational domain with an initial side length L=0.2m. The surface tension 
coefficient is 800N/m and the density ratio between the liquid bubble 
and the gaseous ambient is 1000, with ρgas = 1kg/m3 and ρliquid =

1000kg/m3. Non-reflective boundary conditions are used. Viscous ef
fects as well as gravity are neglected. For this test-case, all substances are 
modeled by barotropic thermodynamic relations according to Eqs. (2-3) 

Fig. 4.11. Oscillating bubble shape at (a)T1=0s, (b)T2=5 × 10− 6s, (c)T3=10− 5s, (d)T4=1.5 × 10− 5s (e)T5=2 × 10− 5s.  

Fig. 4.12. The time dependent semi-length of minor axis.  
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till (2-8), where, 

ρsat, liq = 1000kg
/

m3, psat = 2340, T = 336.9K, c = 1500m
/

s, p0

= 1bar, RGas = 296.8, kGas = 1.4 

Our results presented in Fig. 4.13(a) are in very good agreement with 
the reference shown in Fig. 4.13(b) [129]. Note that, contrary to the 
reference, we show the volume fraction while “magnified schlieren 
images of the mixture density” are shown in the reference but a 
description of the numerical method to generate schlieren images is 
missing. 

We extend this two-dimensional recovery case to three dimensions. 
As shown in Fig. 4.13(c)–(f), a spherical bubble evolves from an initially 
cubic “bubble” under the effects of surface tension, which proves the 
ability of current methodology to predict three-dimensional flow physics 

including surface tension effects. 

4.6. Two dimensional simulation of primary breakup 

We apply the proposed algorithm to one of our target applications, 
which cover dual fuel internal combustion engine (DFICE) flow physics. 
In order to demonstrate the benefits of the interface sharpening 
approach, we simulate a two-dimensional planar shear layer under 
typical DFICE conditions. Fig. 4.14 shows the numerical domain and the 
boundary conditions. The characteristic length is D=89.4 μm and the 
grid resolution is 0.75 μm. Identical to the upcoming chapter 4.7, the 
fluid properties correspond to the “SprayA-210,675″ test-case [130], 
where liquid n-Dodecane and a gas mixture of 20% Methane and 80% 
Nitrogen enter the domain from left, separated by a viscous wall. Sym
metry boundary conditions at the top and at the bottom surfaces are 
prescribed. The initial chamber and ambient pressure is 60MPa. The 
inlet velocity of the liquid is 500 m/s and the velocity of the gas mixture 
is 450 m/s. For this test-case, all substances are modeled by barotropic 
thermodynamic relations according to Eqs.(2-3) till (2-8). 

In Fig. 4.15 we compare the predicted evolution of the two-phase 
interface and its sharpness using our standard model (a and c, left) 
and the recently developed sharpening approach (b and d, right). The 
later one leads to a significant improvement in the prediction quality, 
preventing the interface from getting smeared and allowing for higher 
details, such as the liquid tip. Since the numerical complexity of both 
approaches compares well, the improved interface quality either allows 

Fig. 4.14. Sketch Map of “SprayA- 210,675 model” Benchmark Case.  

Fig. 4.13. Bubble shape evolution using volume fraction contour (a) current two dimensional recovery bubble case with uniform mesh resolution 0.005m and 
surface tension coefficient is 800N/m, (b) Reference of two dimensional recovery bubble case with uniform mesh resolution 0.005m and surface tension coefficient is 
800N/m [129], (c)~(f) evolution of three dimension recovery bubble case. 
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for a reduction in mesh resolution or in a gain in quality. 
Moreover, according to Section 2.4 and Appendix D, we compare the 

results of our original iLES scheme and the newly developed THINC-TDU 
high-order iLES algorithm. It is evident that the improved iLES scheme 
yields sharper two-phase interfaces. Moreover, the viscous sublattice 
effects (structures) in Fig. 4.15 (e)(f) obtained with the iLES scheme are 
more obvious than those in Fig. 4.15 (a)(b) obtained with the scheme 
without SGS model (Section 4.6). In Sections 4.7 and 4.8, we will show 
three-dimensional cases simulated with the THINC-TDU and THINC- 
TDU-iLES high-order algorithms. 

4.7. Three dimensional simulation of primary breakup in dual-fuel 
conditions by THINC-TDU scheme 

This test-case demonstrates the ability and robustness of the two- 
phase interface treatment methodology to be applied in engineering 
applications such as a high speed liquid jet discharging into a dual-fuel 
ambient. The test-case is commonly referred as “SprayA-210,675″ [130]. 
A block-structured o-grid with a total number of 55 million cells at a 
resolution of minimum 0.04μm at a time-step of 0.1 nanoseconds is used. 
As shown in Fig. 4.16, the computational domain is 10D × 10D × 20D 
(D=89.4μm) in x/y/z-direction, respectively. The initial chamber and 
ambient pressure is 60MPa and the discharge velocity of the jet is 500 
m/s. The liquid jet consists of n-Dodecane and the gas mixtures includes 

20% Methane and 80% Nitrogen. For this test-case, all substances are 
modeled by barotropic thermodynamic relations according to Eqs. (2-3) 
through (2-8). Due to the high inertia of the jet and as our focus is on the 
robustness of the methodology, we neglect surface tension and gravity. 

In Fig. 4.17, the mushroom head shape, bridges, lobes, droplets, and 
other typical structures can be seen in this high-resolution simulation, 
showing the robust performance of our method. This three-dimensional 
simulation represents an under-resolved DNS of high-speed primary 
breakup, with inherent numerical dissipation keeping the computation 
stable. In this case, the compression method is applied only to the region 
of the two-phase interface, so some nearly pure fluid regions still exhibit 
a tendency to smear, but it is minor. 

Fig. 4.15. Two phase interface evolution of 2D “SprayA-210,675 model” Benchmark Case (60Mpa, ΔV=50m/s), All-Mach MUSCL-TVD-TDU: (a) and (c), All-Mach 
THINC-TDU: (b) and(d), Original iLES (e), and high order THINC-TDU-iLES:(f). 

Fig. 4.16. Computational domain for “Spray A-210,675 model” (a) and detail 
of the o-grid (b). 

Y. Jiao et al.                                                                                                                                                                                                                                     



Computers and Fluids 274 (2024) 106186

16

4.8. Three dimensional simulation of turbulent jet flow in dual-fuel 
conditions 

In this section we extend the two dimensional case of Fig. 4.14 to a 
three dimensional counterpart shown in Fig. 4.18 by applying periodic 
boundary conditions in span-wise direction. The smallest mesh size near 
the wall is 0.1μm, which meets the requirement y+ < 1 based on liquid 
diesel properties and the relative velocity between liquid and gas. We 
compare the three dimensional results from the original iLES and the 
current high order THINC-TDU-iLES algorithm(Appendix D) along with 
surface tension. The surface tension coefficient of diesel adopted is 
0.028N/m. The initial pressure and the ambient pressure is 6 MPa, lower 
than case of Section 4.7, while other parameters are identical. Actually, 
the effects of surface tension can be ignored in this convectional- 
dominant flow with large Weber number (in the region near the 
nozzle exit). However, we includes viscous effects as well as surface 
tension in order to show the performance and robustness of the current 
scheme. 

The development of the shear layer is shown in Fig. 4.19 (a). It is 
obvious in Fig. 4.19 that the improved iLES method (Fig. 4.19 (a), (c)) 
provides sharper interfaces than the original one (Fig. 4.19 (b), (d)) and 
the primary breakup is well captured (Fig. 4.19 (b), (d)). 

4.9. Gas/vapor bubble collapse with interface sharpening 

In the following, vapor and gas bubble collapses are simulated using 
the method of interface sharpening and TDU. In this simulation, we use 
the thermodynamic relations from Section 2.2 and Appendix A. All 
configuration settings such as initial pressure distribution and initial 
bubble position are similar to [131]. As shown in Fig. 4.20, the distance 
between the gas or vapor bubble and the wall is H=440µm and the 
radius of the bubble is R=400 µm. As shown in Fig. 4.21, the meshes 

near the bubble are refined and the mesh size is 4µm. Around the 
far-field region, the meshes are enlarged. For the gas bubble we use the 
initial gas pressure of 3000 Pa and for the vapor bubble we assume a 
vapor pressure of 1342 Pa. From Figs. 4.21–4.23, it can be seen that the 
present scheme is suitable for bubble collapses with a sharp two-phase 
interface between liquid and gas or (condensable) vapor, which allows 
for more complicated applications such as turbulent cavitating liquid 
jets into a gas environment. 

5. Performance and scalability 

The parallel computational framework of our in-house code CATUM 
has been optimized for better parallel scalability and has been used for 
many large computational problems on supercomputers [21–24,99,100, 
104]. The now newly proposed scheme retains the original framework of 
CATUM, while only minor modifications are required to verify and 
validate the proposed model and numerical method. The compact 
four-cells FVM framework remains unchanged and no additional equa
tions are added. On the other hand, diffuse interface methods are 
recognized [14] to be inherently less expensive and easier to parallelize 
than sharp interface methods, since no expensive and localized geo
metric reconstruction of the interface is required, which could poten
tially lead to load balancing problems. The diffuse interface method, in 
conjunction with compact four-cell methods, provides a cost-effective, 
robust, and scalable method. In particular, for the turbulent jet flow 
problem shown in Section 4.8 and the gas bubble collapse problem 
shown in Section 4.9, the new combined scheme significantly reduces 
diffusion while requiring only about 6.65% and 2.06% additional cost 
(on the Linux cluster at Leibniz Computing Center), respectively, 
compared to the original scheme shown in the respective chapters. 

To evaluate the parallelization efficiency of this new scheme of the 
in-house CATUM solver, strong-scaling and weak-scaling tests were 
performed on the Leibniz Computing Center (LRZ) for the case in Section 
4.2. The results of the strong-scaling test are shown in Fig. 5.1(a), where 
the actual speedup is compared to the ideal speedup. The results of the 
weak scaling test are shown in Fig. 5.1(b), where the ideal time and the 
actual time are plotted against the number of cores. The results show 
that the weak scaling is nearly constant up to 1372 cores. After that, the 
efficiency drops to about 76% for 1792 cores. The strong scaling test 
results show good performance for large grid sizes per core (51.2K cells/ 
core, 12.8K cells/core). Increasing the number of processors leads to a 
decrease in the problem size (number of cells) per core. The difference 
between the ideal and actual speedup is due to a higher communication 
overhead compared to the computation time for smaller grid sizes. This 
could be caused by a very low total computation time per time step [14], 
which is the result of an optimized single-core performance of the solver 
and a low-cost numerical method, leading to a higher ratio of commu
nication to computation time and a non-ideal parallel scalability. 
Overall, a deviation from ideal performance is expected due to the 
increasing amount of MPI communication. 

6. Conclusions 

In this work we propose a robust four equation model using one-fluid 
multi-component thermodynamics relations as well as an All-Mach 
number consistent THINC-TDU method, which prevents two-phase in
terfaces from smearing. Surface tension effects, viscous effects, gravity 
effects, as well as shock-wave phenomena have been assessed and the 
results are in very good agreement with well-known reference results. 
Our simulation of a liquid jet in a dual-fuel environment demonstrates 
the suitability of the methodology to complex real-world engineering 
applications. An implementation of the methodology into existing 
MUSCLE or WENO-type compressible finite volume methods on block- 
structured meshes is presented. A significant improvement of pre
dicted details in compressible two-phase flows is reached while the 
additional computational costs are negligible. This is achieved by 

Fig. 4.18. Sketch Map of “SprayA- 210,675 model” three dimensional Bench
mark Case. 

Fig. 4.17. Volume fraction of Mixture gas in stream-wise middle plane with 
interface sharpening at T= 4.79026 × 10− 6s, (a) contour of volume fraction (b) 
ISO-surface of 50%. 
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Fig. 4.19. 2D density contour (a)–(c), and 3D density contour (d), (e) .  
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combining an algebraic sharpening method with a thermodynamically 
consistent correction procedure in the flux computation without the 
need of complex geometric reconstruction approaches. The approach 
has been implemented into our in-house code CATUM validated against 
a series of references and has extended to be suitable for sub-grid tur
bulence modelling. A shock-droplet test-case in near critical conditions 
with a real fluid model show that current results are superior to WENO3- 
JS and OWENO3 schemes (if using the same mesh resolution). In addi
tion to gas bubble collapse, vapor bubble collapse was also performed to 

Fig. 4.20. Sketch map of bubble collapse.  

Fig. 4.21. Sketch map of bubble collapse mesh (a), enlarged mesh around bubble (b) with smallest mesh resolution 4μm.  

Fig. 4.22. Gas bubble collapse with smallest mesh resolution 4μm: density contour of All-Mach MUSCL-TVD-TDU method:(a); density contour of All-Mach THINC- 
TDU:(b). 

Fig. 4.23. Vapor Bubble collapse with smallest mesh resolution 4μm.  
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prove that the two-phase interface between liquid and vapor can also be 
sharpened using the current scheme. This demonstrates the ability of the 
current scheme to handle cavitation-related cases containing both con
densable vapor and non-condensable gas, such as atomization using 
cavitation nozzles. The simulation of a three-dimensional turbulent jet 
flow with surface tension and viscous effects also demonstrates the high 
performance of the current scheme. 
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Appendix A. Thermodynamics equilibrium model for coupled (one-fluid) multi-component flow 

A.1. Stiffened gas equation of state 

In this part we take internal energy into account. The variables of the mixtures in the one-fluid multi-component model are shown in Table A.1. The 
detailed prove of thermodynamic equilibrium closure could be observed in Refs. [111–113]. It is noted that Noble-Abel Stiffened-Gas equation of state 
degenerates to the Stiffened-Gas equation of state by setting the covolume of the fluid b=0.  

Table A.1 
Variables of the mixtures in the one-fluid multi-component model.  

Variables Descriptions 

Volume fractions αGas1 + αGas2 + αL = 1 
Mass fractions ξGas1 + ξGas2 + ξL = 1, ξGas1 = αGas1ρGas1/ρ, ξGas2 = αGas2ρGas2/ρ, ξL = αLρL/ρ 
Pressure P = (αGas2 + αGas2 + αL)P = (ξGas1 + ξGas2 + ξL)P 
Density ρ = αGas1ρGas1 + αGas2ρGas2 + αLρL = (ξGas1 + ξGas2 + ξL)ρ 
Specific total energy E = e + |u2|/2 
Internal energy ρe = αGas1ρGas1eGas1 + αGas2ρGas2eGas2 + αLρLeL = ρξGas1eGas1 + ρξGas2eGas2 + ρξLeL 

e = ξGas1eGas1 + ξGas2eGas2 + ξLeL 

Specific total enthalpy H = E + P /ρ = e + |u2|/2 + P /ρ 
Specific enthalpy ρh = αGas1ρGas1hGas1 + αGas2ρGas2hGas2 + αLρLhL = ξGas1ρhGas1 + ξGas2ρhGas2 + ξLρhL 

Mixed viscosity μmix = (1 − αGas1 − αGas2)[(1 − αv)(1 + 5 /2αv)μliq + αvμvap] + αGas1μGa1 + αGas2μGa2  

Here we use “stiffened Gas” EOS for liquid and two gas components, 

P = (γ − 1)ρ(e − q) − γP∞ (A.1.1)  

where,γ is the heat capacity ratio CP/CV. In this way, ρL = (PL +γLP∞,L)/((γL − 1)(eL − qL)). Gas fluid could decay to ideal gas with P∞,Gas=0. Generally, 
for ideal gas q=0, PGas = (γGas − 1)ρGaseGas and ρGas = PGas/((γGas − 1)eGas); the specific heat capacity RGas = CP,Gas − CV,Gas = γGasCV,Gas − CV,Gas =

(γGas − 1)CV,Gas, eGas = CV,GasTGas, thus PGas = (γGas − 1)ρGaseGas = (γGas − 1)ρGasCV,GasTGas = ρGasRGasTGas, ρGas = PGas/(γGas − 1)CV,GasTGas = PGas 

/(RGasTGas). 
Then the mixture density is 

ρ = αGas1ρGas1 + αGas2ρGas2 + αLρL = αGas1
PGas1

(γGas1 − 1)CV,Gas1TGas1
+ αGas2

PGas2

(γGas2 − 1)CV,Gas2TGas2
+ αL

PL + γLP∞,L

(γL − 1)(eL − qL)
(A.1.2) 

Fig. 5.1. Scaling of the CATUM on the Linux-Cluster at Leibniz Supercomputing Centre, (a) Strong scaling, the number above the lines is the number of cores used, 
the number below the lines is the number of grids per core; (b) Weak scaling. 
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The internal energy for liquid is eL(PL, ρL) = (PL + γLP∞,L)/((γL − 1)ρL)+ qL, internal energy for gas is eGas(PGas, ρGas) = PGas/(γGas − 1)ρGas, thus 
internal energy for fluid mixtures are 

e = ξGas1eGas1 + ξGas2eGas2 + ξLeL = ξGas1CV,Gas1TGas1 + ξGas2CV,Gas2TGas2 + ξL

(
PL + γLP∞,L

(γL − 1)ρL
+ qL

)

(A.1.3) 

The speed of sound for liquid and gas could be obtained through cL =
̅̅̅̅̅̅
γL(

√
PL + P∞,L)/ρL =

̅̅̅̅̅̅
γL(

√
PL + P∞,L)/(ρξL/αL) and cGas =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
γGasPGas/

√
ρGas =̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

γGasRGasTGas
√

. 
The volume fraction for components are 

αGasi = ξGasi
ρ

ρGasi
= ξGasi

ρ
PGasi

(γGasi − 1)eGasi

= ξGasi
ρ

PGasi
(γGasi − 1)CV,GasiTGasi

=
ξGasiρ(γGasi − 1)CV,GasiTGasi

PGasi
(A.1.4)  

αL = 1 −
∑

αGasi (A.1.5)  

A.2.1. Peng-Robinson Equation of State 

Besides, the “Peng-Robinson” EOS [132] is also combined into current four equation scheme and the related test case, near-critical shock droplet 
interaction, is presented in A.2.2. 

For the liquid and gas components, 

p =
RT

v − b
−

a
v2 + 2bv − b2 (A.2.1)  

where T is the temperature; R is the universal gas constant; V is the molar volume, V = M/ρ, M is the molar mass. Coefficients a =
∑N

α=1
∑N

β=1XαXβaαβ 

and b =
∑N

α=1Xαbα. Xα is the mole fraction of species α and in-total species number is N; coefficients aαβ = 0.457236(RTc,αβ)
2
/pc,αβ(1 + cαβ(1 −

̅̅̅̅̅̅
T/

√
Tc,αβ ))

2 and bα = 0.077796RTc,α/pc,α are obtained according to the mixing rules [133]. pc,αβ is the critical mixture pressure and pc,αβ =
Zc,αβRTc,αβ

νc,αβ
, cαβ 

= 0.37464 + 1.5422ωαβ − 0.26992ω2
αβ,Tc,αβ is the critical mixture temperature and Tc,αβ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Tc,αTc,β

√
(1 − kαβ)Tc,α. and Tc,β are critical temperature 

for species α and β, kαβ is the binary interaction parameter. The critical mixture molar volume νc,αβ, the critical mixture compressibility Zc,αβ, the 
acentric factor ωαβ denote as νc,αβ = 1/8(ν1/3

c,α + ν1/3
c,β )

3
, Zc,αβ = 1/2(Zc,α + Zc,β), ωαβ = 1/2(ωα + ωβ), where ν1/3

c,α and ν1/3
c,β are critical molar volume for 

species α and β, Zc,α and Zc,β are critical compressibility factor for species α and β, ωα and ωβ are acentric factor for species α and β. 
Besides, Ref. [134] provides the parameters for the NASA polynomials, which would be used to obtain the internal energy, enthalpy, and entropy. 

A.2.2. PR-EOS for (near-critical) Shock Droplet Interaction 

We validate the shock interaction in a nitrogen environment with a sphere of n-Dodecane droplet [135] in order to show the performance of 
current numerical scheme in complex realistic conditions. Same parameters are adopted as the reference except for the mesh resolution. The uniform 
mesh size(0.115mm) is adopted near the droplet, which is finer than that of reference(0.23mm). In this way, it should be noted that higher mesh 
resolution is adopted for current scheme in order to be comparable to results from high order WENO5 scheme of reference. Ref. [134] provides the 
parameters for the NASA polynomials. Numerical scheme could be found in the Appendix B. 

In Fig. A.2.1, results show good agreement with those from Ref. [135]. It shows that current scheme could be combined with real fluid model 
directly, further proving its robust performance. Moreover, based on same meth resolution(0.115mm) and same initial conditions, current results are 
superior to these of WENO3(HLLC) and OWENO3(HLLC) scheme, especially near the two phase interface, which simply shows its comparable per
formance over higher order method.

Fig. A.2.1. Shock n-Dodecane in the Nitrogen environment:115μs,(a), (d), (g), (j);140μs,(b), (e), (h), (k);185μs,(c), (f), (i), (l). Current results (a–c); Reference (d–f) 
[135];WENO3 (g–i);OWENO3 (j–l). 
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Appendix B. Internal energy and real fluid effects 

Internal energy, as an additional parameter, needs to be taken into account. Most procedures, such as step adopting All-Mach Riemann solver and 
reconstruction steps for mass fraction, are the same as those in Chapter3. While following aspects are excepted. 

The thermodynamic model adopted here is related to Appendix A. Variables including velocities, pressure, mass fraction and temperature are 
given, others like density and internal energy could be obtained according to the thermodynamic relations, ρ = f(p, T, ξGasi), e = f(ρ,T,ξGasi). 

In a general way, variables u∗, v∗, w∗, ρ∗, p∗, ξ∗Gasi adopt the same reconstruction method as explained in Chapter3 and internal energy e∗ just 
need follow the reconstruction method of density ρ∗. While in the current scheme, after obtaining the interface internal energy e∗, the TDU idea would 
be applied to update variables like density ρ∗. Specifically, during the reconstruction process, interface parameters like density are updated from the 
interface pressure, as mass fraction and internal energy, ρ∗ = f(p∗, ξ∗Gasi, e∗), thus the numerical format of density keeps numerical consistent with 
other variables. Moreover, volume fraction could be obtained according to α∗

i = f(ρ∗, p∗,ξ∗Gasi, e∗). 
If the current FC scheme is combined with thermodynamics relations from Appendix.A.2.1, temperature is updated firstly according to internal 

energy, density, species mass fraction T = f(e, ρ, ξGasi) (by Gradient descent/Newton method), then pressure is updated from temperature, density 
and species mass fraction p = f(ρ, T, ξGasi). A small note is that the convergence speed of the Gradient descent/Newton method in obtaining the 
temperature could be improved by storing the temperature from the previous time step and using it as the initial guess to calculate the updated 
temperature. In the FC scheme, the numerical flux evaluated from the two neighboring cells of the face is exactly the same, which guaranty strict 
conservation of all variables. 

Appendix C. A spherical drop in static equilibrium 

A spherical drop in static equilibrium is adopted to show the balanced effects between pressure and surface tension force since imbalance between 
them induce the parasitic velocities. Parameters are adopted according to the classical Ref. [136]. Density ratio of two in-viscid fluids is 10. The side 
length of computational cube domain is 8 and 40 uniform meshes are applied in every direction. Initial pressure drop between inside fluid and outside 
fluid is equal to the theoretical equilibrium value, σ = 73,R = 2, thus pinside − poutside = 2σ/R = 73. 

For our current method, the max-mum parasitic speed at t≈0.001s and t≈0.05s are about 0.004m/s and 0.11m/s respectively (Fig. C.1), which is 
comparable to best results 0.0855m/s and 0.386m/s shown in the Ref. [136]. Thus, current surface tension model performs well.

Fig. C.1. The velocity vector (vector length is grid units divide magnitude) field of an x-y plane. Plots (a) is at t≈0.001s with vector length 40, (b) is at t≈0.05s with 
vector length 1.5. 

Appendix D. High order improvement with turbulence modeling (iLES) 

In order to include the turbulence modeling, a high order improvement of All-Mach THINC-TDU is proposed with iLES approach, two extra gas 
components as well as modified sensor. For the iLES scheme of the Ref. [24], if discontinues region is detected by sensor, upwind-basied reconstruction 
(density) would be adopted. While in current scheme, the cell interface value reconstruction procedure is switched among an upwind-biased, a 
centered reconstruction and a THINC-based scheme. And TDU idea is adopted to continually keep the thermodynamic relationship coupled among 
variables(pressure, density, gas mass fraction).  

• Upwind-biased reconstruction scheme 

Procedures(Regions without discontinuous interfaces) shown in 3.3 are adopted for the upwind-biased reconstructions of variables.  

• Central reconstruction scheme 

The above upwind-biased scheme has intrinsic numerical dissipation, thus the central reconstruction scheme is needed to reduce dissipation. And 
proper sensor function is used to switch between candidate schemes. A linear fourth order central scheme is applied, 

Φ∗,C
i+1/2 =

[
u∗, v∗, w∗, p∗, ξ∗Gas1, ξ∗Gas2

] C
i+1/2 = 1

/
12[7(Φi +Φi+1) − Φi− 1 − Φi+2] (D.1)  

Φ∗,C
i+1/2 = [ρ∗] C

i+1/2 = 1
/

2
(

Φ∗
I− 1/2 +Φ∗

I+1/2

)
(D.2)    

• THINC-based reconstruction scheme 
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In order to compute the flux across the cell interface between cells 2 and 3, we reconstruct left and right hand side values of the scalar ξGas as the 
equations from (3-3) to (3-4) shown in 3.3. It’s also noted that discontinuous two-phase interface region generally meet the requirements ε < ξi < 1 
− ε and (ξi − ξi− 1)(ξi+1 − ξi) > 0, where ε could be a small positive parameter comparing with ξi.  

• Modified sensor 

This newly modified discontinuity sensor is used to identify the discontinues region. The flow field smoothness is identified via a function of 
smooth sensor, which works as a switch to change the type of the reconstruction method for the primitive variables u, v, w, ρ, p, ξGas1, ξGas2 on the 
cell interface. The primitive variables on the cell interface denote: 

Φ∗
i+1/2 = [1 − f (θ)]Φsmooth + f (θ)Φdiscontinues = [1 − f (θ)]Φ∗,C

i+1/2 + f (θ)(
(

1 − σ)Φ∗,U
i+1/2 + σΦ∗,Th

i+1/2

)
(D.3)  

σ is a Dirichlet function, which could be adjustable according to needed: generally for reconstruction step of pressure and velocity it becomes zero; for 
reconstruction step of two phase interface region, it becomes one while for other region it becomes zero. 

Specifically, we use vorticity-dilation sensor developed by Ducros et al. [137] to detect the compressible shock and expansion waves in present 
fully compressible flow: θD = (∇⋅u)2

/((∇⋅u)2 + (∇ × u)2
+ ϵ), where, ϵ denotes a very small value (ϵ = 10− 20), making denominator non-zero. 

Two-phase interface are detected with the variation of the total gas volume fraction in all three spatial directions: θGas = vari(Gas)+ varj(Gas) +

vark(Gas), where, vari(Gas) = ‖ αGas1, i + αGas2, i − (αGas1, i− 1 + αGas2, i− 1)‖ + ‖ αGas1, i+1 + αGas2, i+1 − (αGas1, i + αGas2, i)‖. Same expressions are 
adopted for vapor volume fraction and its detector is denoted as θα. 

Subsequently, we give the switch criteria: 

f
(
θD, θα, θGas) =

{
1, if θD > θD

th

⃒
⃒| θα〉θα

th

⃒
⃒
⃒
⃒ θGas〉θGas

th

0, others
(D.4) 

It means that if one or more sensor exceeds its threshold value (θD > θD
th or/and θα > θα

th or/and θGas > θGas
th ), the numerical scheme switches to the 

discontinues reconstructions Φ∗
i+1/2 = Φdiscontinues = (1 − σ)Φ∗,U

i+1/2 + σΦ∗,Th
i+1/2. The threshold values θD

th = 0.95 is suggested by Egerer et al. [24] and θGas
th 

= 0.4 is for the volume fraction of total gas phase suggested by Trummler et al. [23]. And these proposed modifications could help to avoid pressure 
oscillations while keeping contact waves crisp without artificial smearing. 

Specifically, for smooth region, velocity and pressure adopt the linear 4th order reconstruction process, while a linear 2nd order central 
approximation reconstruction is implemented for the density, internal energy(if have), as well as two additional mass fraction field. For discontinues 
fields, a upwind biased reconstruction is generally implemented Φdiscontinues = Φ∗,U

i+1/2. Generally, velocity components are reconstructed using the third 
order slope limiter Koren [119] and the thermodynamic quantities density, pressure, internal energy(if have), two additional mass fraction are 
reconstructed using the second order Minmod slope limiter [116]. It should be noted that the new mass fraction ξ generally keep the same recon
struction scheme of density, ξdiscontinues = ξ∗,Ui+1/2. While in the discontinuous region of two phase interface, instead of using upwind biased recon

struction with slop limiter for two additional mass fraction(or density), THINC is combined for mass fraction(or density) ξdiscontinues = (1 − σ)ξ∗,Ui+1/2 +

σξ∗,Th
i+1/2, and TDU idea is then adopted for density(or mass fraction) ρdiscontinues = f(ξdiscontinues,pdiscontinues). In this way, variables are updated consistently, 

interface is sharpened and pressure oscillation is avoided. 
Besides, the transport velocity and interface pressure are represented as 

u∗ = (1 − f (θ))

(

u∗,C
i+1/2 −

▵3p∗
i+1/2

IL + IR

)

+ f (θ)
ILuL + IRuR + pL − pR

IL + IR
(D.5)  

p∗ = (1 − f (θ))p∗,C
i+1/2 + f (θ)

(pL + pR

2

)
(D.6) 

IL = ((3ρi + ρi+1) ∗max(cl,i,cl,i+1))/4, IR = ((ρi + 3ρi+1) ∗max(cl,i,cl,i+1))/4, ▵3p∗
i+1/2 is an approximation of the third pressure derivative, the acoustic 

impedances are IL and IR, max(cl,i, cl,i+1) is the maximum liquid speed of sound. 
Other procedures (Remarks) are consistent with Charpter3. Through complete implementation, liquid-liquid vapor and liquid-gas two phase 

interface are sharpened and dispassion of discontinues region are reduced. 
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Examining the influence of shock waves on cylinders and droplets at near-critical condi-
tions, especially when accounting for real fluid effects, represents a relatively unexplored
frontier. This research gap becomes even more relevant when extending the investigation
to three-dimensional scenarios. The underlying evolution mechanisms at these conditions
remain elusive, with limited existing literature. In this study, we present a thorough
exploration employing two-dimensional and three-dimensional numerical simulations of
a droplet with an embedded gas cavity subjected to a normal shock wave at near-critical
conditions. Our approach involves modeling the cylinder/droplet and the surrounding gas
flow using the compressible multicomponent equations, incorporating real fluid thermody-
namic relationships, and implementing a finite-volume-based hybrid numerical framework
capable of capturing shocks and interfaces. To establish the reliability of our approach,
we validate it against reference data, demonstrating excellent agreement. We also conduct
mesh independence studies, both qualitatively and quantitatively. Our analysis is compre-
hensive, considering the intricacies of shock impingement, the morphological deformation
of the cylinder/droplet and cavity, and the development of vortices. We discuss and
analyze various phenomena, including the evolution of wave patterns, jet formation, sheet
formation, hole appearance, the emergence of petal-shaped structures or lobes, ligament
formation, shear-induced entrainment, and internal cavity (bubble) breakup. We compare
the results obtained from the cylinder/droplet with a cavity to those from a planar shock
wave impacting a pure cylinder/droplet. We provide a holistic view of the two-dimensional
cylinder and three-dimensional droplet’s evolution before and after the impact of a shock
wave, accompanied by quantitative data regarding the positions of characteristic points
along the column over time. Our analysis further scrutinizes the geometrical characteristics
of the cylinder and the trends in the distribution of baroclinic vorticity at various stages.
Our findings reveal that the presence of a gas cavity plays a pivotal role in shaping the shock
wave, which, in turn, influences the generation and distribution of baroclinic vorticity.
This leads to a transformation in the unstable evolution process of both the cylinder
and the droplet. Importantly, shock waves impacting the evolving interfaces of the cylin-
der/droplet and the internal gas cavity generate baroclinic vorticity, which subsequently
affects the transport and distribution of vorticity, thereby influencing the evolution of the
cylinder/droplet interface. In the case of three-dimensional droplets, baroclinic vorticity
induces complex, intricate three-dimensional structure transformations.
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I. INTRODUCTION

The Richtmyer-Meshkov instability (RMI) manifests when an interface separating two fluids of
different densities is suddenly subjected to impacting shock waves. This instability undergoes a
linear growth phase followed by nonlinear development, culminating in the formation of numerous
small-scale vortices near the interface and ultimately leading to a turbulent mixture [1–4]. This
intriguing phenomenon has been studied both theoretically by Richtmyer [5] and experimentally by
Meshkov [6], with their contributions laying the foundation for our understanding of shock-induced
instabilities.

The implications of RMI extend to various fields, including inertial confinement fusion, space
rocket engines, and astrophysics. For space rocket engines, the interaction between shock waves
and the fuel-oxidizer interface within the combustion chamber plays a pivotal role in enhancing fuel
and oxidizer mixing, thereby reducing combustion distances and engine volumes. This, in turn, sig-
nificantly improves combustion efficiency and propulsion performance. Shock-droplet interactions
are particularly relevant in high-speed propulsion systems [7,8], such as liquid-fueled ramjets and
scramjets, especially during processes like startup, mixing, and combustion of high-speed liquid
diesel injection. When a high-speed diesel jet enters a combustion chamber where the pressure is
near the critical pressure of the fuel droplet, it can induce shock waves that interact with the fuel
spray. Hence, exploring RMI and shock-droplet interactions offers valuable insights for optimizing
fuel mixing in propulsion systems.

In cases near the critical point, it is essential to consider “transcritical” characteristics, where
the combustion chamber pressure approaches the critical pressure of the fuel fluids. Under such
conditions, higher temperatures can induce a transition from a liquidlike state to a gaslike behavior,
leading to a two-phase mixture [9,10]. For instance, the critical properties of n-dodecane are defined
by a critical pressure (pc) of 1.82 MPa and a critical temperature (Tc) of 658.1 K. If n-dodecane fuel
is injected into a combustion chamber at supercritical pressure (p/pc > 1) and at a temperature
below the critical temperature (T/Tc < 1), it mixes with hot ambient air or nitrogen, and the
temperature of the fuel increases. This can cause the fuel to cross the Nishikawa-Widom line,
transforming from a liquidlike fluid to a gaslike supercritical fluid. This unique scenario [11–13],
known as “pseudo-boiling,” occurs at higher supercritical temperatures and pressures, where fuel
fluids exhibit ideal gas behavior when their compressibility factor equals 1.

While many studies have explored near-critical droplets in low-speed convective environments,
where droplet evaporation is significantly influenced by viscous effects and heat conduction
[14–20], investigations of near-critical droplet interaction with shock waves or high-speed flows are
limited. In such high-speed flows, the impact of viscous diffusion, thermal diffusion, and surface
tension forces is expected to be negligible. Obtaining detailed experimental data on multiphase
shock-driven instabilities, particularly at high pressures and temperatures, remains a challenge.
Therefore, numerical experiments have become essential for studying the interaction between shock
waves and fuel droplets at near-critical conditions.

In summary, the study of RMI and shock-droplet interactions at near-critical conditions is of great
importance and presents various challenges due to the scarcity of experimental data. By conducting
numerical experiments, we aim to fill this knowledge gap and contribute to our understanding of
fuel mixing processes in high-pressure, high-speed propulsion systems.

Classical simulations of shock-bubble interactions (SBIs) [21–32] and shock-droplet interactions
(SDIs) [33–40] have been extensively documented, primarily focusing on scenarios involving
pure droplets or pure bubbles. However, these studies have predominantly explored subcritical
and supercritical conditions, with limited investigation into near-critical or transcritical conditions.
Fluids near their critical points exhibit distinct physical characteristics that differ significantly from
classical liquid droplets or ideal-gas bubbles [41–43], necessitating a unique approach.

In SBI-related research, Haas and Sturtevant [21] originally described the intricate phenomena
during shock interactions with helium and R22 refrigerant bubbles. Quirk and Karni [22] con-
ducted numerical simulations to characterize SBIs. Bubble compositions of SF6 and krypton were
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subsequently studied [23–31]. However, these investigations were conducted under atmospheric
pressure and room-temperature conditions, with the fluids in their gaseous state, classifying them as
SBIs.

In SDI-related studies, various processes such as primary shock impingement, droplet defor-
mation, and droplet breakup have been extensively discussed in the literature [5,22,28,44–46].
Duke-Walker et al. [47] explored the effects of droplet evaporation and breakup in the context
of mixing driven by shock-induced multiphase instabilities. Meng and Colonius [33] investigated
the interaction of shock waves with a water droplet, with detailed structures validated against
experimental data, including the chaotic flow features in the wake region caused by instability
growth. Kaiser et al. [48] conducted numerical investigations into water droplet breakup induced by
shock impingement and the resulting interface deformation. Sharma et al. [49] established a criterion
for the transition process between a shear-induced entrainment mode and a Rayleigh-Taylor piercing
mode during droplet breakup. Notably, these findings were obtained through both numerical sim-
ulations and experimental studies, yet research on near-critical or transcritical conditions [42,43]
remains scarce.

Despite existing research, investigations into shock interactions with fuel droplets under near-
critical or transcritical conditions remain limited [50–52]. A few studies have explored shock
interactions with the n-dodecane droplet at near-critical conditions [51] and the shock interaction of
a droplet above the critical pressure at varying temperatures around the Widom line [52]. While
these studies have provided valuable insights into early droplet breakup behavior and mixing
efficiency in high-pressure fuel injection, they have not delved into the detailed simulation of real
three-dimensional interface deformation.

Furthermore, the interaction between shock waves and droplets containing gas- or vapor-filled
cavities, as well as the interaction between shock waves and bubbles containing droplets, remains
a relatively unexplored area within the context of SDIs and SBIs. Previous investigations in this
field have primarily focused on scenarios characterized by low temperatures and low pressures
[53–59]. In certain industrial contexts, liquid droplets may contain gas cavities, as seen in scenarios
involving fuel droplet deformation in scramjet engines or fluid mixing processes [53]. Additionally,
there are complexities associated with fluid structures that encapsulate volatile substances, such as
perfluoropentane used in ultrasound therapy [54].

A substantial knowledge gap persists regarding the interaction between shock waves and
droplets containing embedded gas cavities, particularly under near-critical conditions and in three-
dimensional scenarios. Conducting experiments under these demanding conditions is challenging,
necessitating robust numerical methods capable of handling intricate flow characteristics. Only a
limited number of studies [55–59] have addressed this issue, and those have been conducted at
low temperatures and low pressures (at ambient conditions). For example, the interaction of shock
waves with droplets containing gas bubbles has been explored under ambient conditions [55],
shedding light on the impact of bubble collapse on shock-droplet interactions. Wang et al.’s work
[56] investigated the shock-accelerated gas ring, providing insights into its evolution and proposing
a straightforward method for predicting circulation. Feng et al. [57] experimentally delved into
the shock interaction with an SF6 ring, studying the effects of the internal gas cylinder on the
evolution of the SF6 ring with various radius ratios. Liang et al. [58] experimentally examined the
shock interaction with a water droplet containing an internal vapor cavity. In the numerical realm,
Xiang and Wang [59] scrutinized the shock interaction with a water column harboring an internally
positioned air cavity.

To the best of our knowledge, the interaction of a shockwave with a droplet embedded with a
gas cavity under near-critical conditions has not been investigated in three-dimensional cases. The
present study employs numerical simulations to investigate the interaction of a planar shock wave
with a diesel cylinder/droplet, both with and without a gas cavity, under near-critical conditions.
This research marks the investigation into the effects of an embedded cavity on a droplet under
near-critical conditions using a hybrid scheme with a real fluid model. It takes into consideration
the three-dimensional nature of the droplet, providing valuable insights for practical applications.
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(b)

(a)

FIG. 1. (a) Flowchart of the current numerical scheme: fully conservative scheme with PR-EOS/modified
PR-EOS and quasiconservative scheme (double-flux method) with PR-EOS/modified PR-EOS. (b) Schematic
diagram of the double flux model with the fluxes at the cell face i + 1/2.

II. METHODOLOGY

A. Hybrid numerical model

In our study, we employ a hybrid numerical model that can seamlessly transition between a fully
conservative (FC) scheme and a quasiconservative (QC) scheme under specific conditions. This
hybrid approach significantly reduces pressure oscillations [41] and minimizes energy conservation
losses [51] when a shock wave interacts with the interface, e.g., between nitrogen and n-dodecane.

The QC scheme employs either a pressure evolution (PE) equation [60–65] or the double-flux
(DF) [11,66] method. In this particular study, we utilize the DF method. Figure 1(a) provides a
flowchart of the model. We will elaborate on the specific details of this model in the subsequent
sections. PR-EOS denotes Peng-Robinson equation of state.
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The time integration is performed by an explicit, second-order-accurate low-storage four-step
Runge-Kutta method with an enhanced stability region. A detailed description can be found in Refs.
[67,68]. The Courant-Friedrichs-Lewy (CFL) value is generally set to 0.5 unless otherwise stated.

1. Fully conservative scheme with PR-EOS

In this section, we describe our fully conservative scheme with the Peng-Robinson equation of
state (PR-EOS) for modeling the behavior of the liquid and gas components in our system.

We have extended and enhanced an existing fully compressible one-fluid model, which is an
integral part of our proprietary solver, CATUM [67–70]. This model is based on the compressible
Euler equations, where the vector of conserved quantities q = (ρ, ρU, ρE , ρξi ) is computed from
∂q/∂t + ∇ · F i(q) = 0. Here, ρ is the density, F i(q) is the flux vector, U is the velocity vector,
ρE = ρ(e + |U |2/2) is the total energy and e is the internal energy, and ξi refers to the mass fraction
of component i and for in-total mass fraction of l species

∑l
i=1 ξi = 1. For two species, ξ1 + ξ2 = 1.

In our mathematical model, we neglect several factors, including gravity, heat transfer (thermal
conduction), viscous effects, surface tension, and chemical reactions. These omissions are justified
due to the extremely short interface interaction time in shock-droplet interaction. Gravity, heat
transfer, and viscous effects may become relevant in longer-duration interactions or low-speed
scenarios. Surface tension can be disregarded in transcritical flows [10,71–76] because the surface
tension coefficient decreases significantly near the critical point. To simplify representation, we refer
to the contiguous fuel region as “droplet.”

We employ the PR-EOS [77] for both liquid and gas components, as expressed in Eq. (1):

p = RT

v − b
− a

v2 + 2bv − b2
, (1)

where T is the temperature, R is the universal gas constant, V is the molar volume, V = M/ρ,
M is the molar mass, and a and b are coefficients. Detailed information on the parameters for the
NASA polynomials [78] used to calculate internal energy, enthalpy, and entropy can be found in
Appendix A.

In the fully conservative scheme, temperature is updated first, considering internal energy, den-
sity, and species mass fractions. This is accomplished using a gradient descent or Newton method.
Notably, we can improve the convergence speed of the gradient descent or Newton method for
temperature calculation by utilizing the temperature from the previous time step as an initial guess.

2. Quasiconservative scheme with PR-EOS

In this section, we discuss the quasiconservative scheme utilizing the PR-EOS and the DF method
[11,66,79] to model near-critical flows. Quasiconservative schemes, such as the DF method, have
been developed in recent years and are well suited for addressing the challenges posed by near-
critical flow scenarios.

The DF method [11,66,79] was initially proposed by Abgrall and Karni [66] for multicomponent
ideal-gas flows and later extended by Billet and Abgrall [79] for ideal-gas reacting flow systems.
Subsequently, high-order schemes based on the DF method have been developed [11,80,81]. In
our work, we integrate the double-flux-based model of Ma et al. [11,82] to handle the current
near-critical flows. It is worth noting that the numerical analysis, processing, and discussion are
applicable to both the PE [62,83] and DF methods. These two methods exhibit similar performance
and conservation behavior in transcritical flows and are comparable to each other in handling contact
interface problems [82].

The double-flux model is employed when specific parameters that exceed certain recommended
values, as defined in Eqs. (2) and (3), are met:

��∗
i,max = max(|�∗

i+1 − �∗
i |, |�∗

i − �∗
i−1|), (2)

�e∗
0,i,max = max(|e∗

0,i+1 − e∗
0,i|, |e∗

0,i − e∗
0,i−1|), (3)
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In Ref. [51], it is recommended that ��∗
i,max = 1, �e∗

0,i,max = 1000 kJ/kg. Under these condi-
tions, the fully conservative numerical scheme transitions to a quasiconservative scheme based on
the criteria mentioned earlier. Another parameter, |∇ρ|/ρ = 0.3, could also be employed for this
purpose [50]. It should be noted that this parameter |∇ρ|/ρ is not adopted, but is provided as an
option.

The primary characteristic of the DF model [11,51,66,79] is that it maintains the effective specific
heat ratio (γ ∗) and effective reference internal energy (e∗

0) as constant values in both space and time
to mitigate spurious pressure oscillations and oscillations of other physical parameters that may
result from pressure fluctuations. Essentially, the relationship between pressure and internal energy
remains fixed in both space and time, effectively transforming the local system into a calorically
perfect gas system.

The parameters γ ∗(�∗) and e∗
0 are determined based on the values from the previous time step

to establish relations between internal energy and pressure [82]. This approach [11,66] is taken to
prevent abrupt changes in γ ∗(�∗) and e∗

0 between cells, as such variations could disrupt pressure
equilibrium and induce spurious pressure oscillations. In this process, the effective specific heat ratio
(γ ∗) is calculated as γ ∗ = ρc2/p, the effective reference internal energy (e∗

0) is obtained as e∗
0 =

e − �∗ p/ρ, and �∗ is calculated as �∗ = 1/(γ ∗ − 1). These values are held constant throughout all
Runge-Kutta (RK) substeps within each time step to ensure stability and accuracy. A schematic of
the double-flux model is shown in Fig. 1(b).

In each time step of our simulation, the following operations are implemented.
Step 1. Reconstruction and flux computation at the cell faces involves using Eqs. (4) and (5) for

left and right face reconstructions:

c =
√

pγ ∗/ρ, (4)

(ρE )∗ = ρe∗
0 + 1

2
ρ|u|2 + �∗ p = ρe∗

0 + 1

2
ρ|u|2 + p

γ ∗ − 1
. (5)

When reconstructing the total energy of the left-hand side (belonging to U L,n
i+1/2) of the cell

interface i + 1/2, the parameters γ ∗
i and e∗

0,i of the left first cell i and the values pm, ρm, and um

of cell m are used to update (ρE )∗m of cell m (where m is part of the stencils used to reconstruct
U L,n

i+1/2), then the left-hand-side total energy is constructed according to the corresponding scheme:

(ρE )n
m = ρn

m e∗,n
0,i + 1

2
ρn

m|un
m|2 + pn

m

γ ∗,n
i − 1

. (6)

Similarly, when reconstructing the total energy of the right-hand side (belonging to U R,n
i+1/2) of

the cell interface i + 1/2, the parameters γ ∗
i+1 and e∗

0,i+1 of the right first cell i + 1 and the values
pk , ρk , and uk of cell k are used to update (ρE )∗k of cell k (k belongs to stencils used to reconstruct
U R,n

i+1/2). The total energy of the right-hand side is then constructed accordingly:

(ρE )n
k = ρn

k e∗,n
0,i+1 + 1

2
ρn

k |un
k |2 + pn

k

γ ∗,n
i+1 − 1

. (7)

Step 2. Obtain the conservative variables and the corresponding primitive variables such as
velocity, density, and energy.

Step 3. Update other primitive variables such as pressure for each cell using Eq. (8):

p = 1

�∗

(
ρE − ρe∗

0 − 1

2
ρ|u|2

)
= (γ ∗ − 1)

(
ρE − ρe∗

0 − 1

2
ρ|u|2

)
. (8)
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When updating pn+1
i of cell i, the frozen values γ ∗,n

i , e∗,n
0,i , and �∗,n

i from the last substep n and
the updated un+1

i , ρn+1
i , and (ρE )n+1

i are used,

pn+1
i = 1

�∗,n
i

(
(ρE )n+1

i − ρn+1
i e∗,n

0,i − 1

2
ρn+1

i

∣∣un+1
i

∣∣2
)

= (
γ ∗,n

i − 1
)(

(ρE )n+1
i − ρn+1

i e∗,n
0,i − 1

2
ρn+1

i

∣∣un+1
i

∣∣2
)

. (9)

Step 4. After obtaining the pressure, update the temperature using the equation of state (EOS)
based on density, pressure, and species mass fraction.

Step 5. Update other parameters such as speed of sound, enthalpy, and entropy based on the
temperature, pressure, density, velocity, total energy, and internal energy obtained.

At the end of all Runge-Kutta substeps within each time step, the total energy is updated. This up-
date is done according to ρE = ρe + 1/2ρ|u|2 and thermodynamic relations ρE = ρE (p, ρ, T,Y )
to ensure thermodynamic consistency since the temperature is updated after the pressure in Eq. (6).

In the QC scheme, pressure is obtained directly from the DF model [Eq. ((8) and is, therefore,
more easily maintained as positive. The temperature is then updated according to the pressure,
density, and species mass fraction [11]. However, because different values of γ ∗ and e∗

0 are used for
each cell, the two energy fluxes at a face are no longer the same, unlike in the FC scheme. This can
result in an energy conservation error. Nevertheless, it has been reported [11,66,82] that the total
energy conservation error decreases as the resolution increases and the difference in γ ∗ between
neighboring cells decreases.

3. Hybrid numerical model with modified PR-EOS

The hybrid numerical model, incorporating a modified PR-EOS, is introduced to address two
primary challenges:

(1) Conservative scheme-induced problem: When using a FC method with the classical PR-
EOS, pressure is updated from temperature and density within each time step, involving a complex
nonlinear real-fluid EOS. During this process, numerical diffusion and dispersion can result in
negative pressure or induce pressure oscillations, which may lead to simulation failures. FC schemes
struggle to maintain pressure equilibrium across transcritical contact interfaces. In contrast, QC
schemes are more effective in reducing spurious pressure oscillations and achieving positive pres-
sure. Additionally, reducing the high-order numerical scheme to a low-order numerical scheme can
help to mitigate pressure oscillations.

(2) Vapor dome problem: The classical PR-EOS is designed for use outside the vapor dome, and
it needs to be modified to handle conditions within the vapor dome. In certain situations, negative
pressures can occur for specific density values at relatively low temperatures, and the speed of sound
may become complex valued in the vapor dome [84]. Inside the vapor dome, the thermodynamic
state described by the classical PR-EOS is either metastable, or unstable or nonconvex.

To address the first issue, the QC scheme provides an effective solution. Moreover, by reducing
the high-order numerical scheme to a low-order numerical scheme, pressure oscillations can be
reduced.

To tackle the second issue, a modified PR-EOS [51] is introduced to approximate the fluid state
within the vapor dome region. This modified PR-EOS ensures that the speed of sound remains above
1 m/s, enhancing the robustness of the numerical method when the state falls within the vapor dome.
It is important to note that phase separation is not expected [85,86], and the proposed numerical
procedure in Ref. [71] is adequate for resolving pressure oscillations in transcritical flows.

This modification to the PR-EOS enhances the accuracy and stability of simulations, particularly
in cases where conditions within the vapor dome need to be represented. For more details, please
refer to Appendix C.
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B. Numerical methods

It is worth noting that, within the references related to transcritical flow [51,52], it has been
observed that the WENO3-type scheme outperforms WENO5 in terms of pressure oscillations,
particularly in near-critical or transcritical scenarios. Reference [52] specifically recommends
the use of the WENO3-type scheme to simulate higher-strength shock-droplet interactions, thus
improving numerical stability. In the case of a Mach 2 shock, they even employ a minmod flux
limiter based on the gradient of the mass fraction [52]. Reference [51] demonstrates that reducing
the order of reconstruction from WENO5 to WENO3 results in a significant reduction in pressure
fluctuations, from 8 to 3.2 MPa. This reduction is attributed to the increased numerical diffusion
provided by WENO3. It is evident that WENO3 enhances the numerical stability of the solver and
the robustness of the numerical scheme. However, it is important to acknowledge that while the
compact reconstruction stencils can reduce computational effort, they also yield results of reduced
accuracy when compared to the same mesh resolution with WENO5. To overcome this accuracy
limitation of WENO3, an increase in mesh resolution and computational resources is required. At
this higher resolution, the results can be made comparable to those obtained with WENO5 [51].

In light of these findings, the current study replaces WENO5 [51] with a WENO3-type scheme
to enhance the numerical stability in complex cases. This ensures that the current numerical scheme
maintains the key characteristics of the reference scheme. It will be meticulously validated to handle
the near-critical shock interactions with n-dodecane. The results of these validation cases will be
presented in detail and compared with the previous results obtained using the WENO5-type scheme,
which can be found in Sec. II C and Appendixes D and E.

The following section describes the classic JS-WENO3 and OWENO3 [87] schemes that will
be employed in the validation cases. Specifically, a WENO3-type scheme is employed for recon-
struction of pressure, density, velocity, internal energy, and mass fraction to achieve numerical
consistency. Interface diffusion is controlled by local adjustment of smoothness indicators and ENO
stencil weights. Consider the JS-WENO3 reconstruction for mass fraction ξ as an example:

ξgas
(
x 1

2

) = w0ξ
L
gas + w1ξ

R
gas. (10)

The left- and right-hand-side interpolation polynomials at the cell interface are ξL
gas =

−(1/2) f−1 + (3/2) f0, ξR
gas = (1/2) f0 + (1/2) f1. Smoothness indicators are defined as I0 =

( f0 − f−1)2, I1 = ( f1 − f0)2. fi is the variable embedded in cell i. The nonlinear ENO sten-
cil weights are denoted as w0 = α0/(α0 + α1) and w1 = α1/(α0 + α1), where α0 = c0/(I0 +
ε) and α1 = c1/(I1 + ε), with c0 and c1 being 1/3 and 2/3, respectively.

Additionally, an improved WENO3 scheme, OWENO3 [87], is adopted for comparsion, which
maintains the advantages of JS-WENO3 with reduced dissipation. For OWENO3, an additional
fourth node is included in the calculation of weights (measuring smoothness), based on a WENO
approach with unconditional third-order optimal accuracy on smooth data, and without relying on
any tuning parameters. The reconstruction domain is kept to a maximum of four points, consistent
with classical WENO3 schemes. The corrected OWENO3 stencil weights are defined as follows:

w0 = 1
3w + (1 − w)w̃0, w1 = 2

3w + (1 − w)w̃1, (11)

where w̃0 = (I1 + ε)/(I0 + I1 + 2ε) and w̃1 = (I0 + ε)/(I0 + I1 + 2ε) = 1−w̃0, with ε being a
small value (ε = 1 × 10−6), and a corrector weight defined as w = J/(J + τ + ε), where J =
I0(I1 + I2) + (I0 + I1)I2 and 0 � w � 1. τ represents the product of the square of the undivided
difference associated with the extended stencil (four stencils) and the sum of the smooth-
ness indicators, τ = dI , where d = (− f−1 + 3 f0 − 3 f1 + f2)2 and I = I0 + I1 + I2. An additional
smoothness indicator I2 using the additional node is employed for smooth indicators, leading to
I0 = ( f0 − f−1)2, I1 = ( f1 − f0)2, and I2 = ( f2 − f1)2.

OWENO3 is a valuable choice for the following reasons:
(1) It achieves unconditionally optimal accuracy when the data are smooth, and provides second-

order accuracy when a discontinuity crosses the stencil. The accuracy properties of OWENO3 are
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TABLE I. Initial conditions for shock-cylinder interaction at near-critical conditions.

Stage p (MPa) u (m/s) v (m/s) ρ (kg/m3) T (K)

Preshocked nitrogen 6.0 0 0 30.46 650.0
Postshocked nitrogen 9.096 −160.3 0 40.38 736.2
n-Dodecane 6.0 0 0 419.9 650.0

theoretically proven and confirmed through numerical experiments involving algebraic problems
and hyperbolic conservation laws.

(2) Several numerical experiments indicate that this scheme is more efficient in terms of error
reduction versus CPU time compared to traditional third-order schemes and, in most cases, even
outperforms classical higher-order WENO schemes (WENO5-JS).

(3) It allows for higher values of the CFL number in complex problems.
Moreover, an Harten-Lax-van Leer contact (HLLC) Riemann solver is applied, and additional

details can be found in Ref. [88].
In summary, the adoption of the WENO3-type scheme, along with finer meshes, allows for

robust, compact, easily implemented, and accurate studies of complex shock-droplet interactions
across a wide range of conditions. The effects of mesh resolution and validations are thoroughly
compared with results obtained using WENO5, as detailed in Sec. II C and Appendixes D and E.

C. Verification of shock interaction with a two-dimensional cylindrical fuel column

This section focuses on the validation of shock interaction with a cylindrical fuel column, taking
into account various factors such as mesh resolution, computational domain, boundary conditions,
and the chosen numerical scheme.

To generate numerical schlieren images, we employ the following formula to define the pseu-
doschlieren value:

∅ = exp

(
−C

|∇ρ| + A

B + A

)
. (12)

The pseudoschlieren value, denoted as ∅, is determined using the formula |∇ρ| = [(∂ρ/∂x)2 +
(∂ρ/∂y)2]1/2, where three adjustable parameters, A, B, and C, influence its calculation. Typically,
A is set to zero, and B equals |∇ρ|max, gradually leading to ∅ = exp(−C|∇ρ|/|∇ρ|max). The gray
values displayed in the schlieren images are fine-tuned based on the approach recommended in
Ref. [22]. It is important to note that the constant “C” plays a role here, taking the value of 600 for
light fluids (such as helium) and 120 for heavy fluids (like R22). In the case of shock interaction with
a cylindrical fuel column, C is set to 600 for the nitrogen environment and 120 for the n-dodecane
cylinder.

1. Detailed evolution of shock interaction with a cylinder at near-critical conditions

We conduct a validation study to investigate the evolution of shock interaction with an n-
dodecane cylinder at near-critical conditions in a nitrogen environment. The parameters for this
study closely match those in Ref. [52], with the exception of a finer mesh resolution of 0.115 mm
in the region where z = −160 mm and 160 mm, compared to their 0.23 mm. The initial conditions,
which include thermodynamic parameters, cylinder position, diameter, boundary conditions, and
the computational domain with the shaded fine-mesh region, are presented in Fig. 2 and Table I.

In this scenario, we aim to illustrate the shock interaction with a near-critical droplet. This
interaction occurs at a supercritical pressure and subcritical temperature, placing the n-dodecane
in a liquidlike supercritical state. The critical properties of n-dodecane are defined by a critical
pressure (pc) of 1.82 MPa and a critical temperature (Tc) of 658.1 K. As a result, the n-dodecane
droplet begins in a supercritical state where it is pressurized at subcritical temperature.
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FIG. 2. Scheme of the computational domain for the shock-cylinder interaction at near-critical conditions.

For the nitrogen environment, it is crucial to note that its temperature exceeds the critical temper-
ature, and its pressure is above the critical pressure. Nitrogen’s critical properties are characterized
by a critical pressure (pc) of 3.369 MPa and a critical temperature (Tc) of 126.2 K. The shock wave in
this environment maintains a Mach number of 1.2. Reference [78] provides the NASA polynomial
parameters, and for this part of the study, we employ OWENO3 as the numerical scheme.

In this section, our primary focus is to analyze the morphological aspects of shock interaction
with a pure cylinder. While Boyd and Jarrahbashi provide a useful overview of the main features
[52], we seek a more comprehensive description of the morphology at near-critical conditions.

As illustrated in Fig. 3, the incident shock wave (IS) initially passes the upstream pole and travels
towards the downstream pole. The time instance when the shock contacts the upstream surface of
the cylinder (USC) is defined as 0µs. Once the IS reaches the USC, it leads to the formation of a
curved refracted shock (TS) within the cylinder and a shock reflection (RS) from the USC. The RS
in n-dodecane is slower than the IS due to the lower speed of sound (SoS).

Around 105 µs, surface-vertical diffracted shocks (DSs) emerge on the downstream surface of
the cylinder (DSC). The sweep of these DSs subsequently induces the generation of an incident
diffracted transmitted shock (DTS). To balance the pressure difference between the converging
(refracted) transmitted shock (TS1) and the incident DTS, a new small shock (NSS1) is formed.
This leads to the gradual reduction of both the angle between the DTS and the TS1 and the
undisturbed zone (UZ).

By 115 µs, the crossover point of the incident shock is noticeable, and the convergence of NSS1,
DTS, and TS1 results in the formation of high-pressure zones. At 120 µs, the converged refracted
shock becomes evident, and by 125 µs, the original TS1 impinges on the Mach stem (generated by
the internal convergence of the DTS), creating an even higher pressure oval region (OZ).

At 130 µs, it is observed that the newly formed internal Mach stem (IMS, representing one
edge of the oval region) impinges on the downstream interface and generates a transmitted Mach
stem (TMS). Gradually, a surface jet formation (JF) is observed at 185 µs. This evolution, from the
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FIG. 3. Representative view of the flow morphology in a shock-accelerated cylinder. Typical views at the
time (a) 105 µs–185 µs, (b) 125 µs, 130 µs.

converged refracted shock (CRS) focal wedge, to the OZ, to the TMS, represents the mechanism
behind the development of the surface jet.

It is important to note that this morphological evolution is akin to the cases of shock interaction
with a heavy bubble (e.g., R22, SF6, Kr) studied by various researchers, such as Haas and Sturtevant
[21], Jacobs [89], Zhai et al. [90], Zou et al. [91], Fan et al. [92], and Guan et al. [93]. The process
depicted in Fig. 3 aligns well with the findings in Ref. [52], providing qualitative validation for
our methods and affirming that the mesh resolution is sufficient to capture these intricate features.
Further discussion and details are provided in Sec. III A.

Additionally, we conducted a quantitative comparison by examining pressure distributions and
comparing them with the results presented in the reference study. In Fig. 4, the black lines represent
the pressure distribution achieved using a mesh resolution of 0.115 mm and the OWENO3 numerical
scheme. The pressure distribution closely matches the reference data, although there is a minor
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FIG. 4. The pressure distributions of the current case and the reference case at time 185 µs.

pressure difference (less than 1%) near the discontinuity region. This discrepancy can be attributed
to the weak pressure oscillations that occur in the vicinity of the discontinuity region. For further
validation, a case involving shock interaction with a helium bubble is provided in Appendix E.

In summary, we have successfully demonstrated that our numerical scheme produces accurate
results and that the current mesh resolution is sufficient to capture the essential features of near-
critical shock-cylinder interactions.

2. Effects of mesh resolution and numerical scheme on near-critical shock-cylinder interactions

Mesh resolution studies are of particular importance, as essential flow characteristics may still be
observed with coarser mesh resolutions. We consider meshes up to four times finer than 0.23 mm.

In Figs. 5 and 6, we present simulations conducted within a larger computational domain with
coarser meshes near the boundaries. In this setup, wave reflections from the top and bottom walls
are suppressed to isolate the planar shock effects. We compare various mesh resolutions and
OWENO3 and WENO3, assessing the level of dissipation. The results demonstrate that OWENO3
yields improved results with reduced dissipation compared to WENO3. OWENO3, with a mesh
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FIG. 5. The shock n-dodecane cylinder interaction within the large domain at times 105, 115, 140, and
185 µs (from left to right). WENO3 with a mesh resolution of (a) 0.23 mm, (b) 0.115 mm, (c) 0.076 mm, (d)
0.0575 mm.
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FIG. 6. The shock n-dodecane cylinder interaction within the large domain at times 105, 115, 140, and
185 µs (from left to right). OWENO3 with a mesh resolution of (a) 0.23 mm, (b) 0.115 mm, (c) 0.0767 mm, (d)
0.0575 mm. WENO5 with a mesh resolution of (e) 0.23 mm from Ref. [52]. Reproduced from Ref. [52].
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FIG. 7. Grid convergence test on the shock n-dodecane cylinder interaction by OWENO3 within large
domain at time 143 µs.

resolution of 0.115 mm, can provide results that are comparable to those obtained with WENO5
from Ref. [52].

For assessing mesh independence, we also analyze the density distribution, as depicted in Fig. 7.
The density distributions directly display the contact positions of both fluids and converge to the red
line with the finest mesh resolution of 0.0575 mm. Notably, there are minimal differences between
the results obtained with mesh resolutions of 0.115 and 0.0575 mm. Therefore, for a well-balanced
consideration of accuracy and computational efficiency, a mesh resolution of 0.115 mm is a suitable
choice.

In this way, a high mesh resolution, exceeding 434 computational cells per droplet diameter
(diameter = 50 mm), is employed. This translates to more than 0.87 billion equivalent finite volumes
for the entire three-dimensional n-dodecane droplet simulation, potentially making it the largest
simulation of n-dodecane at near-critical conditions reported to date.

Even finer meshes would likely capture more small-scale structures, as demonstrated in our
mesh independence study. However, these tiny vortex structures are ephemeral in reality, quickly
dissipating due to physical processes (physical diffusion). In simulations, numerical viscosity (in-
herent to the simulation scheme) also acts to dissipate these structures rapidly, preventing them from
influencing the larger structures of interest. In essence, these small structures become so short-lived
that they are negligible. As in Refs. [52,82], viscous terms are insignificant in short-duration
processes with rapid shock interactions.

Our results accurately capture the interface structures and shock wave patterns (Fig. 6) when
compared with reference data [52]. In cases where different mesh resolutions are used, the main
roll-up structures are captured in a comparable manner. As discussed above, while finer meshes
might reveal even smaller two-phase structures, these would likely have minimal influence on the
dominant processes governing the deformation of the two-phase interface and the evolution of shock
waves. Therefore, the focus on capturing the key characteristics and conducting mesh independence
studies is justified.

Furthermore, the relative total energy error values are calculated at t = 105 µs, where ε =
|(∫

�
(ρE )t − ∫

�
(ρE )0)/

∫
�

(ρE )0|. The values are 0.0405, 0.0219, 00110, and 0.0009 for cases
with mesh resolution of 0.2300, 0.1150, 0.0767, and 0.0575 mm, respectively. It is consistent with
Refs. [11,51,66] that the total energy conservation error decreases with increasing resolution.
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FIG. 8. The schematic for the computational domain of the shock-cylinder ring interaction.

Additionally, we also consider various cases involving different computational domains and
boundary conditions to demonstrate the robustness and accuracy of our current numerical scheme
(see Appendixes D and E for these additional cases).

III. RESULTS AND DISCUSSION

A. Analysis of a cylinder with an internal gas cavity

As depicted in Fig. 8, a gaseous cavity is situated at the center of the cylindrical column
with a diameter r/R = 0.5. The thermodynamic properties, such as pressure, velocity, density,
and temperature, of the internal gas bubble are maintained consistent with the preshock nitrogen
environment.

One way to define the characteristics of the shock interactions in such cases is by considering the
speed-of-sound (SoS) ratio, as suggested by Ref. [21]. In the present scenarios, the speed of sound
(cS) in the surrounding preshock nitrogen environment is greater than that in the n-dodecane cylinder
(cD). This results in a SoS ratio (n = cS/cD) greater than 1, indicating a convergent situation, where
the refracted shock within the n-dodecane cylinder is slower than the incident shock wave. This is
analogous to the convergent situation seen in shock–R22 bubble cases, in contrast to the divergent
situation in shock–helium bubble cases. Additionally, δZ > 0 is a typical description of a convergent
case [28].

The acoustic impedance mismatch across the material interface between the n-dodecane cylinder
and the surrounding nitrogen fluid, denoted as δZ = (ρc)D − (ρc)S > 105, significantly influences
the transition of a shock wave across the interface. In the current cases, when the incident shock
reaches the upstream surface of the cylinder (USC), it forms a refracted wave as well as a reflected
shock wave due to the fact that δZ � 0 (similar to shock–R22 bubble cases). Conversely, if there
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is no gas cavity within the cylinder (a pure cylinder), and the refracted shock travels through the
cylinder to the downstream surface of the cylinder (DSC), an opposite impedance mismatch occurs
with δZ � 0, causing the reflected wave to become a rarefaction wave for the current case, much
like in shock–R22 bubble cases.

Another important parameter to consider is the Atwood number (A), which is defined as
A = (ρD − ρS )/(ρD + ρS ) and characterizes the effect of density variation between the n-dodecane
cylinder and the surrounding nitrogen fluid. The dimensionless time t∗ corresponds to the simulated
physical time t , divided by an arbitrarily chosen reference time tref = 8.68 × 10−6 s.

1. Early wave pattern evolution of the shock-cylinder ring interaction at near-critical conditions

This section offers an in-depth analysis of the early wave pattern evolution during the interaction
between a shock and a cylindrical ring at near-critical conditions. Figure 9(a) illustrates the initial
phase of the interaction. The incident shock (IS) passes over the USC, leading to the generation of
the reflected shock (RS) and the converging (refracted) transmitted shock (TS1). Simultaneously,
the cylinder undergoes deformation and initiates downstream movement. These processes are
designated as “1.”

Subsequently, after TS1 encounters the upstream surface of the embedded gas bubble (USB), the
angle between USB and TS1 begins to increase from zero. During this early stage, two significant
events occur:

(1) The second reflected rarefaction wave (RR) is generated.
(2) The diverging (refracted) transmitted shock 2 (TS2) begins to take shape.
Both begin at relatively small angles. Simultaneously, the embedded gas bubble also starts

moving and deforming downstream. These processes are marked as “2.” These early wave pattern
changes, constituting the inner shock-bubble interaction process, resemble typical refraction pro-
cesses, akin to shock interactions with lighter gas bubbles, as seen in shock–helium bubble cases.

Given the higher impedance of the n-dodecane cylinder compared to nitrogen, TS2 inside the
nitrogen bubble moves faster than TS1 inside the cylinder. This results in the generation of a side
shock (SS) and a new shock 1 (NS1), as depicted in Fig. 9(b). SS is often referred to as the free-
precursor shock wave (FPS) in the literature [57]. At this stage, TS1, SS, NS1, and reflected shock
2 (RS2) converge at a point marked as “P4,” which resembles the free precursor refraction (FPR)
phenomenon [57,94].

As RS2 and SS propagate in different directions, they form an angle between them. Conse-
quently, as shown in Fig. 9(c), P4 is replaced by two distinct intersection points (P2) and the
formation of a Mach stem. This wave pattern is reminiscent of the twin von Neumann refraction
(TNR) [94].

In Fig. 9(d), as TS2 reaches the downstream surface of the bubble (DSB), it gives rise to a
transmitted shock (TS3) and a reflected shock (RS3), both traveling in opposite directions. The
points of intersection for these three shock waves (P3) arise from the movement of TS1. Moving
on to Fig. 9(e), both the transmitted wave TS5 and the reflected wave RS5 emerge near the USB.
RS2 refracts from the DSC, forming a transmitted shock from RS2 (TRS2). Additionally, diffracted
shock waves form a crossover point outside the DSC. Furthermore, as depicted in Fig. 9(f), TS3
passes through the DSC, creating a fourth transmitted shock (TS4) and a rarefaction wave heading
towards the DSB. The diffracted shock, TRS2, and TS4 comprise the primary structures of the
wave pattern outside the cylinder ring. Inside the cylinder ring, further development of NS1, TS1,
the rarefaction wave of TS3, and other waves form a more intricate pattern of waves.

A comparison between Fig. 3 and Figs. 9(a)–9(g) reveals that the evolution of the outer cylinder
surface in the ring case mirrors that of the pure cylinder case, akin to shock interactions with
heavy fluids [21,89–93]. The two-phase interface between the cylinder ring and the outer nitrogen
environment resembles the previous results of a pure cylinder. However, the jet formation at the
DSC is diminished, attributed to the newly formed complex wave pattern interaction, such as the
interaction between P3 and DSC.
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FIG. 9. Representative view of the flow morphology and wave pattern evolution in a shock-accelerated
cylinder ring at near-critical conditions.

Figures 9(a)–9(g) show the progression of the shock wave pattern in a case involving a gas cavity.
Over time, the USB presses into the center of the nitrogen, taking on a kidney shape, reminiscent
of shock-accelerated light bubbles (shock helium bubble). It is noteworthy that the internal shock
wave pattern bears resemblances to shock–helium bubble (light gas) interaction cases. In the current
cylinder ring scenario, the IS of shock–helium bubble cases is replaced by TS1, a reasonable
substitution given the shared attributes of “heavy-light layer” cases.
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FIG. 9. (Continued).

2. Late development of pure cylinder and cylinder ring

In the later stages of the evolution process, the internal kidney-shaped gas bubble continues to
move downstream, as seen in Figs. 10(a)–10(g). For the internal bubble region in the case with a
cavity, it is observed that a cylindrical jet forms and grows over time, displaying similarities to
the shock–helium bubble case. Initially, a mushroomlike structure containing a pair of vortices
[Fig. 10(h)] develops in the downstream direction and then reaches the DSB [Fig. 10(i)]. The
distance between the USB and DSB decreases, and the internal bubble gradually splits into two
smaller bubbles [Fig. 10(j)]. Subsequently, two pairs of vortices move in opposite directions
and spray separately into two nitrogen bubbles, forming several smaller jets [Fig. 10(k)]. These
newly formed small curved jets spin around and move towards the cylinder-bubble interface again,
rolling the small bubble interface upstream. Finally, the curved interfaces form another mushroom
containing a pair of vortices and tend to impact the USB [Fig. 10(l)]. These processes introduce
complex impacts and interactions into the internal region of an originally pure cylinder, enhancing
the mixing of gas and cylinder.

Additionally, in a shocked pure cylinder, the high pressures (OZ) generated by the shock focusing
inside the cylinder lead to the formation of an outward jet, as shown in Fig. 3. Gradually, the induced
jet approaches the DSC of a pure cylinder. However, in the case with a cavity, the internal bubble
alters the motion of the shock waves, disrupting the OZ and reducing the tendency for jet formation,
as also observed in Fig. 9.

In the literature [5,33,47–49,55–59], investigations of configurations similar to ours, but under
subcritical conditions, are presented. We compare our results with existing subcritical studies
[57,59] to understand the influence of near-critical conditions. Both Feng et al. [57] (gas cylinder)

074002-19



JIAO, SCHMIDT, AND ADAMS

FIG. 10. Late evolution of the jet formation of pure cylinder and cylinder ring at near-critical conditions at
t∗ = (a) 27, (b) 29, (c) 31, (d) 33, (e) 35, (f) 37, (g) 40, (h) 46, (i) 49, (j) 56, (k) 60, and (l) 66.

and Xiang and Wang [59] (water column) employed configurations with comparable Mach numbers
to ours.

In the initial stages, the wave patterns observed in our near-critical case (our Figs. 3 and 9)
resembled those reported by Feng et al. [57] under subcritical conditions (their Figs. 4 and 7).
This suggests similar shock interactions (Mach stem, transmitted shock, shock focusing, etc.).
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FIG. 11. The diagram of the measured parameters (sketch map).

However, the deformation behavior of our near-critical cylinder diverged significantly from the SF6

gas cylinder response under subcritical conditions [57].
Interestingly, our near-critical wave patterns (our Figs. 3 and 9) differed from those observed by

Xiang and Wang [59] for a subcritical water column without a cavity (their Fig. 5). However, the
two-phase structures observed in their study with a cavity (their Figs. 14 and 16) exhibited a strong
resemblance to the deformation behavior of our near-critical cylinder (our Fig. 10).

These comparisons lead to the following conclusions:
(i) Early-stage wave patterns in our near-critical cylinder case are similar to subcritical SF6 gas

cylinder cases [57].
(ii) The deformation behavior of our near-critical cylinder deviates significantly from the clas-

sical subcritical SF6 gas cylinder behavior shown in Ref. [57].
(iii) While the wave patterns in our case differ from subcritical water columns, the deformation

behavior of our near-critical cylinder closely resembles that of a subcritical water column in air as
investigated by Xiang and Wang [59].

3. Quantitative analysis of shock-cylinder ring interaction

Figures 11 and 12 present a quantitative analysis of the shock-cylinder ring interaction, focusing
on the evolution of key parameters. These parameters include the top height of the cylinder ring,
the half-height of the internal bubble, the width of the inner bubble, the upstream width of the
cylinder ring, and the downstream width of the cylinder ring. This analysis allows for a detailed
understanding of the complex interactions taking place.

Top height of the cylinder ring (green line). After T1, the IS induces Richtmyer-Meshkov
instabilities (RMIs), leading to the development of concave-convex structures in the two-phase
interface. These instability structures grow and rotate forward, resulting in variations in the top
height of the cylinder ring.

Half-height of the internal bubble (purple line). Following T2, this parameter initially remains
relatively flat. However, as transmitted shock 1 (TS1) passes the semicircle of the internal bubble, it
begins to decrease due to the converging TS1. Subsequently, the internal bubble takes on a kidney
shape and the height gradually increases.

Half-height of the cylinder ring (dark yellow line). This parameter is the sum of the top height
of the cylinder ring and the half-height of the internal bubble, which reflects the behavior of the top
height of the cylinder ring and closely follows the same trends.

Upstream width of the cylinder ring (black line). The width decreases shortly after T1. Subse-
quently, as TS1 interacts with the USB, the width tends to increase, mainly due to the formation of
the kidney-shaped internal bubble.

Width of the internal bubble (blue line). The width of the internal bubble begins to decrease after
T2.
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FIG. 12. The evolution histories of the measured parameters of the cylinder ring. T1–T4 separately
represent four important times: IS reaches the USC, TS1 reaches the USB, TS2 reaches the DSB, and TS3
reaches the DSC. The dimensionless time used here is calculated from the beginning and is normalized by
8.68 × 10−6 s. The heights are measured at the line x = 50 mm.

Downstream width of the cylinder ring (red line). After TS2 passes the DSB, the downstream
width of the cylinder ring decreases. It slightly increases after TS3 passes the DSC, but then
continues to decrease. Another TS wave passing the DSC induces a small increase. Subsequently,
the cylinder ring appears to stretch in the normal direction, and the width between DSC and DSB
decreases. A decreased jet formation near the DSC is also observed, which differs from the behavior
in shock interaction with a pure cylinder.

B. Quantitative comparison between pure cylinder and cylinder ring

1. Quantitative analysis of vorticity dynamics

Baroclinic vorticity production arises from unbalanced gradients between density and pressure,
particularly when the IS or TS passes the two-phase interface. This phenomenon plays a crucial role
in RMI and the induction of turbulent mixing. Figure 13 shows the process of vortex generation
by baroclinic production in the shock-cylinder ring interaction. The vorticity transport equation
is represented by Dω/Dt = 1/ρ2∇ρ × ∇p. The angle between the pressure gradient and density
gradient is most significant near the top and bottom vertices of the cylinder, as depicted in Fig. 14(a).
The vortex pairs develop near the pits and bumps (peaks and valleys) of the outer cylinder, gradually
increasing in intensity. Notably, in both cases with and without a cavity, vortex growth and rotation
are observed near the top and bottom vertices of the cylinder, ultimately forming prominent wake
roll-up structures [Figs. 13(a) and 13(b)]. Positive and negative vortices predominantly form on the
upper and lower surfaces of the outer cylinder, respectively.

In the pure cylinder case (without a cavity), a jet is evident near the DSC, with the vertex of the jet
being particularly noticeable in the equator region. In contrast, in the case with a cavity, the outer jet
is suppressed [Fig. 13(c)], but baroclinic effects caused by shock interaction with the internal light
bubble within the heavy cylinder environment lead to additional vorticity generation. The newly
formed internal mushroom jet is associated with a pair of vortices characterized by opposite spin
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FIG. 13. Schematic diagram of vorticity generation in the shock-cylinder ring interaction (vorticity
restricted to the same range of values). For t*, (a) 5, 10, 15, 20, (b) 25, 30, 35, 40, (c) 45, 50, 55, 60, (d)
65, 70, 75, 80.
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FIG. 13. (Continued).

directions [Fig. 13(c)]. This jet carries roll-up vortex structures. Vortex patterns of negative and
positive vorticity primarily form on the upper and lower surfaces of the inner bubble, respectively,
which is the opposite pattern to that observed on the outer cylinder.

In Fig. 14, we examine the impact of an internal gas cavity on the time evolution of enstrophy
in the shock wave–cylinder interaction at near-critical conditions. Enstrophy, which accounts for
compressibility, is presented in a mass-averaged form as (

∫
ρω2dxdy)/(

∫
ρdxdy). For both cases,

with and without a cavity, the enstrophy values are initially zero before the shock wave reaches the
USC. Subsequently, they increase almost linearly. In the early stage (t∗ < 36), enstrophy in both
cases is similar, primarily due to the negligible enstrophy of the internal bubble. However, once the
internal bubble forms a jet, the enstrophy of the cylinder ring case becomes greater than that of the
pure cylinder case. During a narrow time interval (63 < t∗ < 69), the enstrophy of the pure cylinder
case surpasses that of the cylinder ring case. This shift could be attributed to the formation of a jet

FIG. 14. The evolution of the enstrophy integrated in the domain (normalized by 1 × 108 s−2).
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FIG. 15. The drift of the center-of-mass position and velocity (dimensionless by 0.05 m and 100 m/s).

near the downstream surface of the pure cylinder and the role of the internal bubble in accelerating
the vorticity consumption process.

As the internal bubble forms additional mushroom structures, which contain more enstrophy, and
with the presence of more complex structures near the downstream surface, the trend is reversed,
and the enstrophy of the cavity case exceeds that of the pure cylinder case (t∗ > 69). Overall, the
generation of baroclinic vorticity significantly increases enstrophy during the early and intermediate
stages of shock wave interaction with the two-phase interface. This enhanced vorticity promotes the
mixing of internal and external ambient gases with the fuel cylinder (or ring) and facilitates vorticity
energy transfer and consumption, ultimately leading to a reduction in enstrophy strength.

This analysis illustrates how the internal gas cavity influences the enstrophy dynamics in the
shock-cylinder ring interaction, particularly in the context of enstrophy generation, transfer, and
consumption throughout the interaction process.

2. Drift of the center-of-mass position and velocity

The center-of-mass properties of both the deforming cylinder and the cylinder ring are essential
for diagnostics [33] and can be quantitatively analyzed through simulations. Drift analysis involves
calculating the center-of-mass position and velocity of these objects as indicated by the following
equations:

xc =
∫

(1 − ξGas)ρxdxdy∫
(1 − ξGas)ρdxdy

, (13)

uc =
∫

(1 − ξGas)ρu dxdy∫
(1 − ξGas)ρ dxdy

. (14)

The integration region refers to the entire computational domain.
Figure 15 provides a comparison of the center-of-mass location and velocity between the pure

cylinder and the cylinder with an embedded gas cavity. Generally, the center-of-mass location and
velocity of the ring are similar to those of the pure cylinder. However, the presence of the gas cavity
results in the entire ring moving at a higher velocity compared to the pure cylinder, which can have
implications for enhancing the mixing process.

C. Three-dimensional simulation of shock interaction with droplet with and without cavity

In this section, we will conduct three-dimensional simulations of shock interaction with a droplet,
under the same conditions as described in Sec. III A. The setup involves using a quarter of the
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FIG. 16. Schematic of the computational domain for shock interaction with (a) a droplet or (b) a droplet
shell.

spherical droplet and a quarter of the droplet shell, as depicted separately in Figs. 16(a) and 16(b),
with a diameter ratio of r/R = 0.5.

Building upon the insights gained from the two-dimensional results, we will observe the evo-
lution of the shock-droplet interaction. To capture the intricate details of the spherical droplet, a
uniform mesh will be employed in the region adjacent to the droplet, while a coarser mesh will be
used in regions farther away from the droplet. Specifically, a uniform mesh resolution of 0.115 mm
will be applied within the shadowed cuboid box region, which matches the parameters used in the
two-dimensional case. This resolution corresponds to approximately 434 cells to effectively capture
the characteristics of the spherical droplet. This region will contain about 2.1 × 108 mesh cells to
comprehensively cover the typical development area of the droplet shell.

Beyond this region, the mesh resolution will become progressively coarser at a ratio of 1.1. All
other conditions will be consistent with those used in the two-dimensional simulations, with the
adoption of symmetry boundary conditions for two surfaces connected to the droplet.

It is worth noting that the computational configuration used in this study surpasses that of
previous simulations involving water droplets, such as the work by Meng and Colonius [33], where
they used WENO3 and a grid resolution equivalent to 100 cells per original droplet diameter.
In the following section, we will delve into the deformation of the two-phase interfaces and the
development of vortices, considering the three-dimensional characteristics of the interaction.

1. Evolution of surface deformation

Simulating two-phase interfaces often results in a smeared interface spanning several grid cells,
as observed in our study and others [33]. This is because the chosen method inherently averages
properties across a small region. The accuracy of the interface visualization can be further affected
by the specific value chosen for the isosurface or isopleth (which represent surfaces or lines of
constant value).

In our postprocessing, we distinguish between liquid and gas phases using the mass fraction
of the gas phase and employ isosurfaces ranging from 0.01 to 0.99 to represent the two-phase
interface. These isosurfaces account for the inherent uncertainty in the postprocessing stage due
to the smeared interface characteristics [refer to Figs. 17(f)–17(h) and the Supplemental Material
[95] for examples). As noted in Ref. [33], the choice of gas mass fraction value can influence the
observed interface structures.
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FIG. 17. (a) Gas mass fraction contour of the cylinder case at t∗ = 15, 27, 49, 56, and 66 (from left to
right). [(b)–(e)] Isosurface of the gas mass fraction 0.5 of the droplet case at t∗ = 15, 27, 49, 56, and 66 (from
left to right). (f) Isosurfaces of the gas mass fraction, 0.01, 0.05, 0.25, 0.5, 0.75, 0.95, and 0.99 (from left to
right) at t∗ = 27. (g) Isosurfaces of the gas mass fraction, 0.01, 0.05, 0.25, 0.5, 0.75, 0.95, and 0.99 (from left
to right) at t∗ = 49. (h) Isosurfaces of the gas mass fraction, 0.01, 0.05, 0.25, 0.5, 0.75, 0.95, and 0.99 (from
left to right) at t∗ = 56.
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FIG. 17. (Continued).
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FIG. 17. (Continued).
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It is important to remember that these three-dimensional structures are only visualized for a
specific isosurface value (e.g., 0.5 for gas mass fraction). This approach aligns with the postpro-
cessing technique used in Ref. [33], where varying gas fraction values for isosurfaces resulted in the
visualization of different droplet breakup structures. Unfortunately, there is no perfect choice for
the isosurface value, as the numerical method itself introduces uncertainty that cannot be entirely
eliminated. In essence, the chosen value (mass or volume fraction) to define the interface affects the
shapes and structures captured by the isosurfaces.

Similar to the work in Ref. [33], we acknowledge the presence of smeared or diffuse features
in our visualization, even with our resolution of 434 cells per initial diameter to represent the
droplet. Nevertheless, based on our grid convergence study and the chosen numerical scheme, we are
confident that the dominant structures and key features are accurately captured. While the numerical
scheme might lead to the appearance of smaller breakups, these phenomena cannot be validated
against experimental data and are likely artifacts of the simulation. It is important to emphasize
that the overall conclusions are not affected by the isosurface value selection, as we consistently
apply the same analytical and quantitative methods throughout all cases. Considering the numerical
methods employed and the achieved mesh independence with 434 grids per diameter, the results
provide a reasonable representation of the physical phenomena, with the understanding that the
smeared region incorporates the effects of numerical viscosity.

The results depicted in Fig. 17 illustrate the progression of deformed two-phase contact structures
for both the cylinder case and the three-dimensional droplet case simulations. A threshold value of
0.5 is employed for the isosurface to delineate the gas phase for the three-dimensional droplet case.
Various distinctive deformation scenarios that capture the dynamics of the droplet structure have
been chosen for analysis. The qualitative descriptions provided in two-dimensional simulations, as
discussed in Secs. III A 1 and III A 2, are equally applicable to the three-dimensional simulations,
with the primary distinction being the added dimension. In comparison to the two-dimensional
findings, the deformation processes remain quite analogous, yet the inclusion of the third dimension
allows for a more comprehensive representation of the dynamics. The structures observed in these
simulations, including sheets, petal-shaped structures or lobes, and ligaments, exhibit pronounced
three-dimensional characteristics that were not discernible in the two-dimensional simulations.

Combining the insights from Secs. III A 2 and III B 1, we can draw the following conclusions:
The droplet effectively behaves like a solid block, contributing to the formation of a plume shape
characterized by a flattened disk or a cupcakelike structure. Within the recirculation region, counter-
rotating vortices develop near the leeward side of the droplet, playing a crucial role in shaping this
distinctive form and drawing liquid sheets from both the droplet’s equator and its flattened rear [33].
The presence of an enclosed cavity attached to the downstream side of the deforming droplet is
associated with the development of a recirculation region that entrains fluid and redirects it upstream
to impact the leeward side of the droplet. The continual deformation of the droplet in the normal
direction increases its projected area for aerodynamic effects, further promoting the flattening of the
liquid droplet and assisting in its breakup [49]. Additionally, as shown in Fig. 17(e), the internal
cavity serves to reduce jet formation. Notably, the internal spherical cavity undergoes deformation,
transforming into a kidney-shaped structure before breaking into a toroidal shape.

Surface tension is typically disregarded in transcritical flows [10,51,52,71–76] because the
surface tension coefficient significantly diminishes in the vicinity of the critical point. In refer-
ences related to simulation at near-critical conditions [51,52], the Weber number is defined as
We = ρpostu2

postD0/σ , which is adopted to assess the type of deformation. For the current case with
a Mach number of 1.2, with Tref = 650 K, pref = 6 MPa, upost = −160.3 m/s, D0 = 50 mm, and
ρpost = 40.38 kg/m3, assuming that σ = 0.001 N/m [51], then the approximate Weber number is
about 5 × 107. It is therefore reasonable to assume that, during the initial phase of development,
there should be no discernible difference between the flow simulated with or without surface tension.
Consequently, it is anticipated that these cases with a very large Weber number [96] will fall into
the regime of shear-induced entrainment (SIE) breakup. However, neglecting surface tension in
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FIG. 18. Isosurface of the gas mass fraction 0.5 of the droplet with gas cavity at t∗ = (a) 15, (b) 27, (c) 49,
(d) 56, and (e) 66.

the model simplifies the problem by replacing the actual phase interface with a contact region.
While both fluids are initially separated in this region, they can mix during the deformation process.
Strictly speaking, neglecting surface tension means simulating contact region deformation rather
than interface breakup, although the established terminology in the field seems to differ.

In the initial stages, spanning from t∗ = 0 to t∗ = 27, the RMI induces morphological deforma-
tions of the two-phase structures, causing lobes to stretch and ligaments to form. In the later stages,
occurring between t∗ = 49 and t∗ = 66, the deformation of ligaments becomes apparent, especially
when visualized using an isosurface value of a mass fraction of 0.5.

The numerical results capture the key characteristics of inertia-driven mechanisms, although
neglecting surface tension inherently leads to a loss of sharp interfaces. Despite satisfying the SIE
breakup condition and capturing the expected phenomena, the results are limited by their numerical
nature and dependence on a specific isosurface value selection. These limitations (surface tension
neglect and finite resolution) confine the interpretation of the simulated structures as analogies,
albeit reasonable ones based on the dominant forces.

In Fig. 18, we observe the formation of internal jets, deformation of the internal bubble, and
its eventual transformation into a toroidal shape. Notably, the emergence of external jets on the
downstream side of droplet (DSD) is suppressed in cases involving a gas cavity.
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Our analyses are based on analogies and further confirmation will require experimental data. It
should be noted that numerous mechanisms contribute to the disintegration process, an area explored
in prior studies [49,97–103] yet still evolving. SIE breakup involves the formation of sheets,
petal-shaped structures or lobes, and ligaments. This process is closely linked to the development
of Kelvin-Helmholtz (KH) waves and flow entrainment, particularly on the windward side of the
droplet, as well as liquid transport [49] due to droplet deformation, especially on the leeward side.

KH waves primarily form on the droplet’s surface between the front to the peak (FTP) and
the equator, where shear effects are predominant [97]. These waves can induce droplet stripping,
resulting in KH-based liquid transport mechanisms [49,97,98] [see Fig. 18(a)]. As observed in
Figs. 18(a)–18(c) and Sec. III A 2, KH waves gradually increase in amplitude and then deflect in
the streamwise direction when becoming entrained by the external airflow. The entrainment of the
flow causes the surface waves to move downstream [49], leading to the accumulation of liquid as
sheets, petal-like structures, or lobes. The development of these surface structures is influenced by
the entrainment force induced by the external airflow and by the driving force of the internal flow
due to the KH wave. Additionally, shock-induced internal flow with vortices can contribute to the
rupture of surface structures [99].

Moreover, petal-like structures or lobes undergo a cascade process [49] during the formation of
ligaments, including the stretching of the structures, corrugation stretching, and the perforation of
holes that lead to bridge breakup [100,101]. The formation of holes can result in the rupture of sheet
and petal-like structures, ultimately yielding cylindrical ligaments. These holes can increase in size
over time. In cases where surface tension dominates, these formed ligaments can undergo further
secondary atomization into smaller droplets via Rayleigh-Plateau instability (RPI). However, for
fluids at near-critical conditions with a relatively higher gas-liquid density ratio and high kinetic
energy, surface tension effects are negligible [52] for relatively large ligaments. It should be noted
that our simulation’s resolution cannot capture the minuscule effects of surface tension, particularly
given the chosen method’s limitations in representing infinitely sharp boundaries.

Furthermore, Liang et al. [58] conducted an experiment on the interaction between a planar shock
wave and a water droplet containing a vapor cavity under subcritical conditions. In our cases, under
near-critical conditions (our Fig. 17), the ringlike structures, the transverse jets are similar to their
experimental data under subcritical conditions (their Fig. 2). In this way, the deformation of our
near-critical droplet behaves similarly to a water droplet in air under subcritical conditions [58].

We also analyze the drift of the center-of-mass velocity for these selected times. The results from
the two-dimensional simulation are used for comparison, as shown in Fig. 19. When comparing the
results between two-dimensional and three-dimensional simulations, it becomes evident that there
are significant differences, highlighting the importance of three-dimensional simulations for more
realistic and quantitatively accurate descriptions. The presence of a gas cavity enhances the drift
velocity in both cases. While two-dimensional studies offer qualitative insights into the effects of a
cavity on the droplet evolution process, three-dimensional studies provide more detailed information
on deformation and interactions.

2. Vorticity evolution and vortical structures

Figure 20 shows the contour of Z vorticity of the plane Z = 0, and Y vortic-
ity of the plane Y = 0. Figures 21 and 22 show the isosurface of � = 0.52. � =
||B||2/(||B||2 + ||A||2 + ε), where, ε is a minor value to prevent division by zero, ||B|| =
0.5((∂u/∂y − ∂v/∂x)2 + (∂u/∂z − ∂w/∂x)2 + (∂v/∂z − ∂w/∂y)2), and ||A|| = (∂u/∂x)2 +
(∂v/∂y)2 + (∂w/∂z)2 + 0.5(∂u/∂y + ∂v/∂x)2 + 0.5(∂u/∂z + ∂w/∂x)2 + 0.5(∂v/∂z + ∂w/∂y)2.

The results presented in Figs. 20–22 demonstrate the gradual development of vortex structures
after the shock interacts with the two-phase interface. The following key observations can be made:

Early vorticity induction. In the initial stages, vorticity is induced on the outer surface of the
droplet due to baroclinic effects (baroclinic vorticity). Near the upstream surface of the droplet
(USD), most vortices are oriented perpendicular to the flow direction [Figs. 21(a) and 22(a)].
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FIG. 19. The drift of the center-of-mass position and velocity (dimensionless at 100 m/s).

Streamwise-type vortices. As the simulation progresses, additional vortices are generated near
the USD. Notably, most of the newly formed vortex filaments near the downstream surface of the
droplet (DSD) are parallel to the flow direction [Fig. 21(b)]. These streamwise-type vortices exhibit
elongated hairpinlike structures in the azimuthal direction of the vortex core [Figs. 21(c)–21(e) and
22(c)–22(e)].

Vortex stretching and mixing. Fine filaments of vorticity serve as indicators of areas with intense
vortex stretching. Much like the discussion in Sec. III B 1, the heightened vorticity fosters the mixing
of fluids and amplifies the process of transferring and dissipating vortex energy. In the later stages,
the progression of Richtmyer-Meshkov instability (RMI), Rayleigh-Taylor instability (RTI), and
Kelvin-Helmholtz instability (KHI) further contributes to the deformation of the shocked droplet
and augments its mixing properties, as illustrated in Figs. 21(e) and 22(e).

Azimuthal instability. The azimuthal instability of the axisymmetric KH waves can be caused by
baroclinic effects (associated with RMI or RTI) and the generation of streamwise vortices [49]. This
leads to the formation of petal-like structures or lobes.

Baroclinic effects and vortex strain. At low gas-liquid density ratios, the baroclinic effects are
significant due to the high-density gradient across the interface. As the density ratio increases,
vortex-strain interactions (due to the vortex tilting and stretching mechanism) become more im-
portant in azimuthal modulation on KH waves due to higher gas inertia [100–103]. This results in
a higher vortex strain near the liquid interface, and the contribution of the baroclinic effect to the
generation of streamwise vorticity is reduced.

Roll-up vortex structures. When we combine the findings from Fig. 17, which pertains to the
region near ligament formation and deformation, with the insights from Fig. 18, we observe a
profusion of roll-up vortex structures, particularly streamwise vortices, as depicted in Fig. 21. These
streamwise vortices exhibit a pair of positive and negative values, as shown in Fig. 20, and play a
pivotal role in influencing the dynamic behavior of the system.

Such vortex structures and behavior of the droplet with a cavity represent an observation at
near-critical conditions. The complex interplay of various vorticity mechanisms, baroclinic effects,
and instabilities contributes to the intricate dynamics observed in the simulations.
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FIG. 20. The contour of Z vorticity of the plane Z = 0, and Y vorticity of the plane Y = 0 at t∗ = (a) 15,
(b) 27, (c) 49, (d) 56, and (e) 66.

IV. CONCLUSIONS

This study examines the intricate interactions of shock waves with a cylinder or droplet con-
taining an embedded gas cavity, particularly under near-critical thermodynamic conditions. The
gas-cavity presence significantly impacts various properties of the cylinder or droplet, encompassing
flow wave patterns, morphological changes, vortex formation, enstrophy, and three-dimensional
developmental characteristics. For processes at a near-critical conditions, we come to the following
observations.

(1) Distinct wave patterns and morphology changes: The presence of an internal gas cavity
significantly alters the observed wave patterns and interactions. A detailed analysis of various
parameters, including cylinder and internal bubble morphological changes, provides valuable in-
sights into shock-induced deformation and wave interactions. We examined the interaction in detail,
focusing on the early and late stages such as shock impingement, wave evolution, and morphological
deformation. The internal structures observed resemble those reported in numerical and experimen-
tal studies of shocked light bubbles. Interestingly, while the wave patterns at near-critical conditions
are similar to those obtained in the case with the cylinder consisting of SF6 in air at subcritical
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FIG. 21. Isosurface of � = 0.65 at t∗ = (a) 15, (b) 27, (c) 49, (d) 56, and (e) 66.

conditions, the deformation behavior of the current cylinder under near-critical conditions is more
akin to that of a water column in air under subcritical conditions.

(2) Vortex formation and baroclinic effects: The simulations demonstrate the emergence of
vortices and the deposition of vorticity on the surfaces of the cylinder or droplet. Vortices develop
on the external surfaces, and the presence of the gas cavity has a notable impact on the creation of
liquid mushroom jets, vortex structures, and the rupture of the cavity bubble, all of which contribute
to the deformation of the interface.

(3) Enstrophy and mixing: Enstrophy, reflecting the mixing process, evolves over time. The
presence of the gas cavity results in increased enstrophy due to internal jet formation and distortion
of the mushroom structure. The generation of baroclinic vorticity intensifies enstrophy, promoting
liquid-gas mixing.

(4) Center-of-mass redistribution: The analysis includes the drift of the center-of-mass position
and velocity. The presence of the gas cavity enhances the shift velocity in both cylinder and droplet
cases.

(5) Three-dimensional interface deformation: Three-dimensional simulations are crucial for
revealing complex, deformed structures near the two-phase interface, such as ligaments, lobes, petal
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FIG. 22. Isosurface of � = 0.52 at t∗ = (a) 15, (b) 27, (c) 49, (d) 56, and (e) 66.

shapes, and toroidal structures. These features, along with the three-dimensional vorticity distribu-
tion, cannot be captured by two-dimensional simulations. A comparative analysis is conducted to
examine the similarities and differences between the cases involving droplets and the cylindrical
column. Interestingly, the deformation of the droplet shell at near-critical conditions resembles that
of a water droplet containing a cavity in air under subcritical conditions, exhibiting similar ringlike
structures and the transverse jet. While our simulations are comparable to the characteristics of
shear-induced entrainment for a chosen mass fraction, a complete understanding of the underlying
physics requires further experimental validation.

Future work should encompass additional simulations with varying parameters alongside more
extensive experimental research. This comprehensive approach will enable a deeper understanding
of the complex mechanisms governing these interactions and disintegration processes.
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APPENDIX A: DETAILS OF THE PENG-ROBINSON EOS

Here

p = RT

v − b
− a

v2 + 2bv − b2
, (A1)

where T is the temperature, R is the universal gas constant, v is the molar volume, v = M/ρ, and
M is the molar mass. Coefficients are a = ∑N

α=1

∑N
β=1 XαXβaαβ and b = ∑N

α=1 Xαbα .
Specifically, Xα is the mole fraction of species α and in-total species number is N ; coefficients

aαβ = 0.457236(RT c,αβ )2/pc,αβ (1 + cαβ (1 − √
T /Tc,αβ ))2 and bα = 0.077796RTc,α/pc,α are ob-

tained according to the mixing rules [104]. pc,αβ is the critical mixture pressure and pc,αβ =
Zc,αβRTc,αβ/νc,αβ , cαβ = 0.37464 + 1.5422ωαβ − 0.26992ω2

αβ , Tc,αβ is the critical mixture tem-
perature, and Tc,αβ = √

Tc,αTc,β (1 − kαβ ). Tc,α and Tc,β are critical temperatures for species α and
β, and kαβ is the binary interaction parameter.

The critical mixture molar volume νc,αβ , the critical mixture compressibility Zc,αβ , and the

acentric factor ωαβ are denoted as νc,αβ = (1/8)(ν1/3
c,α + ν

1/3
c,β )

3
, Zc,αβ = (1/2)(Zc,α + Zc,β ), and

ωαβ = (1/2)(ωα + ωβ ), where ν1/3
c,α and ν

1/3
c,β are critical molar volumes for species α and β, Zc,α

and Zc,β are critical compressibility factors for species α and β, and ωα and ωβ are acentric factors
for species α and β. Further details can be found in Refs. [17,104].

APPENDIX B: SOLUTION OF THE CUBIC EQUATION

When solving cubic equations of state (EOS), such as the PR-EOS, it is important to recognize
that there may be three roots. However, it is essential to disregard nonphysical roots, which include
negative values and complex values, and focus on identifying the real, positive roots [105–107]. The
process of solving the cubic equation is outlined as follows:

x3 + Ax2 + Bx + C = 0, (B1)

where A, B, and C are known coefficients obtained directly from the cubic EOS. The discriminant
is � = D2 + E2 and D = (A/3)3 − AB/6 + C/2, E = B/3 − (A/3)2.

For � = 0, there are at least two equal roots, which are given by

x1 = 2 3
√−D − A

3
, x2 = x3 = − 3

√−D − A

3
. (B2)

� > 0, there are two nonphysical conjugate roots and one real root, F = 3
√

−D + √
�, G =

3
√

−D − √
�

x1 = F + G − A

3
, x2 = −

[
1

2
(F + G) + A

3

]
+

√
3

2
(F − G)i,

x3 = −
[

1

2
(F + G) + A

3

]
−

√
3

2
(F − G)i. (B3)

� < 0, there are three real and unequal roots, θ (rad) = arccos(−D/
√−E3),

x1 = 2
√−E cos

(
θ

3

)
− A

3
,

x2 = 2
√−Ecos

(
θ

3
+ 2

3
π

)
− A

3
,

x3 = 2
√−E cos

(
θ

3
+ 4

3
π

)
− A

3
. (B4)
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APPENDIX C: MODIFIED PR-EOS

The modified PR-EOS is designed to represent the saturation line in a straightforward manner.
Within the vapor dome region, an approximate saturation pressure for the mixture is utilized. The
algorithm for determining the pressure, which yields the temperature, density, and mass fraction, is
as follows:

Step 1. Calculate the pressure from the PR-EOS giving the temperature and density, as
well as the mass fraction. If nonpositive pressure (p∗ � 0) is obtained from the relation p∗ =
pPR−EOS(T, ρ, ξi ), a small arbitrarily positive value such as 1 would be adopted to replace this
nonpositive value (p∗ = 1 Pa).

Step 2. Calculate the density from PR-EOS given the PR-EOS pressure p∗, temperature, and
mass fraction, and check how many roots are obtained in the process ρ∗ = pPR−EOS(p∗, T, ξi ).

Step 3.1. If there is only one real value for ρ∗, then the PR-EOS pressure p∗ is chosen as the
corrected pressure.

Step 3.2. If there is more than one root for (ρ∗), then the saturation pressure (psat ) is given by
calculating the root, ∂ p/∂ρ = 0, via PR-EOS. Generally, the one at the lower density value (ρmin)
would be selected from the two resulting roots. The saturation pressure (psat ) is then defined as the
pressure corresponding to this root (ρmin).

Step 4. If the density that is given by the PR-EOS (lowest density root, ρ∗ = pPR−EOS(p∗, T, ξi ))
is very similar to the density provided (ρ), like (ρ∗ − ρ)/ρ < 10−4, then return the PR-EOS
pressure p∗; otherwise, return the saturation pressure (psat ).

In the case of DF methods or hybrid numerical schemes with a modified PR-EOS, it is crucial
to calculate the temperature (T ) for a given set of pressure (p), density (ρ), and mass fraction (ξi)
using the modified PR-EOS (T = pmodified−PR−EOS(p, ρ, ξi )). This can be expressed as follows:

Step 1. Initial guess (Tguess) temperature according to the initial condition and the temperature
from the last time step.

Step 2. This Tguess is used to calculate the pressure, using modified PR-EOS pguess =
pmodified−PR−EOS(Tguess, ρ, ξi ), where the state inside the vapor dome has already been corrected.

Step 3. If the pressure given by the modified PR-EOS (pguess = pmodified−PR−EOS(Tguess, ρ, ξi )) is
very similar to the pressure given by the modified PR-EOS (p∗), e.g., (pguess − p∗)/p∗ < 10−6, then
the temperature Tguess is selected as the correct temperature, T = Tguess.

Step 4. Otherwise, the guess temperature is updated according to the secant method or gradi-
ent descent or Newton method, and the criteria are p∗ = pmodified−PR−EOS(Tguess, ρ, ξi ) and (p∗ −
p)/p < 10−6.

Step 5. The modified PR-EOS [71] also limits the speed of sound to a minimum value—the
minimum speed of sound value used in this paper is 1 m/s [71]. Three subcritical isotherms of
varying composition are depicted in Fig. 30 of Ref. [51] to showcase the modified PR-EOS.

APPENDIX D: EFFECTS OF COMPUTATIONAL DOMAIN AND BOUNDARY
CONDITIONS ON NEAR-CRITICAL SHOCK-CYLINDER INTERACTIONS

Additional validations are presented in this section. These cases, when compared to previous
validation cases, serve to elucidate the influence of the computational domain and boundary
conditions on shock-cylinder interactions. As depicted in Fig. 23, reflective boundary conditions
are employed within a constrained computational domain. The purpose of this comparison is to
highlight the advancements offered by OWENO3 in contrast to the results obtained by the classical
WENO3 method.

Due to its lower dissipation characteristics in comparison to the WENO3 scheme, the results
obtained using the WENO3 scheme (Fig. 24) are outperformed by those of the OWENO3 scheme
(Fig. 25) when employing the same mesh resolution. Irrespective of the mesh resolution chosen,
the OWENO3 consistently delivers favorable results, whereas the performance of the WENO3
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FIG. 23. The restricted computational domain of the shock-cylinder interaction at near-critical conditions
(sketch map).

FIG. 24. The shock cylinder interaction within the restricted domain at times 65, 134, 164, 300, and 450 µs
(from left to right). WENO3 with a mesh resolution of (a) 0.23 mm, (b) 0.115 mm, (c) 0.0767 mm, (d)
0.0575 mm. WENO5 with a mesh resolution of (e) 0.23 mm [51]. Reproduced from Ref. [51].

074002-39



JIAO, SCHMIDT, AND ADAMS

FIG. 25. The shock n-dodecane cylinder interaction within the restricted domain at times 65, 134, 164, 300,
and 450 µs. OWENO3 with a mesh resolution of (a) 0.23 mm, (b) 0.115 mm, (c) 0.0767 mm, (d) 0.0575 mm.

scheme diminishes during later evolution times (t = 450 µs) when using mesh resolutions of 0.23
or 0.115 mm.

Upon comparing results obtained from coarser mesh resolutions to finer ones across different
numerical schemes, it can be deduced that the OWENO3 method, combined with a mesh resolution
of 0.115 mm, can yield results comparable to those of the WENO5 scheme from Ref. [52], all while
maintaining computational efficiency and accuracy.

FIG. 26. Schematic of the shock-bubble interaction computational domain.
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TABLE II. Initial conditions for the shock-bubble interaction.

p u v ρ Non-dimension [108]
Stage (Pa) (m/s) (m/s) (kg/m3) (p, u, v, ρ)

Preshocked air 101325 0 0 1.225 (1,0,0,1)
Postshocked air 159059 113.5 0 1.686 (1.5698, −0.394, 0,1.3764)
Helium 101325 0 0 0.169 (1,0,0,0.138)

APPENDIX E: SHOCK INTERACTION WITH HELIUM BUBBLE

We have validated the current numerical scheme using the shock–helium bubble case as dis-
cussed in Refs. [22,108]. The computational domain is depicted in Fig. 26. The initial conditions
are given in Table II.

We have employed a Cartesian mesh with a uniform resolution of 0.115 mm. The parameters for
the NASA polynomials can be found in Ref. [78].

As depicted in Fig. 27, the results for the helium-air case exhibit excellent agreement with the
findings presented by Quirk and Karni [22]. This alignment in results has also been observed by
Haas and Sturtevant [21] and other researchers [109]. The methodology employed in this study
effectively captures the underlying physical phenomena while ensuring robust performance. The
selection of evolution time steps closely approximates the reference time, making minor deviations
acceptable.

FIG. 27. Numerical schlieren images for the evolution of the shocked air-helium interaction at time (a)
32 µs, (b) 52 µs, (c) 72 µs, (d) 102 µs, and (e) 245 µs. The first column shows the current numerical results,
while the others show the results from Ref. [22]. From left to right: numerical scheme (mesh resolution),
reference scheme (0.056 mm), WENO3 (0.23 mm), and OWENO3 (0.23 mm). Reproduced from Ref. [22].
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Supplementary materials

Evolution of surface deformation with different isosurface values



(a) Pure droplet: upper; droplet shell: lower. �∗=15.





(b) Pure droplet: upper; droplet shell: lower. �∗=27.





(c) Pure droplet: upper; droplet shell: lower. �∗=49.





(d) Pure droplet: upper; droplet shell: lower. �∗=56.





(e) Pure droplet: upper; droplet shell: lower. �∗=66.

FIG. 28. Isosurfaces of the gas mass fraction, 0.01, 0.05, 0.25, 0.5, 0.75, 0.95, 0.99 (from left to right) at �∗ (a) 15, (b) 27, (c) 49, (d) 56, (e) 66.

Figure 28 shows the evolution process of deformed two-phase interface structures, with isosurfaces of the gas mass
fraction varying from 0.01 to 0.99. Detailed observations of the evolutionary process are made from different viewing
angles.



144 A Peer-reviewed Journal Publications for Thesis

A.3 Paper III

Effect of gas cavity size and eccentricity on shock interaction with a cylinder at
near-critical conditions

Yu Jiao, Steffen J. Schmidt, Nikolaus A. Adams

Open Access. In Physics of Fluids, 2024.
DOI: https://doi.org/10.1063/5.0225036.
Contribution: My contribution to this research paper was to propose the concept and idea of
the paper, complete the programming codes and numerical methods, perform the validations,
analyse the results, and write the manuscript.

This is an open access article distributed under the terms of the Creative Commons CC
BY license, which permits unrestricted use, distribution, and reproduction in any

medium, provided the original work is properly cited.

https://doi.org/10.1063/5.0225036


© 2024 Copyright - All Rights Reserved |  Copyright Clearance Center, Inc. |  Privacy statement |  Data Security and Privacy
|  For California Residents | Terms and Conditions

Effect of gas cavity size and eccentricity on shock interaction with a
cylinder at near-critical conditions
Author: Jiao, Yu; Schmidt, Steffen J.

Publication: Physics of Fluids

Publisher: AIP Publishing

Date: Sep 5, 2024

Rights managed by AIP Publishing.

Creative Commons
This is an open access article distributed under the terms of the Creative Commons CC BY license, which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

You are not required to obtain permission to reuse this article.

Comments? We would like to hear from you. E-mail us at customercare@copyright.com

9/5/24, 3:32 PM Rightslink® by Copyright Clearance Center

https://s100.copyright.com/AppDispatchServlet?publisherName=aip&publication=PHFLE6&issn=1070-6631&title=Effect of gas cavity size and ec… 1/1




View

Online


Export
Citation

RESEARCH ARTICLE |  SEPTEMBER 05 2024

Effect of gas cavity size and eccentricity on shock
interaction with a cylinder at near-critical conditions
Yu Jiao   ; Steffen J. Schmidt  ; Nikolaus A. Adams 

Physics of Fluids 36, 096108 (2024)
https://doi.org/10.1063/5.0225036

 05 Septem
ber 2024 13:17:46



Effect of gas cavity size and eccentricity on shock
interaction with a cylinder at near-critical
conditions

Cite as: Phys. Fluids 36, 096108 (2024); doi: 10.1063/5.0225036
Submitted: 22 June 2024 . Accepted: 13 August 2024 .
Published Online: 5 September 2024

Yu Jiao,1,a) Steffen J. Schmidt,1 and Nikolaus A. Adams1,2

AFFILIATIONS
1Chair of Aerodynamics and Fluid Mechanics, TUM School of Engineering and Design, Technical University of Munich, 85748
Garching bei M€unchen, Germany
2Munich Institute of Integrated Materials, Energy and Process Engineering (MEP), Technical University of Munich,
85748 Garching bei M€unchen, Germany

a)Author to whom correspondence should be addressed: yu.jiao@tum.de

ABSTRACT

In this study, we investigate the impact of gas cavity size and eccentricity on the interaction of shockwaves with a cavity-embedded fuel-liquid
cylinder under near-critical conditions. We analyze a range of scenarios involving both eccentric and concentric cavities, varying cavity radii
(0-0.875R), eccentricity angles (0�–180�), and distances (0R-0.45R). Our methodology entails modeling the evolution of the fuel cylinder and
surrounding gas flow using compressible multi-component equations, employing a finite-volume-based hybrid numerical framework capable
of accurately capturing shocks and interfaces. Additionally, real-fluid thermodynamic relationships are employed, validated against reference
data, showing excellent agreement. Mesh independence studies are provided. We analyze the shock impingement characteristics, deformation
of the cylinder and cavity, and the formation of vortices. Various phenomena at different evolution stages are explored, including wave pat-
tern evolution, jet formation, cavity breakup, baroclinic vorticity distribution, and circulation histories. Size and eccentricity of the cavity
determine time intervals between wave contact with the cylinder and with the cavity, thereby influencing the evolution of wave patterns and
interface deformation. We propose an analytical model for deposited circulation, obtained by appropriately combining the Yang, Kubota, and
Zukoski (YKZ) and the Zhang and Zou (ZZ) models, which agrees well with numerical findings for cases involving smaller cavities. However,
for larger cavities, as the cavity gradually reaches the cylinder surface, induced coupling effects invalidate the model. Furthermore, we intro-
duce four predictive fits for the center-of-mass position of the shocked cylinder under near-critical conditions. These fits—the Time-Size
Polynomial Prediction Fit, the Time-Eccentricity Polynomial Prediction Fit, the Time-Eccentricity Distance Polynomial Prediction Fit, and
the Connecting Rod Prediction Fit—are tailored for cases involving cavities of varying sizes, eccentricity angles, and distances. Demonstrating
good predictive performance, these fits offer valuable insights into the mixing behavior of liquid fuel sprays in a diverse range of near-critical
environments and high-speed propulsion systems.

VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial 4.0
International (CC BY-NC) license (https://creativecommons.org/licenses/by-nc/4.0/). https://doi.org/10.1063/5.0225036

I. INTRODUCTION

The Richtmyer–Meshkov instability (RMI) arises when an inter-
face between fluids of different densities experiences impulsive forces,
such as shock waves, with an initial perturbation. This instability
undergoes a linear growth phase followed by nonlinear development,
resulting in the generation of numerous small-scale structures near the
interface, ultimately leading to turbulent mixing.1–4 This phenomenon
has been studied both theoretically by Richtmyer5 and experimentally
by Meshkov,6 making fundamental contributions to understanding
shock-induced instabilities.

The significance of RMI spans various fields including high-
speed propulsion, inertial confinement fusion, and astrophysics. In
high-speed propulsion, enhancing the interaction between shock
waves and the fuel-oxidizer interface is crucial for improving mixing,
reducing combustion distances, and engine volumes. Shock interac-
tions with fuel–gas interfaces are particularly relevant in high-speed
propulsion systems,7,8 such as ramjets and scramjets, especially during
processes like startup, mixing, and combustion of high-speed liquid
fuel injection. When a high-speed fuel jet enters a combustion cham-
ber with pressure near the critical pressure of the fuel, it can induce
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shock waves that interact with the fuel. Investigating such interactions
provides valuable insights for improving fuel mixing in propulsion
systems.

Near the critical point, it is essential to consider “transcritical”
properties, where the pressure in the combustion chamber approaches
the critical pressure of the fuel. Under these conditions, higher
temperatures can cause a transition from a liquid-like state to gas-like
behavior. At transcritical conditions, both supercritical (diffusion-
controlled) behavior and subcritical (two-phase) properties can
occur.9,10 For example, the critical properties of n-dodecane are
defined by a critical pressure (pc) of 1.82MPa and a critical tempera-
ture (Tc) of 658.1K. If n-dodecane fuel is injected into a combustion
chamber at the supercritical pressure (p=pc > 1) and at a temperature
below the critical temperature (T=Tc < 1), it mixes with hot ambient
air/Nitrogen, causing the fuel to undergo a transformation from a
liquid-like fluid to a gas-like supercritical fluid by crossing the
Nishikawa–Widom line. This scenario,11–13 known as “pseudo-
boiling,” occurs at higher supercritical temperatures and pressures,
where fuel fluids exhibit ideal gas behavior when their compressibility
factor equals one, and the transition from liquid-like to gas-like behav-
ior occurs.14,15

While there have been numerous studies of transcritical fluids in
low-speed convective environments, where fluid evaporation is signifi-
cantly influenced by viscous effects and heat conduction,16–22 research
on the interaction of transcritical fuel cylinders with shock waves or
high-speed flows is limited. In these high-speed flows, viscous diffu-
sion, thermal diffusion, and surface tension forces are expected to have
negligible effects.

Shock–cylinder interactions (SCIs) are valuable studies as the
liquid/gas cylinder spans a wide range of angles between pressure and
density gradient, supporting various degrees of baroclinic productions.
SCIs have been widely reported and studied for many years,23–31 both
numerically and experimentally. However, these studies have predomi-
nantly explored subcritical and supercritical conditions, with limited
investigation into transcritical conditions. In earlier research, Haas and
Sturtevant23 presented intricate phenomena that occur during shock
interaction with helium and R22 refrigerant gas cylinders through
experimentation. The wave patterns both inside and outside the
shocked cylinder were analyzed. Jacobs24,25 studied shock interaction
with a membraneless light/heavy gas cylinder. Wang et al.26 experi-
mentally generated a two-dimensional, discontinuous SF6-gas cylinder
with a controllable shape. Additionally, planar shock interaction with
three-dimensional discontinuous gas cylinders has been discussed by
Ding et al.27,28 Numerical simulations29–31 have also been utilized to
investigate the development of circular or elliptical gas cylinders. These
SCIs have been carried out at atmospheric pressure and temperature.
Moreover, it should be noted that SCIs are more accessible to be stud-
ied experimentally than shock–droplet or shock–bubble interactions.
However, obtaining detailed experimental data on multiphase shock-
driven instabilities, particularly at high pressures and temperatures,
remains challenging. Thus, numerical experiments have become vital
for studying the impact of shock waves on fuel cylinders at near-
critical conditions.

The interaction between shock waves and cylinders containing
gas cavities is rarely explored for transcritical cases. Conducting
numerical experiments under these demanding conditions is challeng-
ing, requiring robust numerical methods. Previous investigations in

this field have mainly focused on scenarios with low temperatures and
pressures at ambient conditions.32–39 Only a few studies have exam-
ined the impact of cavity size or position on shock–cylinder interac-
tion. Feng et al.32 experimentally investigated the interaction of shock
with an SF6 ring and analyzed the impact of the internal gas cylinder
on the evolution of the SF6 ring with different radius ratios. Xu et al.33

analyzed the interaction between a shock and a circular air cylinder
embedded in an elliptical SF6 cylinder. These cylinders with different
radius ratios were formed by the soap film technique in a room envi-
ronment.32,33 Wang et al.34 conducted a numerical study on a shock-
accelerated gas ring with an inner circle radius of r/R¼ 0.25–0.9375.
The initial stag mentions that stagnation air temperature was 288K,
and the pressure was 0.101MPa. The study provides insights into the
evolution of the gas ring and proposes a straightforward method for
predicting its circulation. Xiang and Wang35 analyzed the interaction
of shock waves with a water column (0.101MPa) containing an air
cavity (below 0.665MPa) of varying sizes at high Weber numbers. In
the current study, the pre-shock pressure of Nitrogen is 6MPa, and
the temperature is 650K, significantly deviating from the previously
mentioned cases. A few studies have explored shock interactions with
the droplet40 and the shock interaction of a droplet above the critical
pressure at varying temperatures.41 These studies have provided
insights into the early deformation behavior and mixing efficiency of
high-pressure fuel injection but have not addressed the effects of the
cavity.

To date, the interaction of a shock wave with a liquid cylinder
embedded with a gas cavity at near-critical conditions has been investi-
gated in Ref. 42. However, only a scenario with a concentric cavity was
conducted. There is still a significant gap in understanding the interac-
tion between shock waves and cavity-embedded cylinders with varying
parameters. The present study employs numerical experiments to
investigate the interaction of a planar shock wave with a fuel cylinder,
involving eccentric and concentric cavities with varying radius, at tran-
scritical conditions. This research is the first to investigate the effects of
varying cavities on a fuel cylinder at transcritical conditions using a
hybrid scheme with a real-fluid model. The findings provide valuable
insights for practical applications in a variety of transcritical environ-
ments and high-speed propulsion systems.

II. PHYSICAL MODEL

The physical model used in this work is the same as that used in
our previous work.42 To solve the flow under near-critical conditions,
we employ a model capable of switching between a fully conservative
(FC) scheme and a quasi-conservative (QC) scheme under specific
conditions.42 This model is coupled with a modified Peng–Robinson
equation of state (PR-EOS) and has recently been integrated into
the CATUM (CAvitation Technical University of Munich) frame-
work.42–46 Notably, this hybrid approach demonstrates robust perfor-
mance in mitigating pressure oscillations, maintaining positivity,47 and
minimizing energy conservation losses during shock wave interactions
with interfaces, such as those between Nitrogen and n-dodecane.40

For the FC scheme, the vector of conserved quantities
q ¼ ½q; qu; qE; qn�T is computed from the compressible Euler equa-
tions, @q=@tþ $ � FðqÞ ¼ 0, where q is the density, the flux vector
FðqÞ ¼ u½q; qu; qEþ p; qn�T þ ½0; pI; 0; 0�T, u is the velocity vector,
qE ¼ qðeþ uj j2=2Þ is the total energy and e is the internal energy,
and n refers to the mass fraction of the gas component. In longer-
duration interactions or low-speed cases, gravity, heat transfer
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(thermal conduction), and viscous effects may play significant roles.
However, for the current problem of interest, these factors, along with
surface tension and chemical reactions, are deemed negligible41 due to
the very short time in the shock–cylinder interaction. Moreover, sur-
face tension can be neglected in transcritical flows10,48–54 as the surface
tension coefficient diminishes significantly at the critical point.

Quasi-conservative (QC) schemes commonly employ methodol-
ogies such as the double flux (DF) method11,55–57 and the pressure evo-
lution (PE) method.58,59 The DF model was initially introduced by
Abgrall and Karni56 for multi-component ideal-gas flows, later
extended by Billet and Abgrall57 for ideal-gas reacting flow systems.
Subsequently, high-order schemes based on the DF method have been
proposed.11,60,61 In this study, we adopt the DF-based model proposed
by Ma et al.11,62 to handle transcritical flows, as detailed in our previ-
ous publication.42

The Peng–Robinson equation of state (PR-EOS)63 is employed
for both liquid and gas components. McBride et al.64 provides the
parameters for NASA polynomials used to derive internal energy,
enthalpy, and entropy, with additional details available in Appendix A.
While the PR-EOS is suitable for conditions outside the vapor dome,
modifications are necessary for its application within this domain. In
certain scenarios, negative pressures may arise at specific density values
and relatively low temperatures, potentially leading to complex-valued
speed of sound (SoS) within the vapor dome.65 It is important to
acknowledge that within the vapor dome, the thermodynamic state
described by the classical Peng–Robinson equation may be metastable
or unstable/non-convex.

To address these challenges, a modified PR-EOS42 is introduced
to approximate fluid states within the vapor dome region, ensuring
that the speed of sound remains positive to enhance the numerical
robustness. It is pertinent to mention that phase separation is not
anticipated,66,67 and the numerical procedure outlined in Ref. 48 ade-
quately resolves pressure oscillations in transcritical flows, with further
details available in Appendix B.

III. NUMERICAL METHODS

Observations from Refs. 40 and 41 indicate that the WENO3-
type schemes suppress pressure oscillations, particularly in near-
critical or transcritical scenarios. Boyd and Jarrahbashi41 specifically
recommends the use of the WENO3-type schemes for simulating
higher-strength shock–droplet interactions. In instances of a Mach 2
shock, they even employ a minmod flux limiter based on the gradient
of the mass fraction. Moreover, Boyd and Jarrahbashi40 demonstrates
that reducing the reconstruction order fromWENO5 toWENO3 leads
to a notable reduction in pressure fluctuation amplitudes, from 8 to
3.2MPa, attributed to the increased numerical diffusion provided by
WENO3. However, while compact reconstruction stencils can decrease
computational effort, they also yield results of reduced accuracy com-
pared to the same mesh resolution using WENO5. To mitigate this
accuracy limitation of WENO3, an increase in mesh resolution and
computational resources is necessary. At higher resolutions, results can
be made comparable to those obtained with WENO5.

Taking these findings into account, the present study opts to
replace WENO5 with aWENO3-type scheme to bolster numerical sta-
bility in complex cases, ensuring the preservation of key characteristics
from the reference scheme. Specifically, an improvedWENO3 scheme,
OWENO3,68 is adopted for reconstructing pressure, density, velocity,
internal energy, and mass fraction to maintain numerical consistency.

OWENO3 retains the advantages of JS-WENO3 with reduced dissipa-
tion. It incorporates an additional fourth node in the weight calcula-
tion for measuring smoothness, based on a WENO approach with the
unconditional third-order optimal accuracy on smooth data, without
relying on any tuning parameters. The reconstruction domain remains
limited to a maximum of four points, consistent with classical
WENO3 schemes. Interface diffusion is controlled through the local
adjustment of smoothness indicators and ENO stencil weights.
OWENO3 has been meticulously validated to handle near-critical
shock interactions with n-dodecane, with detailed validation cases pre-
sented and compared with previous results obtained using the
WENO5-type scheme.42

On the compact four-stencil scheme, using reconstruction of
mass fraction n as an example,

n� ¼ w0n
L þ w1n

R; (3.1)

the left and right side interpolation polynomials at the cell interface are
nL ¼ �ð1=2Þf�1 þ ð3=2Þf 0; nR ¼ ð1=2Þf 0 þ ð1=2Þf 1. The OWENO3
stencil weights are defined as follows:

w0 ¼ 1
3
w þ 1� wð Þfw0 ; w1 ¼ 2

3
w þ 1� wð Þfw1 ; (3.2)

where fw0 ¼ ðI1 þ eÞ=ðI0 þ I1 þ 2eÞ and fw1 ¼ ðI0 þ eÞ=ðI0 þ I1
þ2eÞ ¼ 1� fw0 ; with e being a small value (e ¼ 1� 10�6), and a cor-
rector weight defined as w ¼ J=ðJþ sþ eÞ; where J ¼ I0ðI1 þ I2Þ
þðI0 þ I1ÞI2 and 0 � w � 1: s represents the product of the square of
the undivided difference associated with the extended stencil (four
stencils) and the sum of the smoothness indicators, s ¼ dI;
where d ¼ ð�f�1 þ 3f0 � 3f 1 þ f 2Þ2 and I ¼ I0 þ I1 þ I2. An addi-
tional smoothness indicator I2 using the additional node is employed,
leading to I0 ¼ ðf 0 � f�1Þ2; I1 ¼ ðf 1 � f 0Þ2 and I2 ¼ ðf 2 � f 1Þ2: f i
indicates the variable at cell i.

Moreover, an HLLC Riemann solver is applied, and additional
details can be found in Refs. 69 and 70. Time integration is performed
by an explicit, low-storage four-step Runge–Kutta method with an
enhanced stability region, which is represented in CATUM.42–46 The
CFL value is generally 0.5 unless otherwise stated.

IV. VERIFICATION AND MESH INDEPENDENCE STUDY

Table I and Fig. 1 present the initial conditions, encompassing
thermodynamic parameters, cylinder and cavity position, diameter,
boundary conditions, and the computational domain with the shaded
fine-mesh region. These illustrate the interaction between a shock
wave and a cylinder composed of n-dodecane in a Nitrogen

TABLE I. Initial conditions for the shock interaction with cavity-embedded cylinder at
near-critical conditions.

Stage pðMPaÞ uðm=sÞ vðm=sÞ qðkg=m3Þ TðKÞ
Pre-shocked
nitrogen

6.0 0 0 30.46 650.0

Cavity nitrogen 6.0 0 0 30.46 650.0
POST-shocked
nitrogen

9.096 �160.3 0 40.38 736.2

n-Dodecane 6.0 0 0 419.9 650.0

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 36, 096108 (2024); doi: 10.1063/5.0225036 36, 096108-3

VC Author(s) 2024

 05 Septem
ber 2024 13:17:46



environment. Moreover, a cavity filled with Nitrogen gas is situated
within the n-dodecane cylinder. The thermodynamic parameters
(pressure, velocity, density, temperature, etc.) and the thermodynamic
relationship of the internal gas cavity remain consistent with those of
the pre-shock Nitrogen. McBride et al.64 provide the NASA polyno-
mial parameters.

This interaction occurs at a supercritical pressure and subcriti-
cal temperature, placing the n-dodecane in a liquid-like supercritical
state. The critical properties of n-dodecane are defined by a critical
pressure (pc) of 1.82MPa and a critical temperature (Tc) of 658.1K.
As a result, the n-dodecane cylinder is first supercritically pressur-
ized at the subcritical temperature. Nitrogen’s critical properties are
characterized by a critical pressure (pc) of 3.369MPa and a critical
temperature (Tc) of 126.2K. Thus, for Nitrogen, the temperature
exceeds the critical temperature and the pressure is above the critical
pressure. The shock wave in this environment maintains a Mach
number of 1.2. The dimensionless time t� corresponds to the simu-
lated physical time t, divided by a chosen reference time of
8:68� 10�6s.

In our previous work,42 we qualitatively and quantitatively ana-
lyzed the morphology of the shock interaction with a cylinder under
the same conditions, considering the effects of mesh resolution, com-
putational domain, boundary conditions, and numerical scheme. Our
results were comparable to the work of Boyd and Jarrahbashi.41 The
study concluded that the numerical scheme used was accurate in han-
dling the shock interaction with an n-dodecane cylinder at near-
critical conditions. A mesh resolution of 0.115mm was found to be
sufficient to achieve mesh independence convergence and capture
detailed features. The combination of high-order OWENO3 and a
mesh resolution of 0.115mm produced results comparable to the
WENO5 results of Ref. 41 in terms of computational efficiency, robust-
ness, stability, and accuracy, employing more than 434 computational
cells per diameter (diameter¼ 50mm).

Given the validated accuracy of the current scheme, Fig. 2 dem-
onstrates the effect of mesh resolution on the shock interaction with
the cavity-embedded cylinder at near-critical conditions. Figure 3
shows the density distribution, which completes the mesh indepen-
dence studies. The density distributions directly display the contact
positions of both fluids and converge to the purple line with the finest
mesh resolution of 0.0575mm, as shown in Figs. 3(b) and 3(c). There
are slight differences between the results obtained using mesh resolu-
tions of 0.115 and 0.0575mm. A mesh resolution of 0.115mm is a
suitable choice, balancing accuracy and computational consumption.
This resolution is half of the reference mesh resolution of 0.2300mm
and is consistent with our previous analysis.42

In summary, a mesh resolution of 0.115mm offers comparable
and accurate results with reasonable computational efforts, thus con-
cluding the study of mesh convergence.

To generate numerical schlieren images, we utilize the following
formula to define the pseudo-schlieren value:

1 ¼ exp �k
rqj j þ A
Bþ A

� �
: (4.1)

The pseudo-schlieren value, denoted as 1, is determined using the

formula rqj j ¼ @q=@xð Þ2 þ @q=@yð Þ2
� �1=2

, where three adjustable
parameters, A, B, and C, influence its calculation. Typically, A is set to
0, and B equals rqj jmax, gradually leading to 1 ¼ exp �k rqj j=�
rqj jmaxÞ. The gray values displayed in the schlieren images are fine-
tuned based on the approach recommended in Ref. 71. It is important
to note that the constant “k” plays a role here, taking the value of 600

FIG. 1. Computational domain of the shock interaction with the cavity-embedded
cylinder at near-critical conditions (sketch map).

FIG. 2. Shock interaction with the cavity-embedded n-dodecane cylinders at differ-
ent mesh resolutions: (a) 0.2300, (b) 0.1150, (c) 0.0767, and (d) 0.0575mm.

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 36, 096108 (2024); doi: 10.1063/5.0225036 36, 096108-4

VC Author(s) 2024

 05 Septem
ber 2024 13:17:46



for light fluids (such as helium) and 120 for heavy fluids (like R22). In
the case of shock interaction with a cylindrical fuel column, k is set to
600 for the Nitrogen environment and 120 for the n-dodecane
cylinder.

V. RESULTS AND DISCUSSION
A. Analysis of cavity size effects

This section investigates the impact of cavity size on the shock
interaction with a cavity-embedded cylinder at near-critical conditions.
As depicted in Fig. 4, the ratio of the radius of the gas cavity (r) to the
liquid cylinder (R) varies from 0 (full cylinder) to 0.875 (the thinnest
cylinder ring). The shaded area represents the “cylinder ring,” with its
characteristic diameter (width) calculated as the difference between the
cylinder radius R and the cavity radius r. The diameter of the gas cavity
determines the gas fraction within the cylinder. The thermodynamic
parameters, such as pressure, velocity, density, and temperature, as
well as the thermodynamic relationship of the internal gas cavity,

remain consistent with those of the pre-shock Nitrogen. The initial
dimensionless time is t� ¼ 0.

In our terminology, USD stands for the “Upstream Surface of the
cylinder,” distinguishing it from USC (the “Upstream Surface of the
Cavity”). Similarly, DSD denotes the “Downstream Surface of the cyl-
inder,” differentiating it from DSC (the “Downstream Surface of the

FIG. 3. Grid convergence test on shock interaction with the cavity-embedded cylinder by OWENO3: t� ¼ 25. (a)–(c) show the distribution at different positions.

FIG. 4. Schematic of a cavity-embedded cylinder with different cavity radii r.
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Cavity”). Additionally, the cases used for comparison with current
near-critical studies generally operate under sub-critical conditions,
unless otherwise specified, such as the shock-helium bubble interaction
under sub-critical conditions. In Secs. VA1 and VA2, the early and
late stages are defined in the same way as in previous work,42 with the
early stage focusing on the evolution of wave patterns and the late stage
focusing on the evolution of cylinder deformation and cavity rupture.
We do not focus on the very late stage, where even finer resolution is
required.

1. Early wave pattern evolution

Figure 5 depicts the influence of gas cavity size on the shock–
cylinder interaction process at near-critical conditions. In Fig. 5(a), the
incident shock (IS) traverses over the upstream surface of the cylinder
(USD), resulting in the generation of the reflected shock (RS) and the
converging (refracted) transmitted shock (TS1). Concurrently, the cyl-
inder undergoes deformation and initiates downstream movement (at
t� ¼ 5 and r/R¼ 0.250).

Upon TS1 encountering the upstream surface of the cavity
(USC), the angle between USC and TS1 begins to increase from 0.
At this early stage, the second reflected rarefaction wave (RR) and
the diverging (refracted) transmitted shock (TS2) form, both at rel-
atively small angles (at t� ¼ 10 and r/R¼ 0.250). Meanwhile, the
cavity moves and deforms downstream, resembling typical refrac-
tion processes. Additionally, the interaction process between the
inner shock and cavity resembles shock interactions with lighter
gas bubbles.

As TS1 progresses, the angle between USC and TS1 increases,
resulting in a refraction process. TS2 inside the Nitrogen cavity
moves faster than TS1 inside the n-dodecane cylinder due to the
higher impedance of n-dodecane compared to Nitrogen. This gen-
erates a side shock (SS) and a new shock (NS1) (at t� ¼ 11 and r/
R¼ 0.500). At this stage, TS1, SS, NS1, and reflected shock (RS2)
converge at a point marked as “P4,” resembling the free precursor
refraction (FPR) phenomenon. RS2 and SS propagate in different
directions, forming an angle between them. Consequently, P4 is
replaced by two distinct intersection points (P2), and a Mach stem
is formed (at t� ¼ 13 and r/R¼ 0.375), resembling the twin von
Neumann refraction (TNR).73 Key observations from Fig. 5(a)
include the following:

(1) The wave structures (RS, TS1, IS) remain consistent across all
cases before TS1 reaches the USC, with the RS located outside
the cylinder toward the upstream unaffected by the cavity, as is
the IS around the cylinder surface.

(2) The size of the cavity determines when TS1 touches the cavity,
resulting in varying interaction durations between TS1 and the
cavity, with TS1 touching the cavity of the case with the largest
r/R first.

(3) For cases where r/R¼ 0.625, 0.750, and 0.875, the RR/RS2
touches the cylinder and is reflected from it.

(4) As the cavity size increases, the ring thickness decreases,
leading to more reflection waves being generated within the
ring for the same duration and to a faster occurrence of
another TS within the cavity, making the wave pattern more
complex.

Figure 5(b) shows that as TS2 reaches the downstream sur-
face of the cavity (DSC), it gives rise to a transmitted shock
(TS3) and a reflected shock (RS3), both traveling in opposite
directions. The points of intersection for these three shock waves
(P3) arise from the movement of TS1 (at t� ¼ 15 and r/
R¼ 0.500). Afterward, both the transmitted wave (TS5) and the
reflected wave (RS5) emerge near the upstream surface of the cav-
ity (at t� ¼ 16 and r/R¼ 0.500). RS2 refracts from the downstream
surface of the cylinder (DSD), forming a transmitted shock from
RS2 (TRS2). Additionally, diffracted shock waves form a crossover
point outside the DSD. Furthermore, TS3 passes through the
DSD, creating a fourth transmitted shock (TS4) and a rarefaction
wave heading toward the downstream surface of the cavity (at
t� ¼ 17 and r/R¼ 0.500). The primary structures of the wave pat-
tern outside the cylinder ring are the diffracted shock, TRS2, and
TS4. Inside the cylinder ring, further evolution of NS1, TS1, the
rarefaction wave of TS3, and other waves form a complicated pat-
tern of waves.

Due to variations in the speed of sound (Sos) between liquid and
gas phases, as well as differences in the distance between the cavity sur-
face and cylinder surface, a number of discrepancies arise between
cases, as illustrated in Fig. 5(b).

(1) For cases with a larger cavity, the transmitted shocks (TS1,
TS3) reach the downstream pole of the outer cylinder surface
before the DS does. Additionally, the formation of TS4 is
accelerated.

(2) As the cavity size decreases, the RS3 reaches the upstream sur-
face of the cavity at an earlier stage.

(3) When the cavity is larger, the TS5 and RS5 are generated earlier
near the upstream surface of the cavity.

In addition, it can be observed from Fig. 5(c) that between
t� ¼ 19 and t� ¼ 23, the following applies:

(1) The smaller the cavity, the earlier it begins to deform into
kidney-shaped structures. Cases with a larger cavity exhibit a
greater delay in deformation of the cavity.

(2) The pattern of waves inside the cavity is too intricate to identify,
whereas the IS, DS, TS, and TRS outside the cylinder exhibit
similarity across all instances.

(3) Following the discussion for Fig. 5(b), for cases with a
larger cavity, the wave structures connected to TS4 move
faster.

Figure 5(d) shows the upstream pole displacement of the cylin-
der. The dotted straight lines with the numbers 1, 2, 3 represent the
moment when the reflections touch the upstream pole of the cylinder
(UPD). For the cases where the ratio between the cavity and the cylin-
der is greater, the surfaces between the cavity and the cylinder are so
close that the reflections are difficult to observe. It should be noted that
the displacement measurement could have some measurement error,
which could not be completely avoided. For cavity radii between 0.25
and 0.5, the times of the reflections occurring at the UPD are the same.
The smaller the cavity, the larger the ring, the longer the time (tring) for
the first reflection to occur at the UPD, which is clear since the time
depends on the distance between the cylinder and the cavity
(Wring ¼Rcylinder � Rcavity) and the speed of sound (cring) inside the
ring.
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Overall, a comparison of the evolution of the outer cylinder for
all cases in Figs. 5(a)–5(c) indicates similar patterns resembling the
shock interaction with a heavy fluid in the sub-critical region. The tim-
ing of TS1 passing the upstream surface of the cavity is determined by

the streamwise distance between the upstream pole of the cavity and
the upstream pole of the cylinder. Over time, the upstream surface of
the cavity presses into the center of the Nitrogen, taking on a kidney
shape, reminiscent of shock-accelerated light bubbles. It is noteworthy

FIG. 5. Representative view of the flow morphology, wave pattern evolution, and displacements in a shock-accelerated cylinder ring at near-critical conditions. (a)–(c) IS, inci-
dent shock wave; TS1, converging (refracted) transmitted shock1; TS2, diverging (refracted) transmitted shock2; RS, reflected shock; RR, reflected rarefaction wave; UZ1,
undisturbed zone1; UZ2, undisturbed zone2; DSD, downstream surface of the cylinder; DSC, downstream surface of the cavity; USD, upstream surface of the cylinder; USC,
upstream surface of the cavity; JF, jet formation; RS2, reflected shock2; SS, side shock; NS1, new shock1; EF, expansion fan; P4, intersection point for four shock waves; MS,
Mach stem; P2, intersection point for two shock waves; TS3, transmitted shock3; TS4, transmitted wave4; TS5, transmitted wave5; RS3, reflected shock3; RS5, reflected
wave5; TRS2, transmitted shock of RS2; P3, intersection point for three shock waves; and (d) displacement of the upstream pole of the cylinder (UPD).
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that the internal shock wave pattern bears resemblances to shock
helium bubble interaction cases in the sub-critical region. However, in
the current cylinder ring scenario, IS of shock-helium bubble cases is
replaced by TS1, a reasonable substitution given the shared attributes
of “heavy–light layer” cases.

2. Late development of cylinder deformation and cavity
rupture

Differences in cavity rupture and cylinder deformation among
cases are clearly observed along with the evolution.

(1) The internal kidney-shaped gas cavity continues to move down-
stream. For this cavity region, a jet forms and grows over time
[as seen in Fig. 6(a)], displaying similarities to shock-helium
bubble interaction in the sub-critical region.

(2) The smaller the cavity, the earlier the jet formation occurs. This
structure containing a pair of vortices develops first in the
downstream direction and then meets the downstream surface
of the cavity [as seen in Figs. 6(a) and 6(b)].

(3) The cavity gradually splits into two small parts. The smaller the
cavity, the earlier the cavity splits. Subsequently, two pairs of
vortices move in opposite directions and separately into two
Nitrogen cavities, forming several smaller jets.

(4) Another mushroom containing a pair of vortices forms in the
cavity and tends to impact the upstream surface of the cavity.
These processes introduce complex impacts and interactions

that increase the mixing of gas and fuel fluids when compared
to the case where there is no cavity in the cylinder.

(5) For a shocked cylinder, the region of high pressure created by
the shock focusing inside the cylinder causes the development
of an outward jet in the vicinity of the cylinder’s downstream.
In contrast, for cases with a larger cavity, the cavity disrupts the
motion of the shock waves, reducing the tendency for jet
formation.

(6) For instances where the cavity is larger (resulting in a thinner
ring), there is an intersection between the structures found on
the surface of the cavity and those on the cylinder surface.

3. Center-of-mass position and velocity evolution and
associated prediction fit

From Fig. 6, it is evident that the center-of-mass location is
changing. The details are analyzed in the following part.

Simulations can be used to quantitatively analyze the center-of-
mass properties of the deforming cylinder ring, which are essential for
diagnostics.73 The center-of-mass position and velocity of these objects
can be calculated through drift analysis, as indicated by the following
equations:

xc ¼

ð
1� nGasð Þqxdxdyð
1� nGasð Þqdxdy

; uc ¼ dxc
dt

¼

ð
1� nGasð Þqudxdyð
1� nGasð Þqdxdy

: (5.1)

FIG. 6. Late development of cylinder deformation, jet formation, and cavity rupture at near-critical conditions.
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The integration region refers to the entire computational domain.
These equations are validated if the liquid mass in the domain remains
constant.

Figure 7 shows the center-of-mass position [Fig. 7(a)] and veloc-
ity [Fig. 7(b)] of the cases where the radius of the cavity varies from 0R
(full cylinder) to 0.875R. Generally, the tendency for the center-of-
mass position and velocity of the ring to evolve is similar to that of the
full cylinder. Here are some observations.

(1) A significant discrepancy exists between the smaller cavity (e.g.
the case with a cavity radius of 0.250R) and the larger cavity
(e.g. the case with a cavity radius of 0.875R).

(2) The drift of the case with the larger cavity radius exhibits a
greater tendency to decrease. For instance, the center-of-mass
position and velocity of the case with a radius of 0.875R
decrease at a faster rate compared to those of the case with a
radius of 0.25R.

(3) As the cavity size increases, the center-of-mass position differ-
ence also increases for two adjacent cases with a radius differ-
ence of 0.125R. For example, at t� ¼ 60, the position difference
between cases with 0.875R/0.750R is greater than that between
cases with 0.375R/0.250R.

(4) This difference in the center-of-mass position between two
cases increases over time. For instance, the disparity in the cen-
ter-of-mass position between cases with 0.875R/0.750R at t� ¼ 5
is superior to that at t� ¼ 30. The difference between two adja-
cent cases is greatest at t� ¼ 75.

(5) For cases ranging between 0.000R and 0.625R, the velocity
decays continuously.

(6) In situations where there is a small amount of gas (small gas
cavity) in the cylinder, the movement of the liquid component
is very important. Differences in the center-of-mass position
and velocity for cases with smaller cavities compared to the full
liquid cylinder are relatively small.

(7) Overall, the configuration of the cavity causes the ring cases to
move at a greater speed than the full cylinder case. The greater

the radius of the cavity, the quicker the cylinder ring moves,
which can be useful in controlling the mixing process.

Furthermore, it is noted that there could be some relationships
between time, cavity size, and the center-of-mass location. Based on
the intuitive observation, except for using the data from the cavity case
with 0.5R, a Time-Size Polynomial Predictive Fit (TS-PPF) is pro-
posed, which may be used to predict the center-of-mass location as a
function of time and cavity size in the same (initial) near-critical condi-
tions. As shown in Table II, R� refers to the ratio of cavity radius to the
cylinder radius (0 � R� � 0.875), t� is the non-dimensional time (10
� t� � 65).

Once again, we display the simulation data alongside the fit
curves derived from the TS-PPF. As depicted in Fig. 8, the fit curves
closely align with the simulation results, even for the case where the
cavity radius is 0.5R, suggesting its applicability and potential exten-
sion to cases with varying cavity sizes.

4. Quantitative analysis of vorticity dynamics

This section provides a detailed discussion on the vorticity
production, circulation deposition, and theoretical model for the
upper-semi plane. Due to symmetry, the analysis applies to the lower
semi-plane. Baroclinic vorticity production arises due to unbalanced
gradients between density and pressure, particularly when the incident

FIG. 7. The drift of the center-of-mass position (a) and velocity (b) (normalized by 0.01 and 10m/s).

TABLE II. Parameters and expressions of Time-Size Polynomial Predictive Fit (TS-
PPF) for center-of-mass location considering cavity size.

Parameters Expressions

f(t�, R�) 0.051 42þBt� þCt�2 þ 1.2873�107t�3

B �12.779 28� 17.304 17R�þ164.562 91 R�2

� 550.278 43 R�3þ760.216 44 R�4� 388.410 07 R�5

C �43 659.262 21� 28 122.375 81 R�þ86 092.406 37 R�2

� 146 392.92 539R�3
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shock (IS) or transmitted shock (TS) passes through the two-phase
interface. This phenomenon plays a pivotal role in the Richtmyer–
Meshkov instability (RMI) and the induction of turbulent mixing.

Figure 9 illustrates the evolution of vortex generation through
baroclinic production. Across all cases, vortex growth and rotation
occur near the top and bottom vertices of the cylinder, ultimately
forming distinct wake roll-up structures. Positive and negative vortices
predominantly form on the upper and lower surfaces of the outer cyl-
inder, respectively. Baroclinic productions resulting from shock inter-
action with the internal light cavity within the heavy fluid
environment leads to additional vorticity generation. On the upper
and lower surfaces of the inner cavity, vortex patterns of negative and
positive vorticity primarily form, respectively, contrasting the pattern
observed on the outer cylinder. Additionally, the emergence of the
newly formed internal mushroom jet is associated with a pair of vorti-
ces characterized by opposite spin directions.

Furthermore, the time variations of negative circulation, positive
circulation, total real circulation (TRC), and total absolute circulation
(TAC) are obtained by integrating the vorticity in the upper-half of the
calculation domain, as illustrated in Fig. 10.

Figure 10(a) shows the following:

(1) In all cases with a cavity, before the cavity is touched by the TS,
the circulation history is the same as that of a full cylinder.

(2) As soon as the cavity is touched, the negative circulation
increases almost linearly.

(3) The cases with the cavity are touched by the TS at different
times. The thinner the ring, the sooner the TS touches the cavity
and the earlier the growth phase begins.

(4) At the earlier stage, assuming negligible minimal influence of
the cavity on the outer cylinder, the difference between the case
with the full cylinder and the case with the cavity (at the same
time) is due to the circulation within the cavity. A larger cavity
leads to a bigger negative circulation of the cavity.

(5) After the initial linear phase, the negative circulations continue
to increase, indicating an increase of mixing.

Figure 10(b) reveals the following:

(1) The positive circulation of all cases exhibits linear growth at early
stages, preceding the linear growth phase of negative circulation
depicted in Fig. 10(a). The reason is that the outer cylinder upon
shock (IS) generates positive circulation in the upper half plane,
followed by the interaction of the cavity with the transmitted shock
(TS), resulting in negative circulation in the upper half plane.

(2) The larger the cavity, the earlier the linear growth phase is dis-
torted. Multiple wave reflections, such as RR, between the cavity
and the cylinder contribute to the deposition of opposite circula-
tions at the interfaces. Particularly, cases with larger cavity experi-
ence an earlier influence of RR on the positive circulations of the
outer cylinder. Additionally, when the cavity is larger (resulting in
a thinner ring), the transmitted shock (TS) reaches the down-
stream pole of the outer cylinder before the DS [Fig. 5(b)], deposit-
ing negative circulation on the outer cylinder. This deposited
negative circulation offsets the subsequently deposited positive cir-
culation. Consequently, the final maximum positive circulations
(around t� ¼ 18) of cases with a smaller cavity (a thicker ring) are
notably larger than those with a bigger cavity (a thinner ring).

(3) The positive circulation for all cases with a cavity (indicated as Xt)
encompasses the positive values of the cavity (indicated as Yt) and
the positive values of the outer cylinder (indicated as Zt, which is
equal to Xt-Yt). The positive circulation of the cylinder without
cavity is denoted as Z0. Accordingly, Z0-Zt represents the effect of
the cavity on the circulation of the outer cylinder. Initially, the cav-
ity has minimal impact on the outer cylinder. Thus, the circulation
variation between a case with the cavity (Xt) and one without a
cavity (Z0), Z0-Xt, is smaller than the effect of the cavity on circu-
lation of the external cylinder, Z0-Zt. This means that just looking
at the disparity (Z0-Xt) between the circulation of the cylinder
case (Z0) and the circulation of the cavity embedded case (Xt)
shown in Fig. 10(b), the effect of the cavity on the circulation of
the outer cylinder (Z0-XtþYt) is underestimated.

(4) Positive circulation continues to grow after the early stage. In
the later stage (around t� ¼ 70), the results of cases with a cavity
radius of around 0.500R (0.375R-0.625R) show bigger circula-
tion characteristics than others.

FIG. 8. The drift of the center-of-mass position by Time-Size Polynomial Predictive Fit (TS-PPF) and simulations (normalized by 0.01 m). (b) is a magnified image of (a).
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The Total Real Circulation (TRC) illustrated in Fig. 10(c) com-
prises the negative circulation [Fig. 10(a)] and the positive circulation
[Fig. 10(b)]. For the cylinder without cavity, where r¼ 0, TRC is
obtained at the outer surface of the cylinder. For cases featuring a

cavity, both positive and negative circulation are generated at the cylin-
der and the cavity surfaces. Here are some observations:

The larger the cavity, the thinner the cylinder ring, the sooner the
negative TRC of the cavity is produced and the larger the negative

FIG. 9. Schematic diagram of vorticity generation in the shock–cylinder ring interaction (vorticity restricted to the same range of values).

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 36, 096108 (2024); doi: 10.1063/5.0225036 36, 096108-11

VC Author(s) 2024

 05 Septem
ber 2024 13:17:46



FIG. 10. Positive circulation (a), negative circulation (b), total real circulation (c) and total absolute circulation (d), and histories of the interaction between the shock wave and
the full cylinder/cylinder ring.
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TRC of the cavity. The difference in TRC between the cylinder with
and without the cavity, or the TRC of the cavity, increases gradually
during the initial stages.

Figure 10(d) shows the total absolute circulation (TAC), which is
the sum of the absolute values of the positive and negative circulations
for both the cavity (if present) and the outer cylinder. Here are some
observations.

(1) It has been observed that, prior to t� < 15, the cases with a cav-
ity typically exhibit higher circulation values than without the
cavity.

(2) At 35 < t� < 55, the circulation values of most of the cases with
the cavity are higher than those of the cases with the full cylin-
der, with the exception of the largest cavity case, 0.875R. The
reason is that the distance between the cavity and the outer cyl-
inder is so short that the cavity and the outer cylinder interact
with each other, affecting the development of the circulation
[Fig. 6(a)].

(3) At the even later stages, t� > 60, for the case with the second
largest cavity (r¼ 0.750R), its circulation values are lower than
those of the full cylinder [Fig. 6(b)]. This can also be attributed
to the interplay between the cylinder and the cavity surface. It is
concluded that the thinner the ring, the sooner the circulation
values become lower than those of the full cylinder.

(4) Cases with a cavity radius of 0.375R to 0.625R show bigger cir-
culation characteristics.

Furthermore, the vorticity deposition and circulation histories are
the inspiration for proposing the theoretical model for circulation fore-
casting. As the evolution pattern exhibits similarities with cases pre-
sented in Refs. 33 and 34, it is assumed that the circulation can be
calculated using the Yang, Kubota, and Zukoski (YKZ) model33,34,74

for the current shock interaction with an internal Nitrogen cylinder in
a heavy fluid (n-dodecane) environment,

CO ¼ 4r
Vi

p01 � p1
q01

q1 � q2
q1 þ q2

� �
; (5.2)

where r is the radius of the cavity, Vi is the velocity of the shock waves,
p01 and q01 are the pressure and density of the post-shocked ambient
fluid, respectively, and p1 is the pressure of the pre-shocked ambient
fluid. It should be noted that the direction of the flow affects the sign
but not the absolute values due to symmetry.

The circulation generated on the surface of the cylinder is consid-
ered to be that calculated by the ZZ model.34,75 The ZZ model is

suitable for predicting the circulation deposited on the cylinder when e
(aspect ratio of the ellipse) is equal to 1

C� ¼ pr0c0
cþ 1

1� g�1=2
� �

1þM�1
I þ 2M�2

I

� �
MI � 1ð Þ; (5.3)

where r0 is the cylinder radius, c0 is the pre-shock sound speed of the
ambient Nitrogen, c is the arithmetic average ratio of the effective spe-
cific heat ratio of the outer Nitrogen ðc�1Þ and internal n-dodeance
ðc�2Þ, c ¼ ðc�1 þ c�2Þ=2; g ¼ q2=q1 is the density ratio, q2 and q1 are
the pre-shocked n-dodecane and Nitrogen densities, respectively, and
MI stands for the Mach number of the incident shock.

Wang et al.34 proposed that for the interaction of a planar shock
with two circular concentric cylinders, the deposited circulation can be
obtained by superimposing the circulations generated on two separate
cylinder surfaces. It is reasonable to assume that during the initial
stages when coupling effects are insignificant, the interaction between
the outer cylinder and cavity can be neglected. Thus, the total circula-
tion can be obtained by summarizing the absolute circulation values of
the two separate circulation values described above (for two separate
surfaces, cavity surface and cylinder surface), CT ¼ CO þ C�:

A comparison of the theoretical (CT) and numerical results
(Cnum) is given in Table III. The calculations are obtained when the
IS crosses the two concentric cylinders. Results are given for two
instants close to this moment. The theoretical results are in good
agreement with the numerical results for the case with the full cylin-
der and the case with the smaller cavity (thicker ring), especially
when r¼ 0.000R-0.625R. In the cases with a bigger cavity (thinner
ring), the cavity gradually comes into contact with the outer cylinder
and the induced coupling effects (frequent shock reflections) distort
the theoretical results.

B. Analysis of eccentricity angle effect

The gas cavity could occur in any position of the cylinder. In this
section and Sec. VC, the cases with an eccentrically located gas cavity
are presented to show the effects of eccentricity on the shock–cylinder
interaction at near-critical conditions.

As shown in Fig. 11, a gas cavity with a diameter r/R¼ 0.500 and
L/R¼ 0.250 is embedded in the eccentric part of the cylinder, where L
is the distance between the center of the cavity and the center of the
cylinder. The dimensionless eccentricity angles (h�) of 180, 135, 90, 45,
0 are adopted to separately represent the cases with the left eccentric
cavity, the top-left eccentric cavity, the top eccentric cavity, the top-
right eccentric cavity, and the right eccentric cavity. The cases with the

TABLE III. Comparison of circulations obtained from the theoretical (CT) and mumerical (Cnum) results of the full cylinder/cylinder rings impacted by the incident shock of Mach
number 1.2.

Cases r¼ 0.000R r¼ 0.250R r¼ 0.375R r¼ 0.500R r¼ 0.625R r¼ 0.750R r¼ 0.875R

CT(m/s) 15.309 16.465 17.043 17.621 18.199 18.777 19.355

t� ¼ 15
Cnum(m2=s) 15.448 16.074 16.267 15.996 16.289 16.063 15.865
Error (6%) 0.908 �2.375 �4.553 �9.222 �10.495 �14.454 �18.032

t� ¼ 16
Cnum(m2=s) 16.268 17.055 17.107 16.834 16.405 16.135 15.919
Error (6%) 6.264 3.583 0.376 �4.466 �9.858 �14.070 �17.753

Max [Error (6%)] 6.264 3.583 4.553 9.222 10.495 14.454 18.032
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eccentric located cavity at the bottom/bottom-left/bottom-right are
ignored due to symmetry.

1. Wave pattern evolution, development of cylinder
deformation and cavity rupture

In Fig. 12(a), the shock wave patterns (IS, TS, RS) are identical
for all cases at t� ¼ 5. However, when the cavity center is above the cyl-
inder center (as in cases with the top-right/top/top-left eccentric cav-
ity), the TS2/RR direction of movement forms an inclined angle with
the cylinder equator.

The timing of TS passing the cavity upstream surface depends on
the projected position of the cavity upstream pole onto the equator.
The closer this position is to the cylinder upstream pole, the earlier
TS2 forms. Consequently, earlier TS2 results in TS3 formation down-
stream of the cylinder. This accelerates RR contact with the cylinder
upstream surface and the subsequent formation of RS5/TS5. Wave
pattern outside the cylinder, such as IS/DS, remains unaffected during
these initial stages.

As depicted in Fig. 12(b), a closer streamwise distance between
the cavity upstream pole and the cylinder upstream pole leads to ear-
lier RS3 formation and its passage over the cavity upstream surface.
For cases with top-left/top/top-right eccentric cavities, the wave pat-
tern within the cylinder and the structures related to TS4 tend to skew
toward the streamwise direction.

Figure 12(c) demonstrates that cases featuring eccentric cavities
at the top-left/top/top-right induce slight asymmetrical deformation in
the cylinder. The upstream cylinder surface tends to curve, and a closer
streamwise distance between the cavity upstream pole and the cylinder
upstream pole enhances this asymmetry, prompting earlier transition
of the cavity into kidney-shaped structures.

In Fig. 13, the late-stage development of cylinder deformation
and cavity rupture is illustrated. In Fig. 13(a), kidney-shaped structures
continue to deform, forming a mushroom-shaped jet within the cavity.
Eccentric cavities at the top-left, top, or top-right redirect the jet’s
momentum toward the streamwise direction due to prior asymmetri-
cal interactions. Vortex formations outside the cylinder remain similar
across all cases, though those near the top are influenced by the cavity.

As shown in Fig. 13(b), eccentric cavities at the top-left, top, or
top-right lead to asymmetrical fragmentation of the entire cavity, grad-
ually splitting it into two parts of differing sizes, with the upper part
larger than the lower one. Vortex structures near the top region outside
the cylinder are affected by the cavity, particularly with an increase in
the vertical distance between cavity and cylinder centers.

2. Center-of-mass position and velocity evolution and
associated prediction fit

Figure 14 presents the center-of-mass position and velocity of the
cylinder for various cases with a cavity located from left-eccentric to
right-eccentric. The center-of-mass positions for center-located and
top-located cavities are nearly identical, indicating minimal effects of
the normal distance between the cavity and cylinder on this parameter.
However, for cases with a cavity, a larger horizontal distance between
the upstream poles of the cylinder and cavity results in a downstream
shift in the center-of-mass position. Nonetheless, the curves for the
center-of-mass position/velocity of cases with a cavity exhibit similar
shapes.

Overall, the inclusion of the cavity configuration leads to an
increased rate of movement due to the enhanced acceleration effect by
the cavity, as noted in Sec. VA3, compared to cases without a cavity.

Similar to Sec. VA3, there may be relationships between time,
cavity position, and the center-of-mass location. Utilizing data from
the cases described in this part, except for the top-located cavity case,
we establish a Time-Eccentricity Polynomial Predictive Fit (TE-PPF)
to predict the center-of-mass location as a function of time and cavity
eccentricity in the same initial near-critical conditions.

As shown in Table IV, t� has been defined above (10 � t� � 65);
h� refers to the angle between the line connecting the cavity and cylin-
der centers and the cylinder equator (0 � h� � 180). We represent the
cases with cavities located in the left, top left, top, top right, and right
positions, respectively, using dimensionless degrees h� of 180, 135, 90,
45, and 0.

Once again, we present the simulation data alongside fit curves
obtained using TE-PPF. The results, illustrated in Fig. 15, show a
robust agreement between the fit curves and simulation data, including
cases with a top-located cavity. This suggests the method’s potential
applicability across various scenarios.

This concludes the fit for predicting the center-of-mass position
of a full cylinder/cylinder ring at near-critical conditions, incorporating
the eccentricity angle of the cavity.

3. Quantitative analysis of vorticity dynamics

The analysis of vortex distribution in various cases depicted in
Fig. 16 demonstrates similarity to that in Sec. VA4, along with certain
asymmetrical occurrences, which have been elucidated in Sec. VB1.

As depicted in Fig. 17(a), the results for cases with a cavity exhibit
lower values compared to those of the full cylinder case, indicating the
generation of negative circulation on the cavity surface. The timing of

FIG. 11. The schematic of the eccentric located gas cavity with r/R¼ 0.500, L/R¼ 0.250. (a) Left eccentric, (b) Top-left eccentric, (c) Top eccentric, (d) Top-right eccentric, and
(e) Right eccentric.
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the upstream pole of the cavity’s contact with the TS is determined by
the streamwise distance between the upstream poles of the cavity and
the cylinder. As this distance decreases, the cavity’s upstream pole is
struck by the TS earlier, resulting in the emergence of negative values
on the cavity.

For scenarios where the cavity is concentrically located in the mid-
dle of the cylinder, the evolution of circulation follows a path largely
similar to that of cases with the cavity embedded in the upper portion of
the cylinder. The normal distance between the cavity and the cylinder
has a negligible effect on circulation production in the early stages.

FIG. 12. Representative view of the flow and wave pattern evolution. (a)–(c) show the development at different times.
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As shown in Fig. 17(b), a decrease in the streamwise distance
between the upstream poles of the cavity and the cylinder leads to an
earlier onset of positive circulation. Positive circulations exceed the
absolute values of negative circulations [as shown in Fig. 17(a)], indi-
cating the dominance of positive circulations in the upper-half plane
of the computational region. In later periods, regardless of the cavity’s

location, the positive circulations of nearly all cases with a cavity
exceed those of the full cylinder case, with the circulation induced in
the deformed cavity contributing to these findings (Fig. 16).

As illustrated in Fig. 17(c), the TRC rises at an earlier stage for
instances where there is a shorter streamwise distance between the
upstream poles of the cavity and the cylinder. In the late evolution

FIG. 13. Representative view of the flow and wave pattern evolution at near-critical conditions. (a)–(c) show the development at different times.

FIG. 14. The drift of the center-of-mass position (a) and velocity (b) (normalized by 0.01 and 10m/s).
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period, it is observed that the presence of a cavity in all cases signifi-
cantly impacts the TRC. Furthermore, as shown in Fig. 17(d), TAC
increases in almost all cases with cavities during the late period regard-
less of their placement, with the cavity contributing to the results.

C. Analysis of eccentricity distance effect

The study examines the impact of the eccentricity distance
between the cavity center and the cylinder center on the interaction
between the shock wave and the fuel cylinder at near-critical condi-
tions. As illustrated in Fig. 18, a gaseous cavity is situated in an off-
center position of the cylinder. The cavity has a size of r/R¼ 0.5 and
an eccentricity angle h ¼ 45�. The cases with the eccentricity distance
L/R¼ 0, 0.25, 0.35, and 0.45 are considered. The findings pertaining to
cases with an L/R ratio of 0 and 0.25 have been discussed separately in
Secs. VA and VB. The remaining cases will be briefly examined in the
ensuing parts since they are akin to the analysis discussed in Secs. VA
and VB.

1. Wave pattern evolution, development of cylinder
deformation, and cavity rupture

As shown in Fig. 19, the shock wave patterns (IS, TS, RS) outside
of the cylinder at t� ¼ 5 are identical for all cases. The closer the

streamwise distance between the upstream pole of the cavity and the
upstream pole of the cylinder, the earlier TS2 forms. With earlier TS2
passing downstream of the cylinder, TS3 then forms. Consequently,
the earlier the RR contacts the upstream surface of the cylinder, and
the earlier RS5/TS5 forms. For t� ¼ 14–18, the closer the streamwise
distance between the upstream pole of the cavity and the upstream
pole of the cylinder, the earlier the RS3 is formed and the earlier the
RS3 passes the upstream surface of the cavity. For t� ¼ 19–23, the
upstream surface of the cylinder is inclined to be curved. As the
upstream pole of the cylinder and the upstream pole of the cavity draw
nearer in the stream-wise direction, the resulting shape becomes
increasingly asymmetric, and the cavity assumes kidney-shaped struc-
tures earlier.

As shown in Fig. 20, the kidney-shaped structures continue to
deform and a mushroom-shaped jet is formed within the cavity. The
whole cavity is broken up asymmetrically, and the cavity gradually
splits into two parts of different sizes. The larger the vertical distance
between the cavity center and the cylinder center, the greater the effect
of the cavity on the vortex structures near the top of the cylinder sur-
face. The process of evolution resembles the situation with the cavity
in the upper right part of the cylinder, as shown in Sec. VB1.

2. Center-of-mass position evolution and associated
prediction fit

Similar to Secs. VA3 and VB2, there could be some relation-
ships between time, eccentricity distance, and the center-of-mass loca-
tion. Based on the intuitive observation in Fig. 21, by using the data
with L¼ 0.000R, 0.250R, 0.350R, and 0.450R, we summarize a Time-
Eccentric Distance Polynomial Predictive Fit (TED-PPF), which could
be used to predict the center-of-mass location as a function of time
and eccentricity distance in the same (initial) near-critical conditions.
As shown in Table V, L� ¼ 0.00, 0.25, 0.35, and 0.45.

Again, we present the simulation data and accompanying fit curves
obtained through the use of TED-PPF. The results, as illustrated in
Fig. 22, demonstrate a strong agreement between the fit curves and sim-
ulation data, even in a validation case with case with parameter
L¼ 0.177R. As depicted in Fig. 22, when examining the prediction curve
for L¼ 0.177R, the maximum relative error is 3.09%, which is accept-
able. This suggests potential to adopt the method in other scenarios.

3. Quantitative analysis of vorticity dynamics

The findings pertaining to cases with an L/R ratio of 0 and 0.25
have been discussed separately in Secs. VA and VB. The analysis of
vortex distribution in various cases depicted in Fig. 23 demonstrates
similarity to that in Sec. VA4, along with certain asymmetrical occur-
rences, which have been elucidated in Sec. VC1.

The following discussions follow those in Sec. VB3, and a suc-
cinct summary is provided here. As depicted in Fig. 24(a), as the
streamwise distance between the upstream pole of the cavity and the
upstream pole of the cylinder diminishes, the TS strikes the upstream
pole of the cavity earlier, leading to the emergence of negative values
on the cavity. In Fig. 24(b), it is evident that the values of positive cir-
culations surpass the absolute values of negative circulations [as
depicted in Fig. 24(a)], indicating the prevalence of positive circula-
tions in the upper-half plane of the computational region.
Furthermore, in Fig. 24(c), it can be observed that the TRC increases at

TABLE IV. Parameters and expressions of Time-Eccentricity Polynomial Predictive
Fit (TE-PPF) for center-of-mass location considering cavity eccentricity.

Parameters Expressions

f (t�, h�) AþBt�� 43 597.706 46 t�2

A 0.049 88–7.7619 � 10�6h� þ 4.017 64 � 10�7h�2

� 1.426 61�10�9h�3

B �18.122 43þ 0.0025 h� þ 8.026 37�10�4h�2

� 7.544 69 �10�6h�3 þ 1.983 34�10�8h�4

FIG. 15. The drift of the center-of-mass position by Time-Eccentricity Polynomial
Predictive Fit (TE-PPF) and simulations (normalized by 0.01m).
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an earlier stage for instances where the streamwise distance between
the upstream pole of the cavity and the upstream pole of the cylinder
is shorter. Finally, as demonstrated in Fig. 24(d), TAC increases in
almost all cases with cavities during the late period regardless of their
placement, with the cavity playing a contributing role in the results.

D. Connecting rod prediction fit for center-of-mass
location considering cavity size and eccentricity

As depicted in Fig. 25, the shock–cylinder interaction is signifi-
cantly influenced by three key parameters determining the position
and shape of the cavity within the cylinder. Extensive discussions have

FIG. 16. Schematic diagram of vorticity generation for the shock–cylinder ring interaction (vorticity restricted to the same range of values).
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FIG. 17. Positive circulation (a), negative circulation (b), total real circulation (c) and total absolute circulation (d), and histories of the interaction between the shock wave and
full cylinder/cylinder ring.
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elucidated their effects. Building upon this analysis, a hybrid prediction
fit, termed the Connecting Rod Prediction Fit (CRPF), is proposed. It
is named by analogy because the relationship between the cavity and
the cylinder resembles the connecting rod. The CRPF holds potential

for extension to explore the evolution of the center-of-mass position in
various cylinder configurations featuring a cavity at near-critical condi-
tions. This fit accounts for factors such as evolution time, cavity size,
and eccentricity.

With the aid of the findings obtained from the case featuring a
cavity located at the concentric position with a radius of 0.5R, the
ensuing predictive fit was identified as follows:

f t�; h�; r�; L�ð Þ ¼ f t�; r�ð Þ þ b f t�; h�ð Þ � f t�; h� ¼ 90ð Þ� �
� c f t�; L�ð Þ � f t�; L� ¼ 0ð Þ� �

; (5.4)

where as can be seen from Figs. 14 and 21, h� and L� serve as a transla-
tion function that elucidates the components f(t�, h�)-f(t�, h� ¼ 90)
and f(t�, L�)-f(t�, L� ¼ 0). According to Secs. VB2 and VC2, Table
VI is obtained. b and c could be adjustable and could be further modi-
fied to improve the prediction accuracy, here b¼ 1, c¼ 1.

FIG. 18. The schematic diagram of an eccentrically located gas cavity with
r/R¼ 0.5, h ¼ 45�.

FIG. 19. Representative view of the flow
morphology and wave pattern evolution at
near-critical conditions.
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To further validate the fit, we simulate a general case with
r� ¼ 0.31, h� ¼ 60, L ¼ 0.58R. The result, obtained by the CRPF, is
used for comparison. As illustrated in Fig. 26, the results obtained by
the hybrid prediction fit agree very well with those obtained by the
simulation. The maximum relative error is approximately 3%, indicat-
ing the accuracy and generalizability of the present predictive fit. This
fit could assist in predicting fuel mixing and adjusting mixing
conditions.

VI. CONCLUSIONS

The effects of gas cavity size, eccentricity angle, and eccentricity
distance on the shock–cylinder interaction with the intricate layered
fluid/interfaces at near-critical conditions are elucidated through
detailed simulations, each considering real-fluid effects. Specifically,
various cases involving eccentric and concentric cavities with different

cavity radii (0-0.875R), eccentricity angles (0�–180�), and distances
(0R-0.45R) are analyzed.

These factors significantly impact various properties of fuel cylin-
ders at near-critical conditions, leading to the following observations:

FIG. 20. Representative view of the flow
morphology and wave pattern evolution at
near-critical conditions.

TABLE V. Parameters and expressions of Time-Eccentric Distance Polynomial
Predictive Fit (TED-PPF) for center-of-mass location considering eccentricity
distance.

Parameters Expressions

f (t�, L�) AþBt�� 43 597.706 46 t�2

A 0.051 76–0.005 24 L�

B �17.063 25� 0.643 64 L�� 13.7124 L�2 þ 20.980 86 L�3
FIG. 21. The drift of the center-of-mass position (normalized by 0.01 m).

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 36, 096108 (2024); doi: 10.1063/5.0225036 36, 096108-21

VC Author(s) 2024

 05 Septem
ber 2024 13:17:46



(1) Pronounced Wave Patterns and Morphological Changes: Gas
cavity size and eccentricity significantly alter wave patterns
and shock-induced deformation. Detailed examinations cover
the early and late stages of wave interaction, including shock
impingement and evolution, along with morphological
changes like jet formation and cavity breakup. The streamwise
distance between the upstream pole of the cavity and the cyl-
inder crucially affects wave pattern evolution. Asymmetric
properties emerge when the cavity is not centered on the
equator, leading to unequal cavity sizes. However, the wave
pattern outside the cylinder remains largely unaffected by

varying cavity sizes in the early stages. Comparisons with sub-
critical cases are drawn.

(2) Vortex Generation and Baroclinic Effects: Simulations reveal
the emergence of vortices and the deposition of baroclinic vor-
ticity on cylinder and cavity surfaces. Vortices form on external
surfaces, and the presence of a gas cavity significantly impacts
liquid mushroom jet creation, vortex structures, and cavity rup-
ture, contributing to interface deformation. Vortices on cavity
surfaces exhibit opposite characteristics to those on the cylinder.
Additionally, cavities not centered on the cylinder’s equator
exhibit asymmetric vortex distributions along the axis.

FIG. 22. The drift of the center-of-mass position by Time-Eccentric distance Polynomial Predictive Fit (TED-PPF) and simulations (normalized by 0.01 m). (b) is a zoomed figure
of (a).

FIG. 23. Schematic diagram of vorticity generation in the shock–cylinder ring interaction (vorticity restricted to the same range of values).
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(3) Circulation Analysis: Variations in negative circulation, posi-
tive circulation, total real circulation, and total absolute circula-
tion (TAC) over time are thoroughly documented. Interaction
between the cavity and cylinder surfaces affects circulation
development, with reduced TAC observed when the gap
between them is small. Thinner gaps lead to earlier reductions
compared to full cylinder cases. Concentric cavity scenarios
(especially for cavity radius of 0.375R to 0.625R) show potential
for enhancing circulation performance, aiding the mixing
process.

(4) Theoretical Model for Deposited Circulation: Successful pre-
diction of deposited circulation for concentric scenarios at near-
critical conditions is achieved. Theoretical results from properly
combining YKZ and ZZ models align well with numerical
results for smaller cavity cases (r¼ 0.000R-0.625R). However,
for larger cavity cases, cavity–cylinder contact and induced cou-
pling effects distort theoretical predictions. The normal distance
between the cavity and the cylinder center has minimal effect
on circulating production in early stages.

(5) Prediction fit for center-of-mass displacement: Four predic-
tive fits for the center-of-mass position of shocked cylinders at
near-critical conditions demonstrate excellent predictive perfor-
mance. TS-PPF, TE-PPF, and TED-PPF are proposed for cases
involving cavities of various sizes, eccentricity angles, and
eccentricity distances. The hybrid fit (CRPF) incorporates evo-
lution time, cavity size, and eccentricity, with minimal effect

FIG. 24. Positive circulation (a), negative circulation (b), total real circulation (c) and total absolute circulation (d), and histories of the interaction between the shock wave and
the full cylinder/cylinder ring.

FIG. 25. The schematic of a cavity-embedded cylinder.
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from the normal distance between the cavity and the cylinder
center.

This study offers insights into mixing processes at near-critical con-
ditions, with potential engineering applications in high-speed propulsion
systems utilizing liquid fuel sprays. Future research may involve more
extensive experimental investigations to deepen the understanding of the
underlying mechanisms and disintegration processes.
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APPENDIX A: PENG–ROBINSON EQUATION OF STATE

For the liquid and gas components,

p ¼ RT
v � b

� a

v2 þ 2bv � b2
; (A1)

where T is the temperature; R is the universal gas constant, v is the
molar volume, v¼M/q, and M is the molar mass. Coefficients
a ¼ PN

a¼1

PN
b¼1 XaXbaab and b ¼ PN

a¼1 Xaba.
Specifically, Xa is the mole fraction of species a and in-total

species number is N; coefficients aab ¼ 0:457 236ðRTc;abÞ2=
pc;abð1þ cabð1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T=Tc;ab

p ÞÞ2 and ba ¼ 0:077 796RTc;a=pc;a are
obtained according to the mixing rules.76 pc;ab is the critical mixture
pressure and pc;ab ¼ Zc;abRTc;ab=�c;ab, cab ¼ 0:374 64þ 1:5422xab

�0:269 92x2
ab, Tc;ab is the critical mixture temperature and

Tc;ab ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tc;aTc;b

p ð1� kabÞ. Tc;a and Tc;b are the critical tempera-
ture for species a and b, and kab is the binary interaction parameter.

The critical mixture molar volume �c;ab, the critical mixture
compressibility Zc;ab, and the acentric factor xab are denoted as

�c;ab ¼ ð1=8Þð�1=3c;a þ �
1=3
c;b Þ3, Zc;ab ¼ ð1=2ÞðZc;a þZc;bÞ, xab ¼ ð1=2Þ

�ðxaþxbÞ, respectively, where �1=3c;a and �
1=3
c;b are the critical molar

volume for species a and b, Zc;a and Zc;b are the critical compress-
ibility factor for species a and b, and xa and xb are the acentric fac-
tor for species a and b, respectively. Further details can be found in
Refs. 11 and 76.

In solving this equation of state, it is essential to note that there
may be three roots. However, it is necessary to ignore the nonphysi-
cal roots, which include negative and complex values, and to focus
on identifying the real, positive roots.77–79 The process of solving
the cubic equation is outlined in Ref. 42.

TABLE VI. Parameters and expressions of Connecting Rod Prediction Fit (CRPF) for center-of-mass location considering cavity size and eccentricity.

Parameters Expressions

f (t�, h�, r�, L�) 0.051 42þB2t�þC2t�2þ1.2873�107t�3þb(A1þB1t�� 0.051 395 718 71þ 15.594 879 936 t�)�c(A3þB3t�)
B2 �12.779 28� 17.304 17 r�þ164.562 91 r�2� 550.278 43 r�3þ760.216 44 r�4� 388.410 07 r�5

C2 �43 659.262 21� 28 122.375 81 r�þ86 092.406 37 r�2� 146 392.925 39 r�3

A1 0.049 88–7.7619� 10�6h�þ4.017 64� 10�7h�2� 1.426 61� 10�9h�3

B1 �18.122 43þ 0.002 5 h�þ8.026 37� 10�4h�2� 7.544 69� 10�6h�3þ1.983 34� 10�8h�4

A3 �0.005 24 L�

B3 �0.643 64 L�� 13.7124 L�2þ 20.980 86 L�3

FIG. 26. The comparison and relative discrepancy between predicted results and
simulation results.
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APPENDIX B: MODIFIED PR-EOS

The modified PR-EoS is designed to represent the saturation
line in a clear and concise manner. To determine the pressure
within the vapor dome region, an approximate saturation pressure
for the mixture is used. The algorithm for calculating the pressure,
which in turn yields the temperature, density, and mass fraction, is
as follows:

Step 1. Calculate the pressure from the PR-EoS giving the tempera-
ture and density, as well as the mass fraction. If non-positive pres-
sure (p� � 0) is obtained from the relation p� ¼ pPR�EOSðT; q; nÞ,
a small arbitrarily positive value such as 1 would be adopted to
replace this non-positive value (p� ¼ 1 Pa).
Step 2. Calculate the density from PR-EoS given the PR-EoS pres-
sure p�, temperature, and mass fraction, and check how many
roots are obtained in the process q� ¼ pPR�EOSðp�; T; nÞ.
Step 3.1. If there is only one real value for q�, then the PR-EoS
pressure p� is chosen as the corrected pressure.
Step 3.2. If there is more than one root for ðq�Þ, then the saturation
pressure (psatÞ is given by calculating the root, @p=@q ¼ 0 via PR-
EOS (p ¼ RT=ðv � bÞ � a=ðv2 þ 2bv � b2Þ). Generally, the one at
the lower density value (qminÞ would be selected from the two
resulting roots. The saturation pressure ðpsatÞ is then defined as the
pressure corresponding to this root (qminÞ.
Step 4. If the density that is given by the PR-EOS (lowest density
root, q� ¼ pPR�EOSðp�; T; nÞ is very similar to the density pro-
vided (qÞ, like ðq� � qÞ=q < 10�4, then return the PR-EoS pres-
sure p�; otherwise, return the saturation pressure (psatÞ.

In the case of DF methods or hybrid numerical schemes with a
modified PR-EOS, it is crucial to calculate the temperature (T) for a
given set of pressure (p), density (q), and mass fraction (n) using
the modified PR-EOS [T ¼ pModified�PR�EOSðp; q; nÞ]. This can be
expressed as follows:

Step 1. Initial guess (Tguess) temperature according to the initial
condition and the temperature from the last time-step.
Step 2. This Tguess is used to calculate the pressure, using the modi-
fied PR-EOS pguess ¼ pModified�PR�EOSðTguess; q; nÞ; here, the state
inside the vapor dome has already been corrected.
Step 3. If the pressure given by the modified PR-EOS [pguess
¼ pModified�PR�EOSðTguess; q; nÞ] is very similar to the pressure given
by the modified PR-EoS (p�Þ, e.g., ðpguess � p�Þ=p� < 10�6, then the
temperature Tguess is selected as the correct temperature T ¼ Tguess.
Step 4. Otherwise, the guess temperature is updated according to the
secant method/Gradient descent/Newtonian method, and the crite-
ria are p� ¼ pModified�PR�EOSðTguess; q; nÞ and ðp� � pÞ=p < 10�6.
Step 5. The modified PR-EoS48 also limits the speed of sound to a
minimum value—the minimum speed of sound value used in this
paper is 1 m/s.48 Three subcritical isotherms of varying compositions
are depicted in Fig. 30 of Ref. 40 to showcase the modified PR-EoS.
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