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Abstract: Bone tumours are a rare and often highly ma-
lignant entity. Early clinical diagnosis is the most important
step, but the difficulty of detecting and assessing bone ma-
lignancies is in its radiological peculiarity and limited expe-
rience of non-experts. Since X-ray imaging is the first imaging
method of bone tumour diagnostics, the purpose of this study
is to develop an artificial intelligence (AI) model to detect and
segment the tumorous tissue in a radiograph. We investigated
which methods are necessary to cope with limited and hetero-
geneous data. We collected 531 anonymised radiographs from
our musculoskeletal tumour centre. In order to adapt to the
complexity of recognizing the malignant tissue and cope with
limited data, transfer learning, data augmentation as well as
several architectures, some of which were initially designed
for medical images, were implemented. Furthermore, dataset
size was varied by adding another bone tumour entity. We ap-
plied a data split of 72%, 18%, 10% for training, validation
and testing, respectively. To provide statistical significance and
robustness, we applied a cross-validation and image stratifica-
tion with respect to tumour pixels present. We achieved an ac-
curacy of 99.72% and an intersection over union of 87.43%
for hold-out test data by applying several methods to tackle
limited data. Transfer learning and additional data brought
the greatest performance increase. In conclusion, our model
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was able to detect and segment tumorous tissue in radiographs
with good performance, although it was trained on a very lim-
ited amount of data. Transfer Learning and data augmentation
proved to significantly mitigate the issue of limited data sam-
ples. However, to accomplish clinical significance, more data
has to be acquired in the future. Through minor adjustments,
the model could be adapted to other musculoskeletal tumour
entities and become a general support tool for orthopaedic sur-
geons and radiologists.

Keywords: deep learning, sarcoma, bone tumour, detection,
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1 Introduction

Bone tumours are a rare disease overall [8], but are among the
most common cancers in children and adolescents (>10% of
all paediatric cancers). The complex and time-consuming di-
agnosis in a specialised centre includes clinical, radiological
and histopathological steps as well as the subsequent interdis-
ciplinary assessment in a specialised tumour board. A general
practitioner, on the other hand, usually has only X-ray diag-
nostics and, because of the incidence, statistically encounters
bone tumours less than three times in his/her professional life.
As a result, sarcomas are often misdiagnosed [8] and prognos-
tically essential time is lost, and patients are delayed in being
referred to specialised sarcoma centres. Hence, new and more
sophisticated techniques for early and reliable detection and
evaluation of bone tumours are urgently needed. Deep learning
(DL) is poised to reshape medicine and potentially improve
the experience of physicians as well as patients [9]. DL has
already had ample success in many medical disciplines [12].
In comparison, the impact and number of publications of DL
in orthopaedics are very limited [4, 11]. Most certainly this
can be explained by the low incidence of bone tumours (and
soft tissue tumours as well) and the lack of sufficient data in-
frastructures. While limited data is a common obstacle to DL
applications in medicine, even more so for image interpreta-
tion of bone malignancies. Thus, we developed a segmenta-
tion framework for heterogeneous and limited radiographs of
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bone tumours, focusing on Transfer Learning [2], data aug-
mentation [1, 3, 7] and leveraging various segmentation mod-
els [5, 10, 14] and configurations. In summary, we make the
following contributions:
1. We demonstrate a novel approach for bone tumour assess-

ment by detecting and segmenting malignancies with DL
and limited and heterogeneous radiographs.

2. We illustrate the impact of transfer learning, data augmen-
tation, different architectures and dataset size.

3. We provide a potential support tool to identify bone tu-
mours, not only for expert centres, but also potentially
targeting outpatients clinics and young physicians.

1.1 Related work

With the rise of DL, especially the task of segmentation [6] of
medical images became more and more popular over the past
decade [9]. Nonetheless, segmentation of bone tumours has
only been presented a few times. Zhang et al. [16] proposed
a multiple supervised residual network to segment osteosar-
comas in CT images with good results (Dice score 0.89). In
contrast, Schacky et al. [15] demonstrated a multi-task DL ap-
proach to classify, detect and segment bone tumours in radio-
graphs with fair segmentation performance (Dice score 0.6).
CT imaging is usually the imaging modality of choice for
bone pathologies, because it provides more detailed informa-
tion about the potential destruction of cortical bone. How-
ever, similar to Schacky et al., this study focused on detect-
ing and segmenting bone tumours in standardised radiographs
and identifying the most impactful methods for an imperfect
dataset.

2 Materials and Methods

2.1 Dataset

Fig. 1: Sample images before preprocessing.

We collected 531 preoperative radiographs from our mus-
culoskeletal tumour centre from paediatric sarcoma patients.
The dataset includes two subsets. The first subset with 44% of
the entire dataset contains osteosarcoma and the second subset
with 56% of the entire dataset contains chondrosarcoma. Typi-
cally, sarcoma occur in joints and long tubular bones and no re-
strictions regarding anatomical regions were applied. Also, the
images available are heterogeneous in character, as can be seen
in figure 1. They vary in dimension, resolution and data qual-
ity containing black or white background and marks. External
images were also included in the dataset. No meta-information
for statistical analysis was available and no further restrictions
regarding age, musculoskeletal features or sex were made. Ad-
ditionally, masks of the X-ray images including the location of
the tumour were created. The masks are a binarised representa-
tion of tumour tissue and healthy tissue which were manually
segmented by orthopaedic surgeons.

2.2 Model training

Model training and inference was conducted on a DGX
Station A100 with four 80GB graphical processing units
(Nvidia Corporation, Santa Clara, CA), 64 2.25 GHz cores and
512 GB DDR4 system memory running on a Linux/Ubuntu
20.04 distribution (Canonical, London, England). Preprocess-
ing and model implementation were performed in Python
3.8.5 (https://www.python.org/) using PyTorch 1.10.2 and
cuda toolkit 11.3 (https://pytorch.org/). The pretrained Con-
vNet model of this study will be provided upon publication.

2.3 Algorithm and experimental setup

Fig. 2: Illustration of workflow.

We developed a DL framework to train a segmentation
network and evaluate it through the metrics accuracy and in-
tersection over union (IoU). The dataset was preprocessed by
removing the background areas, padding to create a square
image, scaling to 256x256 and normalizing. The data split
for pretraining was 72%, 18%, 10% for training, validation
and hold-out testing, respectively. To provide statistical signif-
icance and robustness, images from all subsets were equally
distributed with respect to tumour pixels present. An addi-
tional 5-fold cross-validation supported the task.
The initial dataset contained only the images with osteosar-
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coma. As a baseline, we used U-Net-architecture as common
performance baseline with ResNet34 to train our neural net-
work and successively adapted several extensions to boost the
performance of the model as shown in figure 2. In the first
setup, instead of training from scratch, a pretrained model with
Imagenet weights was implemented. Afterwards, the impact
of data augmentation techniques was investigated in setup 2.
Therefore, the current best model of setup 1 was extended
by 12 different data augmentations including geometric trans-
formations, cropping, filtering and intensity operations. Then,
different data augmentation methods were combined by suc-
cessively extending the amount of data augmentations using
the operations with the highest IoU of the 12 data augmen-
tation methods first. Among other things, so-called unrealis-
tic data augmentations were used, which describe in particu-
lar operations that alter the images to such an extent that they
no longer correspond to a medically realistic X-ray image as
shown in figure 3 [3]. After determining the data augmenta-
tions leading to the highest IoU, we varied the model architec-
ture. Model architectures selected were UNet++, DeepLabv3,
DeepLabv3+ and MA-Net. In the last setup the data were du-
plicated by using the chondrosarcoma dataset to determine the
influence of the amount of data.

Fig. 3: Preprocessed sample image (a) and sample image with

excessive data augmentation (b).

3 Results

Tab. 1: Overall results of the test dataset.

Setup number Description Accuracy IoU

Baseline U-Net with ResNet34 99.51 % 73.78 %

Setup 1 Transfer learning 99.59 % 79.58 %

Setup 2 Data augmentation 99.62 % 82.70 %

Setup 3 Model architecture 99.64 % 83.39 %

Setup 4 Amount of data 99.72 % 87.43 %

Transfer learning improved the baseline results to an IoU
of 5.80% in setup 1 as shown in table 1. The best combination
of additional data augmentations from configurations selected
was the combined application of several affine transforma-
tions as shown in figure 1. In setup 3, we choose UNet++
architecture as model selected with the highest IoU compared
to the model architectures U-Net, MA-Net, DeepLabv3 and
DeepLabv3+. While MA-Net also had a relatively high IoU
and accuracy of 83.19% and 99.62%, DeepLabv3 only reached
an IoU 10.78% lower than UNet++. Through adding the chon-
drosarcoma images, we reached a final accuracy of 99.72%
and an IoU of 87.43%. A prediction of a sample image of the
final framework is shown in figure 4.

Fig. 4: Sample image with predicted and target mask.

4 Discussion

The main finding of this study was that significant results in
detecting and segmenting heterogeneous bone tumour appear-
ances in limited radiographs can be reached by implementing
several methods to fine-tune the algorithm and tackle the issue
of small datasets.
An improvement in accuracy and IoU could be achieved in
each setup through an extending framework. For this task, us-
ing a pretrained neural network and adding more data leads to
the biggest improvement of the segmentation task. It should
be emphasized that the added data is that of another entity.
Nevertheless, the datasets contain similar image features and
therefore lead to improved performance. Additionally, data
augmentation methods have shown to support image segmen-
tation tasks. Further, while in literature realism is a goal for
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many authors [1, 3], in our approach unrealistic data augmen-
tations through for example affine transformations lead to bet-
ter segmentation results than the realistic ones. However, the
use of more data augmentations is not guaranteed to be bene-
ficial as they might lead to poorer results. Choosing an appro-
priate model is crucial to get good segmentation results. In our
task, UNet++ [14] and MA-Net [5, 13] lead to the best perfor-
mance.
The major limitation of this study is the low amount of data
available, hence, robustness of the model has to be further val-
idated. In addition, the interpretation of the results must take
into account that there is no gold standard for segmentation la-
bels. Therefore, the segmentation labels need to be evaluated
by an interdisciplinary team.

4.1 Conclusion

Transfer learning and an increased quantity of data even from
another entity lead to the largest improvement of segmen-
tation results, while varying the model architecture leads to
the biggest differences in IoU and accuracy. In addition, un-
realistic data augmentation through affine transformations
supported the task. To achieve clinically relevant results, a
systematic and structured collection of data to increase dataset
size is of paramount importance.
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