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Bob, this is Gene, and I’m on the surface; and, as I take man’s last
step from the surface, back home for some time to come—but we believe not
too long into the future—I’d like to just (say) what I believe history will record.
That America’s challenge of today has forged man’s destiny of tomorrow. And,
as we leave the Moon at Taurus-Littrow, we leave as we came and, God willing,
as we shall return, with peace and hope for all mankind.

Eugene A. Cernan, Commander of Apollo 17, 1972.





Abstract

Cosmic and solar radiation allow us to investigate myriad phenomena in
astrophysics and heliophysics, serving as a remote probe for processes that
we cannot study in situ. Secondary radiation created in their interaction with
matter allows us to investigate the surface composition of the Moon and other
airless bodies. Mitigating the exposure of spacecraft and crew to high-energy
radiation is, however, one of the greatest challenges to crewed and robotic
exploration of the solar system.

In this thesis, I present my work developing two instruments for studying
cosmic and solar particles and the secondary radiation created by them. The
RadMap Telescope is a compact radiation monitor for characterizing the en-
vironment inside the International Space Station. At its heart is a tracking
calorimeter that can resolve the charge and energy of cosmic-ray nuclei with
omnidirectional acceptance, allowing detailed studies of the radiation field’s
temporal and spatial variations. I also analyze data gathered during a nine-
month operational period on the space station. The Lunar Cosmic-Ray and
Neutron Spectrometer is a versatile instrument designed for deployment on
mobile and stationary surface assets. It can detect areas of increased hydrogen
abundance via neutron spectroscopy, which we use to search for water-ice
deposits in the Moon’s polar regions. I also present a reference mission to the
Shoemaker-Faustini ridge at the lunar south pole.

Both instruments have active elements made from organic and inorganic
scintillators that generate light in response to charged particles and neutrons,
which is detected by silicon photomultipliers. I present measurements of
relevant scintillator properties, including the characterization of ionization
quenching and the influence of coating on the light yield of scintillating fibers.
I also describe the advantages and challenges of adapting Bragg curve spec-
troscopy for event-wise particle identification.
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Preface

Humanity left the lunar surface for the final time when Eugene A. Cernan,
commander of the Apollo 17 mission, climbed up the ladder of the Lunar
Module Challenger in the early hours of December 14, 1972. He worked with
fellow astronaut Harrison H. “Jack” Schmitt to close the module’s hatch one last
time, making sure that none of the aggressive lunar dust had compromised the
tightness of the silicone compound seal. The two of them had spent 22 hours,
three minutes, and 57 seconds walking the Moon’s surface and performing
a broad range of experiments and investigations during three seven-hour
extravehicular activities. Schmitt, a geologist, had been the first scientist to
land on the Moon and the mission was the scientifically most productive of the
entire Apollo program. Some 14 hours after Cernan had entered the module,
the motor of the ascent stage ignited to lift him and Schmitt back up the Moon’s
gravity well. About two hours later, after docking Challenger to the Command
Module America waiting in orbit, they re-joined Ronald E. Evans, who had
been circling the Moon for the past three days in the arguably quite uninspiring
company of five mice, and started preparations for the trip to Earth. They
began their journey home in the late hours of December 16, 1972 and safely
splashed down in the Pacific Ocean nearly three days later. The subsequent
recovery of the three astronauts by the USS Ticonderoga marked the end of the
last Apollo mission.

No human has ventured beyond Earth orbit since, let alone set foot on
the surface of another planet. Apollo 17 was the last of a series of (mostly)
successful crewed missions to the Moon that saw the United States take first
place in the now-iconic Space Race against the former USSR. The incredible
dedication and ingenuity of the thousands of engineers and scientists working
on the Apollo program, as well as the Mercury and Gemini programs preceding
it, had primarily been fueled by the geopolitical rivalry of the two Cold-War
superpowers, as had the U.S. government’s willingness to provide the vast
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amounts of money required to finance the creation of a human space program
from the ground up. With the race won and American supremacy over the
USSR established, President Richard Nixon felt it was hard to further justify
the quite significant expenditures needed to keep Apollo running purely to
satisfy scientific curiosity, especially in light of waning public interest. The
budget of the National Aeronautics and Space Administration (NASA) also
came under increasing pressure by the financial demands of the nascent Skylab
and Space Shuttle programs, ultimately leading to the cancellation of missions
18 through 20. NASA administrator James E. Webb had barely managed to
secure funding for a first batch of 15 Saturn V boosters, enough for nine more
Moon landings after Apollo 11, to begin with. Plans to continue the program
beyond these flights with loftier ambitions, such as establishing a lunar base
or sending a crewed mission to Mars, had been axed by the government early
on. In the following decades, human space flight was to a large extent shaped
by the capabilities of the Shuttle—whose design was heavily influenced by
requirements of the U.S. Air Force and which was not meant to leave Earth
orbit—and those of the Soviet Soyuz spacecraft, which to this day ferries
Russian cosmonauts to the International Space Station (ISS). Even though
Soviet engineers had originally designed Soyuz for lunar missions, the USSR
never managed to successfully launch their N1 heavy-lift rocket, confining
the spacecraft to missions in Earth orbit. As a consequence of the shifting of
priorities away from high-stakes exploration to militarily and commercially
more relevant applications in Earth orbit, the Apollo missions remain the only
excursions of humanity to another planet to this day.

In the decades since the retirement of Project Apollo, NASA repeatedly tried
to revive lunar exploration, most notably through the Constellation program,
which was formulated in response to the Vision for Space Exploration of Presi-
dent George W. Bush and his administration [Bus04]. Though Constellation’s
immediate focus lay on the completion of the space station and on preparatory
lunar missions, the overall objectives were the establishment of a permanent
human presence in space and the first landings of humans on Mars [04]. The
program was strongly criticized by those who felt that going back to the Moon
would be repeating past achievements with little added value. Among them
was none other than Apollo 11 astronaut Edwin E. “Buzz” Aldrin Jr., the second
man to walk on the Moon. Aldrin and others pushed for a more direct approach
to the manned exploration of Mars, in which the Moon played only a peripheral
role [Ald13]. The Constellation program was ultimately scrapped by President
Barack Obama in favor of a more flexible policy with Mars at its center. The
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administration’s decision was to a large extent based on the recommendations
of the Augustine Commission, which found that the Constellation program
was so over budget and lagging behind schedule that none of its objectives
could reasonably be met without a massive increase in funding [Aug+09]. The
administration of President Donald J. Trump, though not completely scrapping
the work begun under President Obama, yet again changed the focus of NASA’s
human exploration program by demanding that a crewed lunar landing take
place by 2024. Based on this decision, the agency initiated the Artemis pro-
gram, whose goal is the establishment of a permanent and sustainable human
presence on the Moon through a combination of publicly and privately funded
missions. Though acknowledging that the initial schedule of Artemis may have
been overlay ambitious, President Joseph R. Biden so far did not announce a
major revision of U.S. space policy and seems to support the continuation of
the program.

Outside of the U.S., the space exploration programs of the Western Euro-
pean countries—most importantly those of France, Germany, Italy, and the
UK—have historically been closely linked to that of NASA. The European Space
Agency (ESA) initiated early stages of a crewed spaceflight program in 1987
when it approved an initial phase of concept development for the Hermes
spaceplane proposed by the French Centre National d’Études Spatiales (CNES).
Hermes, however, never got past the drawing board and its only lasting legacy
is the impact it had on the design of the Ariane 5 launch vehicle, which was
meant to carry the spacecraft into orbit. European astronauts participated
in a number of Space Shuttle missions before and during the construction of
the ISS and today are part of the station’s regular crew rotation. Yet, even
though the crewed and un-crewed exploration of the Moon is promoted with
renewed vigor by ESA and European industry, the continent still lacks a clear
vision for a human spaceflight program. Despite their industrial, academic,
and financial might, European governments for now seem to be content with
sending a handful of astronauts to the Moon on Artemis missions.

After setting the Space Race in motion through their early spaceflight
successes, the USSR secretly pursued separate programs to achieve the first
crewed lunar flyby and the first crewed lunar landing using different versions
of the Soyuz spacecraft. Beaten to these achievements by the Apollo 8 and
Apollo 11 missions, respectively—and after four catastrophic failures of the N1
launch vehicle—the Soviet leadership brought the programs to an end before
the first crewed flight to the Moon was attempted. Despite these setbacks,
the Soviets successfully launched Salyut 1, the world’s first space station, on
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19 April 1971, kicking off a largely successful series of single-module stations
serving both civilian and military purposes. The final Salyut modules formed
the core of the highly successful Mir station and of the Russian section of the
ISS. The future of Russia’s manned spaceflight program, beyond the current
participation in the space station, is not as well known as that of the U.S.
or Europe. Officials of Roscosmos, the state corporation responsible for all
matters concerning spaceflight, publicly deliberated a departure from the ISS
program in 2024 in favor of a new Russian space station in Earth orbit to
be constructed between 2025 and 2035. In 2021, Roscosmos and the China
National Space Administration (CNSA) signed an agreement concerning the
development of the International Lunar Research Station (ILRS), a program
to establish a research facility on the lunar surface with as yet very broadly
defined objectives and timelines.

Bringing Humanity to the Moon and Beyond

Surely, the technological advances of the past decades and the experience of
operating the ISS for more than 20 years ought to make crewed spaceflight
beyond Earth orbit a lot easier than during the Apollo era. Establishing a
permanent and sustainable human presence in cis-lunar space and on the lunar
surface, however, presents challenges that far exceed those encountered at any
time during humanity’s past efforts to conquer the stars. Even the infrastructure
required to support a semi-permanently crewed station in lunar orbit like the
Gateway, whose construction is set to begin in the next few years, is orders of
magnitude more complex than running the ISS in low Earth orbit. There are
many factors contributing to the complexity of lunar missions; chief among
them, though, is the cost of bringing material and supplies across the vast
distance between Earth and the Moon. Parts of my work is in support of current
efforts to make use of locally available resources, in particular water, to reduce
the number of supply flights needed to sustain crewed outposts. Another
challenge is that we have little idea of the effects that long-term stays on the
Moon or in lunar orbit will have on astronauts. Though we can extrapolate,
to some degree, from the studies performed on the ISS, there is nonetheless a
plethora of open questions. One of the biggest risks is the exposure to cosmic
and solar radiation and their influence on the human organism. A large part of
my work is focused on improving our understanding of this complex field.

As with nearly every major program or mission in the space sector, the
schedule of the Artemis program keeps shifting as development delays add
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up. I will therefore refrain from making any predictions concerning the timing
of planned missions. One thing should be clear, though: The earlier we find
solutions to overcome the challenges we face, the more likely it is that Artemis
will not only return humanity to the Moon but also lay the foundation for a
long-term human presence in cislunar space. From my perspective, establishing
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Chapter 1

Introduction

The exploration of our solar system via crewed and robotic missions comes with
myriad challenges. Some are related to the unique environments encountered
in interplanetary space and on the surface of foreign planets. Others are
due to the large distances and mission durations of interplanetary travel. Yet
others are caused by the (still) severely limited mass and volume that we can
launch into space, even though significant advances have been made in the
past decade. Often, the challenges we face are rooted in a combination of two
or more of these aspects.

My research presented in this thesis focuses on two challenges that are
particularly important to human spaceflight but also have connections to
astrophysics and planetary science. The first is the risk that the radiation
environment in space poses to the health of astronauts spending months or
years in spacecraft bound for the Moon, Mars, or other destinations. Although
we have learned much about the effects of radiation on the human body from
the crews who have lived and worked on the International Space Station (ISS)
for more than 20 years, the risk predictions for missions beyond low Earth
orbit (LEO) are still shrouded in uncertainty. Many unknowns lie in the field
of radiation biology, but some are also connected to limited capabilities of the
instrumentation we use to monitor the crews’ exposure.

The second challenge is the provision of one of the most important com-
modities required for the survival of a human crew: water. Beyond hydration
and hygiene, water can be used as a highly effective radiation shield and as
rocket fuel. Yet, launching large quantities of it from a planet with a gravity
well as deep as Earth’s is prohibitively expensive. Water is thus at the focus of
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1. INTRODUCTION

the nascent research into in-situ resource utilization (ISRU), with many in the
field hoping that it can be extracted either from the Moon or from asteroids in
cislunar space. A first step is to deepen our limited understanding of the lunar
water cycle and of the nature, size, and accessibility of water deposits in the
Moon’s polar regions. Current model predictions are severely constrained by
the almost total lack of in-situ data; even high-resolution orbital measurements
are only available to a limited extent. One of the tools that can help alleviate
this lack of data is neutron spectroscopy.

At first sight, these two research areas seem to have little in common.
Yet, they are intimately connected by the need for characterizing radiation
fields created by cosmic rays and solar energetic particles. This requires an
understanding of the primary radiation sources and their interaction with
natural and artificial structures—such as the surface of the Moon and the
shielding of spacecraft. It also requires the operation of detectors for charged
particles and neutrons on crewed spacecraft, robotic probes, landers, and
rovers. The focus of my work is the development of such instrumentation.

The study of extraterrestrial radiation is, of course, an interesting topic in
itself. Even though we typically pay little to no attention to them in our daily
life, cosmic rays and solar particles have a profound impact on life on Earth.
They likely played a large role in the formation and evolution of life as we
know it [Dar11; GB20], and they interact with our home planet’s atmosphere
and magnetosphere in myriad ways [Mir+15]. On Jupiter’s moon Europa,
the bombardment of the planetesimal’s icy surface with cosmic-ray particles
provides the energy required for the dissociation of water-ice molecules into
hydrogen and oxygen [Sza+24], potentially generating the conditions for
habitability. And ultra-high energy cosmic rays more than a million times
more energetic than particles accelerated in the largest human-made research
facilities [Abb+23] are a particularly hot topic in the field of astroparticle
physics these days. Their study can help us understand the processes leading
to the creation and acceleration of cosmic rays throughout the galaxy, thereby
providing crucial data on the life cycles of stars and on the properties of the
interstellar medium.

Our work at the Technical University of Munich (TUM) focuses on the
parts of the cosmic-ray and solar radiation spectra that are relevant to the
protection of astronauts and to the study of lunar surface, which is why we
can unfortunately only contribute little to many of these fascinating research
topics. I want to stress that the instrumentation we develop is meant for
operational purposes and as such must be as compact and power-efficient as
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possible. Though one of the central aspects of my work is to improve the
resolution with which we can resolve the cosmic radiation field in compact
detectors, the capabilities of large astrophysics experiments like the Alpha
Magnetic Spectrometer (AMS-02) on the ISS are by design far superior, at
least in the range of particle energies that is at core of their sensitivity. Vice
versa, many of the instruments developed for astrophysics investigations can
contribute little to our research.

The first part of my thesis deals with the development of the RadMap
Telescope, a compact yet highly capable radiation monitor for crewed space-
craft. To highlight why the focus of our work is on improving the resolution
for the charge of cosmic-ray nuclei, I begin this part with a brief review of
radiation biology, shielding strategies, and start-of-the-art instrumentation
(Chapter 5). I then introduce the working principle of the instrument’s main
detector—a tracking calorimeter made from scintillating plastic fibers and sili-
con photomultipliers—and present the results and lessons learned from early
demonstrations and prototypes (Chapter 6). The performance of scintillator-
based detectors depends strongly on two main properties: the material’s light
yield and ionization quenching. I present our detailed studies of these aspects
in Chapter 7, before describing the design, production, and calibration of the
flight detectors in Chapter 8. Though it is still work in progress, I discuss our
approach for analyzing the instrument’s data in Chapter 9 before presenting
the design of the flight instrument, including a detailed description of its main
detector’s read-out electronics (Chapter 10). An initial analysis of the data
gathered during a nine-month operational period on the ISS, with a focus on
checking the consistency of our measurements against those of a flight-proven
detector, is given in Chapter 11. Lastly, I discuss the potential for future im-
provement, studies we still need to perform to fully understand the RadMap
Telescope’s measurements, a comparison to other state-of-the-art instruments,
and next steps in Chapter 12.

The second part of this thesis encompasses my work developing the Lu-
nar Cosmic-Ray and Neutron Spectrometer. To motivate the use of neutron
spectroscopy to search of the signatures of hydrogen (and thus water), I begin
by briefly reviewing the current status of the search for water on the Moon
and explain how neutrons generated in the interaction of cosmic rays with the
lunar surface can help us identify (sub-surface) areas of increased hydrogen
abundance (Chapter 13). I then present the design of a scintillator-based neu-
tron spectrometer and charged-particle, discuss their anticipated performance
based on simulation studies, and briefly describe first tests (Chapter 14). To
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show how our instrument can contribute to the search for water on the Moon,
we helped design a rover-based reference mission to the Shoemaker-Faustini
ridge at the lunar south pole, an overview of which I give in Chapter 15. Lastly,
I compare both the rover and the instrument to other research in the field and
discuss future prospects for flight missions (Chapter 16).

Before starting with the detailed description of these two projects, I briefly
summarize the current state of research into cosmic rays and solar energetic
particles (Chapter 2), comprehensively summarize the interaction of radiation
with matter with a particular focus on heavy nuclei (Chapter 3), and introduce
the detector components that we use to construct our instruments (Chapter 4).
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Chapter 2

A Brief Review of Cosmic and
Solar Radiation

Cosmic rays are charged particles and atomic nuclei that are created and
accelerated primarily by exploding stars throughout our galaxy. They were
first discovered in 1912 by Austrian-American physicist Victor Franz Hess dur-
ing several balloon flights to altitudes of about 5 km, where he found that
radiation levels are twice as high as on the ground [Hes12]. The now uni-
versally accepted term cosmic rays was introduced by Robert A. Millikan and
G. Harvey Cameron, who showed that the observed increase of the radiation
intensity is caused by an influx of particles from space [MC28]. Contrary to
the assumptions of some of his contemporaries, Arthur H. Compton in the
early thirties of the past century first determined that cosmic-ray particles
must be charged [AC33]—a fact that has since been confirmed by numer-
ous experiments, though we also know that significant sources of uncharged
particles (neutrinos and high-energy photons) exist throughout our galaxy
and that they are closely connected to the origin of cosmic rays1. Before the
emergence of accelerators capable of producing particle beams of sufficiently
high energies in controlled environments, cosmic-ray research has been one
of the primary means for studying particle physics. During its early heyday, a

Some sections of this chapter are based on a reference entry on cosmic rays that I contributed
to the Encyclopedia of Lunar Science [LB23].

1Some authors include neutrinos and gamma rays in the definition of cosmic rays. I, however,
follow the more widely accepted convention that cosmic-ray research, gamma-ray astronomy,
and neutrino astronomy are part of the broader field of astroparticle physics [GER16].
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number of important discoveries were made via the observation of charged
radiation of extraterrestrial origin. Perhaps the most famous example is the
discovery of the positron in cloud chamber images by Carl David Anderson
in 1932 [And33]. Other particles, too, were discovered, such as muons in
1936 [AN36], kaons in 1947 [RB47], and pions in 1947 [Lat+47] and 1950
[Bjo+50]. The first observation of antiprotons at the Bevatron accelerator in
1955 [Cha+55] marked the end of this era, with subsequent discoveries almost
exclusively happening in laboratory experiments powered by accelerators that
have been continuously increasing in size and performance.

Renewed interest in cosmic rays was sparked by the launch of the Payload
for Antimatter Matter Exploration and Light-nuclei Astrophysics (PAMELA)
in 2006 and by the installation of the AMS-02 on the ISS in 2011. These
experiments—and others following them, such as the CALorimetric Electron
Telescope (CALET) and the Dark Matter Particle Explorer (DAMPE)—have
made it possible for the first time to accurately and directly study the high-
energy phenomena at the focus of gamma-ray and neutrino astronomy that,
supposedly, are closely linked to the origin of cosmic rays. Previously, space-
based experiments had hardly been sensitive to the particle energies of interest
to these disciplines. If they were, their resolution at such energies was com-
pletely insufficient for drawing scientifically valid conclusions. For decades,
scientists interested in particles with energies beyond a few GeV thus needed
to rely on measurements made by balloon-borne experiments and air-shower
telescopes. And although especially the latter remain an increasingly important
tool in the arsenal of astroparticle physics, the highly accurate measurements
provided by AMS-02 herald the beginning of a new era. Future experiments,
such as the envisioned AMS-100 [Sch+19], will extend the energy range of
direct measurements (in space) even further and significantly improve res-
olutions at the highest energies accessible by AMS-02 today. Between the
advent of cosmic-ray research at the beginning of the past century and now,
the interest in studying particles (and nuclei) of cosmic origin has thus shifted
from taking the first steps in developing the Standard Model of particle physics
to understanding the high-energy astrophysical processes that govern how
matter is synthesized and distributed across the universe.

Despite studying cosmic rays for more than a century, there are many
aspects about them that we have not yet fully understood. Especially their
origin and acceleration to very high energies remain a field of intense study,
with the aforementioned close connections to the disciplines of gamma-ray
astronomy and neutrino astronomy [GER16]. An in-depth discussion of these
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aspects goes beyond the scope of this thesis and I will focus my review of
cosmic and solar radiation on the aspects relevant to the work presented here.

2.1 Observations of Cosmic Rays

I start my discussion of cosmic rays with a summary of the latest observa-
tional evidence upon which most of the theories described in later sections are
based. Cosmic-ray research is a discipline in which most of the experimental
setup—the processes governing the creation, acceleration, and propagation of
particles and nuclei—cannot be controlled by the experimenter. Even worse,
there is no direct experimental access to these processes that would allow us
to test hypotheses of their workings, and only little to no in-situ data to work
with. Any theory on the origin of cosmic rays and their propagation through
galactic and extragalactic space can thus only rely on the observational data
produced in the wider field of astroparticle physics. This data consists of a mix
of measurements that allow us to remotely probe the creation, acceleration,
and propagation processes of cosmic-ray particles (neutrino and gamma-ray
astronomy) and measurements of the cumulative effect of all these processes
on particles arriving at Earth or at the location of various spacecraft throughout
the Solar System (direct and indirect measurements of cosmic rays). Additional
information is provided by astronomical observations across the whole elec-
tromagnetic spectrum. A clear understanding of what data are available (and
what are not) must thus be the starting point for every discussion of the current
state of cosmic-ray research and of the future direction of the discipline.

The data on cosmic rays we have collected so far stems from three types
of experiments: charged-particle detectors operating in space, balloon-borne
particle detectors, and large air shower telescopes. Space-based and balloon-
borne systems are usually either magnetic spectrometers or calorimeters (with
a limited ability to track particles). The advantage of launching such detec-
tors aboard spacecraft is that they operate beyond Earth’s atmosphere—and
sometimes even beyond the influence of its magnetic field—giving us direct
access to primary particles across (almost) the whole cosmic-ray spectrum.
To some extent, this is also true for balloon-borne experiments, though the
effect of the residual atmosphere and of Earth’s magnetic field at typical flight
altitudes of a few tens of kilometers makes it impossible to measure particles
at the lower end of the spectrum. Though magnetic spectrometers like AMS-02
can deliver the most precise measurements, their sensitivity and resolution
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are limited by the strength of their magnetic field. The larger the field, the
higher the momentum, and hence energy, that can be resolved. Stronger fields,
however, require more massive and power-hungry magnets, which becomes a
challenge if experiments are launched on balloons or satellites (see the pro-
posed AMS-100 instrument referenced above). Missions aiming to measure at
energies higher than a few TeV are thus forced to employ instruments centered
around calorimeters, usually with added layers of tracking detectors (see, for
example, CALET and DAMPE). Such systems are less precise than spectrome-
ters but require no magnetic field and can hence be designed for sensitivities
in the TeV region without violating the (current) mass constraints of space
missions. Cosmic rays with the highest energies, however, cannot be detected
by either type of detector (yet). One reason is that the sensitivity to such
high energies is extremely challenging to achieve—even calorimeters must be
extremely massive to be able to fully absorb the energy of particles beyond the
TeV region. More important, though, is the fact that the flux at the far end of
the spectrum is so low that the sensitive area of detectors would need to be
prohibitively large if data sets of statistical significance were to be collected.
The latter problem is circumvented by air shower telescopes, which effectively
use Earth’s atmosphere as a calorimeter to estimate the energy of cosmic-ray
nuclei [Spu18]. This is achieved by measuring the total energy of the cascade-
like shower of secondary particles created when a high-energy primary particle
interacts with the atmosphere. Though the maximum detectable energy is
practically limitless, a major challenge with this technique is its limited ability
to provide information about the relative abundance of different nuclei. A
precise analysis of the composition of cosmic rays at the highest energies is
therefore not possible based on the measurements we have access to today.

2.1.1 Spectrum and Composition

Cosmic rays, often referred to as galactic cosmic rays (GCR)2, comprise all
stable charged particles and fully ionized atomic nuclei (atoms stripped of all
their orbital electrons) with sufficiently long lifetimes—that is, longer than the
average time it takes them to propagate from their point of creation anywhere
in the galaxy to the Solar System. Based on current assumptions about the
average density of matter in the galaxy, this time is estimated to be roughly
five to ten million years [Lon12]. The cosmic-ray spectrum has a leptonic and

2As opposed to solar cosmic rays, a term that in the past was often used to describe charged
particles emanating from the Sun but has largely fallen out of use.

8



2.1. Observations of Cosmic Rays

a hadronic component, with the latter contributing about 98% of all particles3.
The leptonic component consists of electrons and positrons, which are of
minor importance for the work presented here but have in recent years elicited
significant interest—not least because the latter might hold clues about the
nature of dark matter [Cho+09; Bou+15], though this is a strongly debated
possibility [DBG21; GHY20; Hoo+17; KC23; CK22]. The hadronic component
is dominated by protons, or hydrogen nuclei, which account for 87% of all
cosmic-ray hadrons. Helium nuclei make up a further 12%, and only about 1%
are heavier nuclei [Lon12]. A very minor contribution is made by antiprotons
[Cow16] and, possibly, by heavier antinuclei [Šer+22; Doe+20].

The spectrum of cosmic-ray particles and nuclei observed at Earth (see
Figure 2.1) is very steep; it spans more than eleven orders of magnitude in
kinetic energy and well above thirty orders of magnitude in flux. Above about
30GeV per nucleon4, it can be approximately described by a sequence of power
laws, with each segment spanning multiple decades in energy [Spu18]. In
differential form, the spectrum per element i is defined as the number of nuclei,
dNi(E), per unit area, dA, per unit solid angle, dΩ, per unit time, dt, and per
energy interval, dE [Gri01]:

Φi(E) =
dNi(E)

dAdt dΩdE

nuclei

cm2 s srGeV
∝ Ki

(
E

1GeV

)−αi

(2.1)

Here, E is the kinetic energy of the particle or nucleus, Ki a normalization
factor, and αi the spectral index [GER16]:

αi ≃


2.7 10GeV <E < 3 · 106GeV

3.1 3 · 106GeV <E < 3 · 109GeV

2.6 3 · 109GeV <E < 1011GeV

The power-law nature of the spectrum can be physically motivated from
widely accepted assumptions about the basic nature of the acceleration and
propagation processes (see [Gru20] and brief discussion in Section 2.2). The
value of the spectral index is determined by these processes and can thus
(slightly) differ for different elements. The all-particle spectrum (i.e., the sum
of the individual elemental spectra) shown in Figs. 2.1 and 2.2 illustrates the

3For brevity, I often use the terms particles and nuclei synonymously in the context of cosmic rays.
4In cosmic-ray research, the kinetic energy of nuclei is often normalized to their number of nucle-
ons (protons and neutrons) to facilitate the comparison of different elements, see Section 3.1.
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Figure 2.1: Proton and all-particle spectrum measured by experiments on ground,
in the atmosphere, and in space.5 Colors indicate different types of experiments:
purple—particle detector array, yellow—air Cherenkov array, red—hybrid (detec-
tor & fluorescence), orange—hybrid (water Cherenkov & fluorescence), brown—ice
Cherenkov array, blue—balloon, grey—space (calorimeter), green—space (spectrome-
ter).
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Figure 2.2: Same data5 as shown in Figure 2.1, but zoomed in and multiplied by E2.6

to better reveal features at the high-energy end of the spectrum. See Figure 2.1 for
explanation of colors.

two primary transitions of α: the knee at around 3 · 106GeV and the ankle at
around 3 · 109GeV. The origin of these transitions is still being investigated; in
the following, I briefly summarize what we currently know about the spectral
features above about 10 GeV and the various theories of their origin. The lower
end of the spectrum, which is strongly influenced by the magnetic fields of the
Sun and Earth, is discussed in Section 2.3.
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(Ultra-)High Energies: 106 to 1011 GeV

Though the existence of the spectral change at the knee is well established,
different experiments register it at slightly different energies and with different
shapes—i.e., some results show a sharp break and others a broad transition
region [GER16; Sta21]. Partially due to these inconsistencies in the available
data, there is no ultimate consensus yet on its origin. One of the most widely
discussed theories goes back to Peters [Pet61] and postulates that the knee
arises due to a rigidity-dependent maximum energy to which cosmic rays
can be accelerated in galactic sources that provide the bulk of cosmic rays
[BV07]. If Ep

k is the maximum attainable energy for protons, the spectrum
would steepen at energies Ek(Z) = Z · Ep

k for nuclei with charge Z (an effect
known as the Peters cycle) and the mass composition would thus shift to
heavier elements at energies beyond the knee. The KASCADE air-shower
detector was the first experiment to see hints of the Peters cycle in their data
[Ant+05], and other experiments appear to have seen similar trends since
(e.g., [Aar+19]). An alternative theory suggests that particles with energies
beyond the knee cannot be contained in the interstellar magnetic field and thus
start to leak from the galaxy [Gru20]. This would similarly lead to a rigidity-
dependent sequence of knees in the individual elemental spectra but would
require, somewhat problematically, that a second class of galactic sources
capable of accelerating particles to energies beyond the knee exists [Alv+19].
Based on these two general possibilities, there is a plethora of models that
try to explain in detail how the existence of the knee might be connected
to the acceleration process of cosmic rays, to their propagation through the
galaxy, or to altogether different processes [Hör04; CD13; GY18]. Reliable
estimates of the mass composition at these energies are crucial for judging
the validity of the different theories. The experimental data from air shower
experiments, however, are far from conclusive so far [Ape+09; Bar+15],
mostly because the technique intrinsically has a lower mass separation power
than direct measurements. The question of the knee’s origin thus still remains
an unanswered one [Alo+18; Alv+19], though most measurements at least
appear to be consistent with a broad transition region formed by the successive
spectral changes of hydrogen and helium—which are almost equally abundant
in this energy region—at 3 · 106GeV and 6 · 106GeV, respectively [MR19].

5Data sources: [Ter14; Ape+13; Mor+21a; Alf+17; Pro+14; Ast+22; Abb+18; Iva16; Aar+19;
Abr+21; Asa+98; Der+05; Gre+19; Iva+93; Abe+16; Adr+22c; An+19; Cho+22; Adr+11;
Agu+21a; Sto+19; Cum+16; Mau+20].
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The existence of the ankle has long been believed to be due to a maximum
energy to which galactic sources can accelerate cosmic-ray nuclei, with parti-
cles at higher energies postulated to originate outside our galaxy [Hil84a]. The
extragalactic origin of cosmic rays with the highest energies is widely accepted
[ABG12], with potential acceleration mechanisms connected to neutrons stars,
black holes, gamma-ray bursts, active galactic nuclei, or diffusive shock ac-
celeration at intergalactic shock fronts [GB23; Alo17]. A minor contribution
may come from the decay of super-heavy dark matter [SM19]. Where exactly
the transition from galactic to extragalactic sources takes place is, however, a
topic of strong debate. It seems possible that an ankle-like feature naturally
occurs in the spectrum of extragalactic cosmic rays [BGG06; Alo+07], in which
case the maximum energy of galactic particles would need to be considerably
lower than the ankle [Kac19]. This would be consistent with the observation
of an additional spectral feature between the knee and the ankle, the so-called
second knee (see Figure 2.2). Its position roughly coincides with the iron knee
of the Peters cycle, Ek(Z = 26) = 26 · Ep

k ≃ 8 · 107GeV [BB07], seemingly
lending credibility to the model of a single class of galactic sources accelerating
protons up to the knee. Such a scenario would elegantly dispense with the re-
quirement for a second class of galactic accelerators, and extragalactic sources
would dominate at energies above the second knee [Kac19]. Again, however,
the experimental data available, especially with respect to the elemental com-
position, are far from conclusive [CD13; Alo17; Alo23] and credible alternate
theories persist [Eic+16; Tho+16]. Recent measurements have revealed an
additional feature at energies beyond the ankle that I will not discuss here
[Aab+20; LC23].

Until a few years ago, only little data was available at what we believe
to be the far end of the cosmic-ray spectrum. Recent measurements by the
High Resolution Fly’s Eye (HiRes) experiment [Abb+08], the Pierre Auger
Observatory (PAO) and the Telescope Array (TA), however, suggest that there is
a cutoff in the spectrum at around 1011GeV (1020 eV) [VIT17], often referred
to as the Greisen-Zatsepin-Kuz’min (GZK) cutoff. Independently predicted
by Greisen [Gre66] and by Zatsepin and Kuz’min [ZK66] in 1966, this cutoff
was postulated to be caused by the interaction of cosmic-ray protons, pgcr,
with photons of the cosmic microwave background, γcmb, and with protons
of the interstellar and intergalactic media, pim. Such interactions lead to the
intermediate production of ∆+ hadronic resonances, which subsequently decay
to pions, kaons, and protons [Spu18]:

13



2. A BRIEF REVIEW OF COSMIC AND SOLAR RADIATION

pgcr + γcmb/pim −→ ∆+ −→ n/p + π± + π0 +K± + ...

n −→ p + e− + νe
(2.2)

Pions and kaons are unstable hadrons and further decay into gamma rays,
electrons, positrons, and neutrinos, allowing to probe the interactions of ultra-
high energy cosmic rays via multiple messengers [Més+19]:

π+ −→ µ+ + νµ

µ+ −→ e+ + νe + νµ

π− −→ µ− + νµ

µ− −→ e− + νe + νµ

π0 −→ γ + γ

K± −→ µ± + νµ/νµ

µ+ −→ e+ + νe + νµ

µ− −→ e− + νe + νµ

(2.3)

Since protons are present in both the initial and the final states of the above
interactions, these two processes effectively lead to an energy loss of cosmic-
ray protons (of extragalactic origin) that have energies above the threshold
for the so-called photoproduction of pions, which is approximately EGZK ≃
5 · 1010GeV (5 · 1019 eV) [Spu18]. For nuclei, EGZK linearly scales with the
number of nucleons. Additional, less significant energy losses are caused by the
direct production of electron-positron pairs and by adiabatic losses due to the
expansion of the universe. For nuclei, photon-induced disintegration may also
play a role [Anc19]. Yet again, the experimental data, especially concerning the
mass composition at these ultra-high energies, are ambiguous and also allow
interpretations that would point to an intrinsic rigidity-dependent maximum
energy of extragalactic accelerators [Alo+18; Alv+19]. To complicate matters,
the Auger and TA data disagree on the shape of the cutoff (see Figure 2.2),
which could either be due to systematic effects in one or both experiments, or
possibly be caused by a local source of ultra-high energy cosmic rays in the
Northern Hemisphere [Plo+23].
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Figure 2.3: Spectral features of the cosmic-ray proton and helium spectra between
10GeV/n and 106 GeV/n, showing deviations from simple power laws with spectral
indexes of 2.7 and 2.6, respectively. The plots only show measurements by space-based
experiments.6
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2. A BRIEF REVIEW OF COSMIC AND SOLAR RADIATION

Medium Energies: 10 to 106 GeV

The regions between these spectral breaks were long thought to be well-
described by power laws with different spectral indices, partially motivated
by assumptions about the nature of galactic accelerators. Especially the range
up to the knee, making up the bulk of cosmic rays, was assumed to be char-
acterized by αH ≃ 2.7 for protons and αHe ≃ 2.6 for helium and heavier
nuclei [Sta21]. The advent of high-precision, space-based spectrometry and
calorimetry in the GeV-to-TeV range, however, has changed that paradigm. Ad-
ditional features in the spectra of the two lightest elements, hydrogen (protons)
and helium, were independently measured by the space-based experiments
PAMELA [Adr+11], AMS-02 [Agu+21b], DAMPE [An+19; Ale+21], CALET
[Adr+22c; Adr+23], and ISS-CREAM [Cho+22]. Additional evidence with
somewhat larger uncertainties was provided by NUCLEON [Atk+18; Atk+19]
and earlier by at least two balloon-borne experiments [Ahn+10; Pan+09;
Yoo+17]. Figure 2.3 shows the respective proton and helium measurements
from space-based experiments, except for that of NUCLEON. Lipari and Ver-
netto [LV20] used the combined experimental data to fit the proton spectrum
with a ‘two-break’ expression:

ΦH(E) = KH

(
E
E0

)−α1
[
1 +

(
E
Eb

) 1
w

]−(α2−α1)w [
1 +

(
E
E′

b

) 1
w′
]−(α3−α2)w′

(2.4)

where E0 is an arbitrary reference energy, KH gives the absolute normalization,
αi are the spectral indeces of the three power-law segments, Eb and E′

b are the
break energies at which the spectral shape changes, and w and w′ parametrize
the width of the two transitions [Lip18]. Their fit yields a spectral hardening
from α1 = 2.80± 0.03 to α2 = 2.57+0.04

−0.06 at an energy Eb = 670+260
−150GeV and a

softening to α3 = 2.87+0.15
−0.10 at E′

b = 16+13
−8 TeV. The origin of these two features

is not at all clear yet. The fact that a similar hardening and softening was
observed in the spectra of nuclei heavier than helium [Agu+17; Atk+19] does,
however, point to a rigidity-dependent universal behavior. Naively, it could be
explained by the existence of three classes of galactic sources or by different
propagation parameters at low, mid, and high rigidity. Another possibility is
the existence of an ensemble of sources with different spectral shapes that
in combination yield the spectrum we observe [LV20]. Additional precision
measurements, especially beyond the knee, are required to further investigate
these hypotheses.

6Data sources: [Agu+21a; Adr+22c; An+19; Cho+22; Adr+11; Mau+20; Ale+21; Adr+23].
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Figure 2.4: Elemental cosmic-ray abundances, AGCR, compared to the abundances
of elements in the Solar System, ASS [LPG09]. GCR abundances are calculated at
an energy of 20 GeV/n from fits to measurements of AMS-02 [Agu+21a; Agu+21b;
Agu+21c; Agu+23], HEAO-3 [Eng+90], and CALET [Adr+22b]. For tabulated values,
see Table 2.1.

2.1.2 Elemental Abundances and Individual Spectra

Cosmic rays effectively constitute a sample of extraterrestrial—and at the
highest energies even extragalactic—matter, albeit somewhat modified by the
processes governing the acceleration and propagation of particles through-
out the universe. Their composition is in many aspects very similar to the
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2. A BRIEF REVIEW OF COSMIC AND SOLAR RADIATION

abundance of elements in our Solar System, though there are significant dif-
ferences for some of them. This is highlighted by Figure 2.4, which compares
the relative elemental abundances of cosmic-ray nuclei from hydrogen (H)
through nickel (Ni) to those of the average matter in the Solar System. Both
data sets are normalized to ASi = 106 to allow a direct comparison. Though
all trans-iron elements up to uranium (U) and beyond have been detected in
cosmic rays [Fow+87; Bin+89; Kea+97], I will not discuss them here. Their
abundances are two to three orders of magnitude lower than that of cobalt
(Co) [Hör03], rendering them largely irrelevant for the work presented in this
thesis. Their study is, however, important for understanding the synthesis of
ultra-heavy elements, many of which are overabundant in cosmic rays [KM18].

In the range from H through Ni, the elemental abundances in cosmic
rays closely resemble those in the Solar System for many elements. The
characteristic alternation between relative abundance and scarcity of elements
with adjacent charge number Z is due to the nuclear binding energy: Nuclei
with even number of protons and neutrons are most stable and hence more
abundant, those with odd numbers of both are the least stable and almost not
present at all [Pov+15]. The stability and abundance of even-odd combinations
lies somewhere in between. In addition, nuclei with filled nuclear shells are
particularly stable and are called magic nuclei [Hey90]; double-magic nuclei
like He and O are extremely stable and correspondingly abundant [Gru20].
The general trend towards increasing stability for elements with larger binding
energy (e.g., Fe) is somewhat obscured by the two abovementioned effects.
The resulting abundance pattern can be observed in the elemental composition
of both the Solar System and of cosmic rays. Three significant differences in the
cosmic-ray composition do, however, stand out: the relative overabundance
by orders of magnitude of the light elements lithium (Li), beryllium (Be),
and boron (B); the overabundance of the sub-iron elements scandium (Sc),
titanium (Ti), vanadium (Va), chromium (Cr), and manganese (Mn); and the
underabundance of hydrogen and helium.

The origin of the overabundace of the Li-Be-B and sub-iron (Sc-Ti-V-Cr-
Mn) groups is well understood: These elements are essentially absent as end
products of stellar nucleosynthesis [Joh19; JFT20] and hence are significantly
less abundant throughout the galaxy (and, likely, the universe). They are,
however, present in cosmic rays due to the spallation of heavier elements—
mostly carbon (C) and oxygen (O) in the case of Li-Be-B [MAR71; Rol+08] and
iron (Fe) in the case of the sub-iron group [Ben+16]—in interactions of cosmic
rays with interstellar matter. To distinguish them from primary cosmic-ray
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2.1. Observations of Cosmic Rays

Table 2.1: Elemental abundances: The values shown in 2.4 are compared to those
obtained by Grieder [Gri01], Hillier [Hil84b], and Simpson [Sim83].

Element (Z) This Work Grieder Hillier Simpson

H (1) 2.87 · 109 - 1.86 · 109 -
He (2) 1.81 · 108 - 2.57 · 108 2.70 · 108
Li (3) 5.53 · 105 - 1.29 · 106 1.36 · 106
Be (4) 2.99 · 105 4.18 · 105 7.50 · 105 6.70 · 105
B (5) 8.63 · 105 9.24 · 105 2.00 · 106 2.33 · 106
C (6) 5.77 · 106 5.46 · 106 7.14 · 106 7.60 · 106
N (7) 1.21 · 106 1.15 · 106 1.79 · 106 2.08 · 106
O (8) 5.96 · 106 5.70 · 106 6.50 · 106 7.07 · 106
F (9) 6.67 · 104 7.70 · 104 1.21 · 105 1.70 · 105
Ne (10) 9.88 · 105 8.78 · 105 1.14 · 106 1.13 · 106
Na (11) 1.26 · 105 1.32 · 105 1.93 · 105 2.58 · 105
Mg (12) 1.19 · 106 1.14 · 106 1.36 · 106 1.42 · 106
Al (13) 1.71 · 105 1.76 · 105 2.00 · 105 2.82 · 105
Si (14) 1.00 · 106 1.00 · 106 1.00 · 106 1.00 · 106
P (15) 2.64 · 104 3.02 · 104 4.29 · 104 5.30 · 104
S (16) 1.86 · 105 1.78 · 105 2.14 · 105 2.31 · 105
Cl (17) 2.44 · 104 2.85 · 104 3.57 · 104 6.40 · 104
Ar (18) 4.99 · 104 5.53 · 104 1.07 · 105 1.02 · 105
K (19) 3.16 · 104 3.76 · 104 5.71 · 104 7.20 · 104
Ca (20) 9.85 · 104 1.04 · 105 1.57 · 105 1.61 · 105
Sc (21) 1.52 · 104 1.60 · 104 2.86 · 104 4.50 · 104
Ti (22) 5.15 · 104 5.70 · 104 1.21 · 105 1.02 · 105
V (23) 2.61 · 104 3.02 · 104 5.00 · 104 6.70 · 104
Cr (24) 5.95 · 104 6.73 · 104 1.07 · 105 1.18 · 105
Mn (25) 4.81 · 104 5.13 · 104 6.43 · 104 8.20 · 104
Fe (26) 7.12 · 105 7.16 · 105 7.71 · 105 6.08 · 105
Co (27) 2.62 · 103 3.48 · 103 < 1.43 · 104 -
Ni (28) 3.73 · 104 3.94 · 104 2.86 · 104 3.70 · 104
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2. A BRIEF REVIEW OF COSMIC AND SOLAR RADIATION

particles and nuclei that are accelerated in the sources7, these overabundant
elements are known as secondary cosmic rays. Knowing the nuclear spallation
cross-sections, and hence the probability for secondary nuclei to be produced
through spallation per unit of matter traversed, we can estimate the average
amount of matter encountered by cosmic rays on their way to Earth that would
lead to the observed overabundances. One of the most widely used quantities
for such calculations is the ratio of boron to carbon [Sta21].

Hydrogen and almost all helium were synthesized early in the evolution of
the universe in a process called Big Bang nucleosynthesis [Joh19]. They are
by far the most abundant elements in the universe and their underabundance
(relative to elements with Z > 3) in cosmic rays is not yet fully understood. A
less pronounced suppression is, however, also evident for other elements, for
example nitrogen (N), oxygen, and neon (Ne). Possible explanations mostly
concern the efficiency with which particles are injected into the cosmic-ray
acceleration process, which is why I will discuss them in Section 2.2.

Figure 2.5 shows the spectra of a selection of cosmic-ray nuclei at Earth
as measured by space- and balloon-borne experiments. So far, high-precision
data from direct measurements with magnetic spectrometers over a broad
energy range is only available for a selection of light elements—up to sulfur
(S), in the case of AMS-02—and for iron. Despite the large ranges in energy
and flux depicted, the figure indicates the challenges of combining data from
instruments with different and, in some cases, unknown systematic uncertain-
ties that operated at different times, sometimes decades apart. It nonetheless
illustrates that the spectra of the individual elements up to Ni all have roughly
the same shape, shifted to the right for larger Z (and mass). Above energies
of about 10 GeV/n, the spectra are mostly undisturbed by solar modulation
[Spu18] and therefore remain constant over time.

The spectral index αi ≃ 2.7 is almost the same for the majority of elements.
Notable exceptions are the (significantly) softer spectra of protons and (light)
secondary elements (e.g., Be and B). This is further highlighted by Figure 2.6,
which shows a selection of individual elemental spectra measured by AMS-02.
The fluxes are multiplied by E2.7 to enhance the visibility of deviations from a
power law with index 2.7. Each spectrum was fitted with Equation 2.4 in the
range of 30 GeV to 300 GeV to determine the spectral index of the respective
element. The resulting power laws, evaluated for energies between 10 GeV
and 3 TeV, and their values of αi are shown in the figure as well. The indices

7Sometimes also referred to as primordial cosmic rays.
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Figure 2.5: Scaled fluxes of individual cosmic-ray nuclei at Earth as measured by
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Figure 2.6: Scaled individual spectra of selected elements as measured by AMS-02
[Agu+23; Agu+21b]. Each spectrum was fitted with Equation 2.4 in the range of
30 GeV to 300 GeV to determine the spectral index of the respective element.

of He, C, Si, and Fe are all compatible with an average value of αavg = 2.67.
Hydrogen, however, has a slightly steeper spectrum with αH = 2.771± 0.010,
most likely because protons have a different acceleration history than heavier
nuclei [Sta21]. With αBe = 3.029± 0.070 and αB = 3.004± 0.051, the spectra
of Be and B are even steeper (softer), which is likely due to their secondary
nature. N has an index (αN = 2.822 ± 0.043) somewhere between those of
primary and secondary elements, suggesting that its origin is of mixed nature.

The fits shown in Figure 2.6 are for illustration purposes only and do not
represent an in-depth analysis of AMS-02 data, nor do they take into account

8Data sources: [Agu+21a; Agu+23; Agu+21b; Abe+16; Adr+11; Adr+14; Asa+98; TC98;
Der+05; Pan+09; Cho+22; Yoo+17; Ahn+09; An+19; Ale+21; Adr+22c; Adr+23; Adr+22a;
Adr+20; Adr+21b; Adr+22b; Eng+90; Obe+11; Ave+08; Swo+90; Mue+91; Iva+93;
Kam+97; CGW00; Boe+03; Gre+19; Tur+21; Lav+13; Nol+06; Mau+20].
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the observed differences between the data of AMS-02 and other instruments.
The quite noticeable differences in spectral shape of H and He in measurements
by space-borne experiments can, for example, be seen in Figure 2.3. The AMS
collaboration itself has analyzed their H [Agu+15b] and He [Agu+15a] data
using a simplified version of Equation 2.4 with only a single spectral break,
yielding αams

H = 2.849+0.010
−0.008 and αams

He = 2.780±0.010, as well as a hardening in
both spectra that is roughly consistent with that found by Lipari and Vernetto
[LV20], though not exactly. Indications of such a hardening are visible in nearly
all spectra shown in Figure 2.6.

2.2 Origin of Cosmic Rays

The origin of cosmic rays is one of the major unanswered questions of modern
astrophysics. Any proposed theory attempting to answer it must address two
aspects of this question: Where are cosmic rays created? And where are they
accelerated to the (ultra-high) energies we observe? It is not at all clear that
the mechanisms that create cosmic-ray particles must be the same as those
accelerating them. On the contrary: It is reasonable to assume that they are,
at least to some degree, separate; while the former process must take place at
a specific site (the source), the latter can, and likely does, happen anywhere
along a particle’s path from the source to Earth. Over the years, many theories
of creation and acceleration were proposed, though I will focus my discussion
here on the most widely accepted ones and only briefly mention alternative
theories whenever warranted. For in-depth treatments of different aspects of
cosmic-ray physics, I refer the interested reader to a number of comprehensive
textbooks on the matter: [Lon12; GER16; Spu18; Sta21].

2.2.1 The Birth of Cosmic Rays

The light elements of the cosmic-ray spectrum are, like all nuclear matter in
the universe, synthesized in the core of stars [NKT13]. The heaviest elements,
however, can only be created in supernovae—i.e., the explosion of massive stars
at end of their life when all hydrogen and helium have been fused to heavier
elements and the star’s outer layers collapse onto the core [BV21]. It is in this
process that the temperatures (i.e., energies) required to efficiently overcome
the fusion barrier for heavy elements are reached [Mey94; Joh19]. The
elements created in the supernova are blown out into the space surrounding
the dead star, where they can be swept up by younger ones. The life cycle
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2. A BRIEF REVIEW OF COSMIC AND SOLAR RADIATION

of stars, including their explosive death, is still a field of active research,
which is why many questions concerning the creation of elements are not yet
fully answered and the underlying physical processes are often only known
qualitatively [JFT20].

2.2.2 Acceleration Mechanisms

The processes accelerating the elements created in stars and supernovae to
cosmic-ray energies are less well understood, though significant advances
have been made through multi-messenger astrophysics (i.e., the observation of
objects via charged particles, gamma rays, X-rays, and neutrinos) [Més+19;
Bec21]. It is widely believed that the bulk of cosmic rays is accelerated by
shock fronts in supernova remnants (SNRs) [Aha13; TG18; Liu+22]. The
question whether this acceleration mechanism can produce the observed spec-
trum over all energies is far from answered, though, with many alternative
mechanisms proposed [BZB17; Car18; FM18; Kan18; AYO19; Acc+22]. What
most models have in common is their common physical mechanism, diffusive
shock acceleration [KD01; Hil05; TK15; Per+22]; it is mainly the nature of the
shock-creating processes that is not yet fully understood.

On their way from the primary acceleration site to Earth, the spectrum of
cosmic rays is altered significantly by interactions with the interstellar medium
[AB18]. The transport (propagation) through regions of hot and cold gas,
plasmas, and magnetic irregularities is diffusive [AB18; Che+18; SMP07;
GAP07], and spallation reactions alter the composition as well [Com+05].

2.3 Cosmic Rays in the Heliosphere

The heliosphere is the vast bubble-like region of space surrounding the Sun
that is altered by it, most notably by the ever present wind of charged particles
blown out from our star (the solar wind) and the magnetic field created by
it [KB14; Ric+22]. It extends well beyond the Kuiper belt and the only two
human-made objects to ever leave it are the Voyager 1 and 2 probes [RB11].
The plasma-generated magnetic field deflects the lowest-energy cosmic rays
and prevents them from entering our solar system. In a process called solar
modulation, the energy spectrum of particles that reach the inner planets varies
depending on the solar activity, i.e., the strength of the solar wind [Par58;
Pot13]. The modulation follows a roughly 11-year cycle, half of the 22-year
Hale cycle [Owe+15; GM17]; this short-term cycle is overlaid by several
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Figure 2.7: Overview of solar modulation in the heliosphere. The upper panel shows
the time evolution of the sunspot number [SIL24], used as an indicator for the solar
activity. The next two panels show the counts of atmospheric neutrons at Thule
station9 and the solar modulation parameter derived from it. The lower two panels
show GCR proton fluxes recorded by GOES satellites10 and the Voyager probes11

[Seo+94; Cum+16].
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long-term cycles spanning hundreds to thousands of years [Bis+23]. The flux
intensity of cosmic rays with energies of less than about 30 GeV/n [Pot13]
is anti-correlated with the solar activity because a larger solar-wind plasma
density leads to stronger shielding of low-energy particles.

Figure 2.7 gives a qualitative overview of the effect of solar modulation. The
upper panel shows the average daily number of observed sunspots, typically
used as indicator of the solar activity (the more sunspots, the stronger the solar
wind) [Hat15; CH18]. The second panel from the top shows the count rate of
neutrons created in Earth’s atmosphere by high-energy cosmic rays—which is
anti-correlated with the solar activity [Man+16; VUM21]—recorded at Thule
station in Greenland. From the neutron counts one can derive the parameter
ΦFF (see middle panel), which encodes the strength of the solar modulation
calculated in a force-field approximation [Mau+15; Ghe+17]. The lower
two panels show the flux of 375-MeV and 83-MeV protons recorded by the
GOES satellites and the two Voyager probes, respectively. Both show that the
particle flux is correlated with the neutron-monitor count rates and hence
anti-correlated with the solar activity. The lower panel also shows that the flux
measured by the Voyagers remained roughly constant after 2012, which is one
of the indicators for them leaving the heliosphere (and therefore the region
influenced by the solar wind).

Figure 2.8 illustrates how particles of lower energy are affected stronger by
solar modulation. It covers the period around the last solar maximum in 2014.
The lower two panels show the sunspot number and the solar modulation
parameter (this time derived from the neutron count rates registered at Oulu
[Mau+20]). The upper panel shows the proton flux (daily averages) in five
different energy bins recorded by the AMS-02 experiment [Agu+21d]. The
much stronger change in flux at lower energies can be seen clearly.

2.4 Solar Energetic Particles

Besides the Sun’s constant emission of electromagnetic radiation and very-
low-energy charged particles—the solar wind—our star also produces sudden

9Data provided by the University of Delaware Department of Physics and Astronomy and the
Bartol Research Institute.

10https://www.ngdc.noaa.gov/stp/satellite/goes/index.html and https://www.ngdc.

noaa.gov/stp/satellite/goes-r.html
11https://voyager.gsfc.nasa.gov/download.html
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Figure 2.8: Effect of solar modulation of protons with different energies. Lower
two panels: Neutron flux recorded at Oulu and modulation parameter derived from
it [Mau+20]. Upper panel: Daily-average proton fluxes recorded by the AMS-02
experiment [Agu+21d].
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Figure 2.9: Total-fluence spectra (i.e., integrated over the entire event) of selected
historic solar energetic particles (SEP) events. Data retrieved from OLTARIS [Sin+10].

intense bursts of charged particles (mostly protons, electrons, and some light
nuclei [Rea18; Rea19]) with energies of typically several hundreds of MeV/n
[Rea21]; proton energies can reach several GeV in extreme cases. The so-called
SEP are accelerated by multiple processes in the solar corona, most importantly
by the sources of flares [Chu90; Jon15] and coronal mass ejectionns (CMEs)
[GNZ19], though their exact nature is not yet well understood [Che+15;
Rea15; Vla+19; Whi+22; Yar22]. The onset of the events is usually sudden
(minutes to hours), and they occur randomly [Jig+18; Ver20], albeit much
more often during phases of high solar activity.

The intensity of a burst of SEP depends not only strongly on the intensity
of the event but also on how well Earth’s magnetosphere is magnetically
connected to the acceleration site [Dro94; BSE20]. So does the spectral shape,
which can often be described by a single or double power law. Figure 2.9 shows
the total-fluence spectra of selected historic SEP events for illustration. The
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Figure 2.10: Interaction of charged particles with Earth’s magnetic field. Left: Low-
energy particles moving about the field lines can become trapped because the increas-
ing field densities at the poles act as magnetic mirrors. Right: Only cosmic-ray and
solar particles with rigidity higher the effective cutoff rigidity can reach the Earth;
particles with lower rigidity are deflected.

probability for events of a given severity to happen scales inversely with the
hardness of the spectrum, with extreme events happening only in frequently
[Whi+17; Cli+22]. The temporal evolution of the flux intensity also varies
widely [DD16].

2.5 Cosmic and Solar Particles Close to Earth

Close to Earth, cosmic rays and solar particles are strongly influenced by its
magnetosphere, i.e., its magnetic field. The right side of Figure 2.10 summarizes
the different outcomes of this interaction, which are best discussed as a function
of rigidity [Büt18],

R =
pc

Ze
, (2.5)

where p and Ze are the particle’s momentum and charge, respectively, and c is
the speed of light. Particles of the same rigidity and charge sign behave exactly
the same in a magnetic field, irrespective of their other properties.
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In the equatorial regions of Earth’s magnetic field, particles traverse the
magnetosphere roughly perpendicular to the field lines. If they have low rigidity,
they are deflected such that they cannot closely approach the planet; particles
with high rigidity can penetrate the field and interact with the atmosphere,
leading to the creation of air showers, i.e., cascades of secondary particles
created in hadronic interactions with atmospheric molecules. The transition
between the two extremes is at the effective (vertical) cutoff rigidity, which is
approximately given by [HKH13; Büt18]:

Rc = κ
1

Lα
. (2.6)

Here, κ ≈ 14.823GV, α = 2.0311, and L is the McIllwain parameter, which
specifies the distance at which a magnetic field line crosses the equatorial plane
[SSG87]. The cutoff rigidity therefore depends on the latitude, longitude, and
height of a point above Earth. Precisely calculating the cutoff rigidity requires
precise knowledge of the field configuration, which varies with time. Both
models for doing so [Fin+20; LMU23] and tabulated values [Ger+21] are
available.

Towards the poles, trajectories are increasingly parallel to the field lines,
which minimizes the action of the magnetic field on them. Low-rigidity par-
ticles can therefore spiral (gyrate) along the field lines deep down into the
atmosphere. At the poles, the cutoff rigidity is practically zero.

2.5.1 Radiation Belts

Particles with sufficiently low energies can (temporarily) become trapped in
Earth’s magnetic field [KB14], leading to the creation of the radiation belts
[LH19] (often named after their discoverer James van Allen [VF59]). This is
illustrated on the left side of Figure 2.10. The particles gyrate around and move
along the field lines; the increasing density of lines (i.e., the field gradient) in
the polar regions (of the magnetic field) acts as magnetic mirror and reverses
the motion along the lines, resulting in a bouncing motion of the particle
between the polar regions [RZ14].

Typically, Earth is surrounded by two toroidal radiation belts, and inner and
an outer one. The inner belt contains mostly protons with energies up to several
GeV and a small fraction of electrons; the outer one is populated primarily by
electrons [Hel+20]. The prevalent source of protons (and electrons) in the
inner belt is a process known as cosmic-ray albedo neutron decay (CRAND)—
the decay of secondary neutrons created by high-energy cosmic rays in Earth’s
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Figure 2.11: Cumulative spectra of protons trapped in Earth’s inner radiation belt over
one day for a spacecraft at 400 km and with an inclination of 51.6◦. The AP8 model
was evaluated on 1 July 2022. The AP9 model does not capture variations with solar
activity. Data obtained from OLTARIS [Sin+10].

atmosphere [SHK13; Zha+19a]—though other sources also contribute. The
belts are dynamic structures [Rip+20] that are affected by the solar activity,
changes in Earth’s magnetic field, and the cosmic-ray intensity [Bak+17;
Zha+19b].

The tilt and shift of the magnetic field’s dipole axis relative to the planet’s
rotational axis results in a somewhat asymmetric field configuration. As a
consequence, the inner radiation belt is significantly closer to Earth’s surface
in a region over the south-eastern part of South America and over the South
Atlantic. In this region, called the South Atlantic Anomaly (SAA) [PD16], space-
craft in LEO pass through the belt and are exposed directly to the radiation-belt
particles. Figure 2.11 shows the spectra of trapped protons seen by the ISS (in
an orbit with 400 km altitude and 51.6◦ inclination) according to the AP/AE8
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and AP/AE9 models [SJE17]. The energy of electrons is generally less than
about 10 MeV, which is why they can be easily shielded [Hel+20].
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Chapter 3

Interaction of Radiation with
Matter

The main focus of our work is the development of particle detectors for the
characterization of cosmic rays and secondary radiation created in interactions
of cosmic rays with some medium, for example Earth’s atmosphere or the
lunar surface. This chapter provides a brief primer on the fundamentals of
radiation interactions, with particular emphasis on aspects relevant to the
work described in this thesis. The focus lies on a somewhat detailed summary
of the interaction of charged particles, and in particular heavy ions, with
matter. In-depth knowledge of this complex topic is required for understanding
the working principle of our detectors and the challenges associated with it.
Building on this discussion, I also summarize the interactions of neutrons with
matter. A brief review of relativistic kinematics and interaction cross-sections
is given in Appendix A.

3.1 Units

In particle physics, the energy, momentum, and mass of particles are commonly
expressed in natural units, in which the constants c (speed of light) and ℏ
(reduced Planck constant) are dimensionless and c = ℏ = 1 [KW20]. In this
system, Equation A.8 reduces to

E =
√
m2

0 + p2, (3.1)
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with the energy given in GeV, the momentum in GeV/c, and the mass in GeV/c2

(or, analogously, with other unit prefixes).
In cosmic-ray research, and in space physics in general, the kinetic energies

of nuclei, Ek, are often expressed in terms of MeV per nucleon (MeV/n) or GeV
per nucleon (GeV/n), also referred to as the specific energy:

Ek

A
≃ uc2(γ − 1), (3.2)

where A is the atomic mass number and u = 1.6605 · 10−27 kg is the unified
atomic mass unit [LR16]. In Equation 3.2, no (practical) distinction is made
between the energy per atomic mass unit and the energy per nucleon because
the difference between them is (much) smaller than 0.25% for stable isotopes
of all elements heavier than helium [ICRU73].

3.2 Interaction of Charged Particles with Matter

Comprehensive knowledge of the processes governing the passage of charged
particles through matter is not only a prerequisite for designing sensors that
can detect and analyze cosmic rays. It is also important for understanding how
radiation interacts with biological organisms and with matter surrounding it
(e.g., in the form of shielding).

A charged particle (in the following called projectile) traversing a medium
(the target) loses some or all of its kinetic energy in interactions with the
medium’s atoms. According to [ICRU73], these energy-loss processes can be
roughly classified into five groups:

1. Electronic excitation and ionization of the target’s atoms,
2. Excitation and ionization of the projectile,
3. Electron capture by the projectile,
4. Nuclear-scattering interactions,
5. Emission of electromagnetic radiation.

Protons and light ions lose energy dominantly via electromagnetic interactions
with shell electrons and thereby excite or ionize atoms along their path through
the medium (process 1). Radiative interactions (process 5), for example the
emission of bremsstrahlung, are relevant at very high velocities, but only for
relatively light particles. Nuclear losses—i.e., the transfer of energy to recoiling
nuclei (process 4)—are negligible for light ions but become significant for
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3.2. Interaction of Charged Particles with Matter

heavy ions at low and moderate velocities. Likewise, the contributions of
projectile excitation (process 2) and electron capture (process 3) rise with
increasing projectile mass and charge.

In addition, particles may lose energy in nuclear and chemical reactions.
While the latter are irrelevant at the energies of interest here, the probability
for the fragmentation of projectile (and target) nuclei is significant at typical
cosmic-ray energies. Fragmentation is rarely discussed in the context of energy
loss because it changes the identity of the projectile, and there is often little
sense in relating the stopping of the fragments to that of the mother nucleus
[ICRU73]. It does, however, significantly influence the energy-deposition
profile in the stopping medium and is therefore important for particle detectors.
I will discuss fragmentation in some detail, as it also affects the ability to
identify particles in the detectors we are developing.

The following review is restricted to the discussion of the passage of heavy
charged particles (all particles and nuclei except electrons and positrons)
through matter. For the latter, bremsstrahlung (process 5) and annihilation (in
case of positrons) must be taken into account [ICRU37]. Since the detection of
electrons is not a goal of the projects presented in this thesis, these processes
are only treated superficially. The only radiative process discussed in some
detail is the emission of Cherenkov radiation for charged particles moving
faster than the speed of light in a medium. Though unimportant for energy
loss [Wor+22], it is often used in particle detectors.

The strength of the interaction between a particle of a given type and energy
with a medium of density ρ is given by the mass1 stopping power [ICRU90]

S

ρ
=

1

ρ

〈
dE

dx

〉
, (3.3)

where ⟨dE / dx⟩ is the mean energy lost by the particle per distance dx in the
material. The quantity S = ⟨dE / dx⟩ denotes the linear stopping power. As
discussed above, the stopping power for heavy charged particles comprises
three major components [ICRU90]

1

ρ
S =

1

ρ
Sel +

1

ρ
Srad +

1

ρ
Snuc (3.4)

=
1

ρ

〈
dE

dx

〉
el

+
1

ρ

〈
dE

dx

〉
rad

+
1

ρ

〈
dE

dx

〉
nuc

, (3.5)

1The adjective “mass” if often omitted.
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3. INTERACTION OF RADIATION WITH MATTER

where (1/ρ)⟨dE / dx⟩el is the mass electronic2 stopping power due to Coulomb
interactions with atomic electrons, (1/ρ)⟨dE / dx⟩rad the mass radiative stop-
ping power due to the emission of bremsstrahlung in the electric field of atomic
nuclei and electrons, and (1/ρ)⟨dE / dx⟩nuc the mass nuclear stopping power
due to elastic Coulomb interactions with atomic nuclei.

In the following, I will discuss the electronic stopping power at some
length, and briefly summarize the current knowledge of the radiative and
nuclear stopping powers. I will then discuss important aspects of heavy-ion
stopping, before closing with a brief treatment of Cherenkov radiation.

3.2.1 Electronic Energy Loss and Stopping Power

In the 1930s, Hans Bethe [Bet30] and Felix Bloch [Blo33a; Blo33b] provided
the first quantum-mechanical treatment of the electronic energy loss of charged
particles passing through matter. Though their work is largely still valid today,
there have been numerous refinements—notably by Niels Bohr [Boh48] and
Ugo Fano [Fan63]—that resulted in corrective terms for various kinematic
regimes. Roughly following the summary in [KW20], I only review the aspects
most relevant to the design of the particle detectors presented in this thesis.
Comprehensive treatments can, for example, be found in [LR16; And+17;
Wor+22; ICRU37; ICRU49; ICRU73].

A particle traversing a medium loses energy in a stochastic series of
Coulomb interactions with the electrons of the medium’s constituent atoms
that, for practical purposes, often cannot (and need not) be treated individ-
ually. We thus define the mean electronic energy loss per path length, which
depends on the properties of the medium and of the particle, in terms of the
cross-section dσel/ dT for collisions with atomic electrons [KW20; ICRU49]:

−
〈
dE

dx

〉
el

= n

∫ Tmax

Tmin

T
dσel
dT

(m,β, T ) dT (3.6)

Here, n is the number density of the medium, and m and β are the particle’s
mass and velocity, respectively. The integral from Tmin to Tmax covers all
allowed energy transfers. Note the minus sign, which shows that energy is lost
by the particle.

The integral of Equation 3.6 can be divided into two regions of energy loss.
For energy transfers much larger than the binding energy of shell electrons

2In the old nomenclature of the International Commission on Radiation Units & Measurements
(ICRU) also referred to as the collision stopping power [ICRU49; ICRU90].
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(T ≥ T1), the latter can be neglected, and the integral can be computed
straightforwardly. For T < T1, the binding energies must be taken into account
in a quantum mechanical treatment and the integral cannot be solved classically.
T1 is typically in the range of 0.01 MeV to 0.1 MeV [KW20]. Equation 3.6 can
hence be rewritten as [KW20]

−
〈
dE

dx

〉
el

= ne

∫ Tmax

T1

T
dσel
dT

dT −
〈
dE

dx

〉
T<T1

(3.7)

where ne is the electron density of the medium,

ne = Z2
ρNA

A2
, (3.8)

with ρ being the medium’s mass density, A2 its atomic mass number, and Z2 its
atomic number (the number of protons in the nucleus).

Rutherford Scattering Off Shell Electrons (T ≥ T1)

For T ≥ T1, the transferred energy is always large enough to free a shell
electron from its atom and impart some kinetic energy on it. Since T1 is much
larger than the binding energy of the electron, the latter can be neglected and
the electron can be regarded as free. The scattering of the incoming projec-
tile particle off the electron can therefore be treated as Rutherford scattering
[KW20]. Using the Mott cross-section (to take into account possible spin flips
of the target electron), we can solve Equation 3.6 for T ≥ T1 [KW20]:

−
〈
dE

dx

〉
T≥T1

= ne

∫ Tmax

T1

T
2πZ2

1α
2ℏ2

β2meT 2

(
1− β2 T

Tmax

)
dT (3.9)

≃ 2πZ2
1α

2ℏ2

β2me
ne

(
ln

Tmax

T1
− β2

)
(3.10)

Here, Z1 is the charge of the projectile particle or nucleus, me the mass of the
electron, and α the fine structure constant.

Maximum Energy Transfer

In the above approximation, the maximum energy transfer can be derived from
the kinematics of elastic scattering. Again neglecting the binding energy, we
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obtain [KW20]:

Tmax =
2mec

2β2γ2

1 + 2γme/m+ (me/m)2

≃


2mec

2(βγ)2 for γme < m

γmc2 = E for γ → ∞
mec

2(γ − 1) = E −mec
2 for m = me

(3.11)

(3.12)

Equation 3.12 shows that the full energy of the incoming particle can be
transferred to a single shell electron only in the relativistic limit (γ → ∞).

Minimum Energy Transfer (T < T1)

Below the ionization threshold, energy can be transferred to the target atom
only in discrete, non-zero quantities that correspond to the energies required
to lift electrons to allowed excites states. For particle velocities comparable to
or smaller than the electron orbit velocities, interference effects also become
relevant [KW20]. Describing the energy loss via atomic excitations is thus a
highly complex task that was first attempted comprehensively by Bethe [Bet30].
For the low-energy-transfer region of Equation 3.7, his calculations yielded

−
〈
dE

dx

〉
T<T1

=
2πZ2

1α
2ℏ2

β2me

[
ln

2mec
2β2T1

I2
− ln

1

γ2
− β2

]
, (3.13)

where I is the mean excitation energy of the atom. Its logarithm is defined by
the logarithmic sum of the excitation energies, En, for transitions to the energy
levels n, weighted by the corresponding oscillators strengths, fn:

ln I =
∑
n

fn lnEn (3.14)

Since Equation 3.14 is difficult to compute analytically, the mean excitation
energy is usually determined from experimental data. Values for a wide range
of elemental and compound media are published by the National Institute of
Standards and Technology (NIST) [HS04].

The Bethe Equation for the Electronic Energy Loss

With Eqs. 3.8, 3.10, and 3.13, we can re-write Equation 3.7 to arrive at an
equation that describes the mean rate of electronic energy loss of moderately
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relativistic charged (heavy) particles in matter [KW20; Wor+22; ES12]:

−
〈
dE

dx

〉
el

= K
Z2

A2

Z2
1

β2

[
1

2
ln

2mec
2β2γ2Tmax

I2
− β2 − δ(βγ)

2

]
(3.15)

This equation is usually called the Bethe equation and its full derivation is based
on a fist-order Born approximation3. The corrective term δ/2 is the density
correction and is relevant at high particle energies. For easier reference, I repeat
here the definition of all quantities used in Equation 3.15:

• K = 4πNAr
2
emec

2 = 0.307 cm2/mol, with the classical electron radius
re = αℏ/(mec) ≃ 2.8 fm.

• Z1 and β are the charge and velocity of the projectile particle.
• Z2 and A2 are the atomic number (proton number) and mass number of

the traversed medium.
• I is the mean excitation energy of the medium’s atoms.
• Tmax is the maximum possible energy transfer to a shell electron (see

Equation 3.12).
• δ is the density correction, relevant at high particle energies.

The Bethe equation is accurate to a few percent in the region of 0.1 < βγ <
1000 (corresponding to proton kinetic energies of about 5 MeV to 1 TeV). At
βγ ≃ 0.1, the projectile speed is comparable to the electron orbit velocities; at
βγ ≃ 1000, radiative effects start to become relevant [Wor+22]. Both limits
depend on the atomic number of the traversed medium.

Equation 3.15 can be re-written as

−
〈
dE

dx

〉
el

= K
Z2

A2

Z2
1

β2
L(β), (3.16)

where L is a dimensionless parameter called the stopping number that describes
the essential physics of the electronic interactions [LR16]. In the form given
here, Eqs. 3.15 and 3.16 define the mass electronic stopping power of a particle
in a medium, a quantity of dimension [energy · mass−1 · area] for which typical
units are MeVg−1cm2. It is roughly the same for most materials, decreasing

3The first-order Born approximation assumes free electrons, a condition that is not met for
T < T1 in Equation 3.13. It was, however, shown by Mott that the Born approximation can be
applied at energies much smaller than the electron binding energies [Mot31], as long as the
projectile speed is not large compared to the speed of electrons in the K shell [LB37].
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only slowly with Z [Wor+22]. The linear electronic stopping power is hence
defined as

Sel =

〈
dE

dx

〉
el

ρ, (3.17)

has dimension [energy · cm−1], and is typically given in MeV/cm.

Corrections at High and Low Energies

The Bethe formula can be modified by higher-order corrections to extend its
validity to lower and higher energies. One of these, the density correction
[Ste52; CF70; SSB82], is already included in the definition of Equation 3.15
and accounts for the screening of the expanding electric field of highly rela-
tivistic projectile particles by the polarization of the medium [KW20]. For very
high energies (γ → ∞, β → 1), it takes the form [Wor+22]

δ(βγ)

2

γ→∞−−−−→ ln
ℏωp

I
+ lnβγ − 1

2
, (3.18)

where ℏωp =
√

4πNer3emec
2/α is the medium’s plasma energy and Ne is its

electron density. The density correction truncates the relativistic rise of the
energy loss by replacing the lnβ2γ2Tmax term in Equation 3.15 with lnTmax. It
is significant only when the kinetic energy of the particle is of the same order
or larger than its rest energy. For protons, it reaches the one-percent level
above 500 MeV and the ten-percent level above 10 GeV [ICRU49].

More important, however, are corrections at low energies, as the detectors
presented in this thesis need particles to (almost) stop in their active volumes
to identify them. They can be added to the Bethe equation by extending the
definition of the stopping number in Equation 3.16 [Wor+22; ICRU49]:

L(β) = La(β)−
C(β)

Z2
+ Z1L1(β) + Z2

1L2(β) (3.19)

Here, La is the terms in square brackets in Equation 3.15, C/Z2 is the sum of
shell corrections, and Z1L1 and Z2

1L2 are the Barkas and Bloch corrections,
respectively. With these additional terms, the Bethe equation is accurate to
the percent level down to β ≃ 0.05, or about 1 MeV for protons [Wor+22].
Table 3.1 summarizes the magnitude of the corrections, which I briefly discuss
below, for protons in aluminum. The energy-dependent magnitudes are nicely
illustrated in [And+17].
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Shell Corrections Shell corrections amend the requirement of Bethe’s theory
that the projectile velocity be much greater than the bound electron veloc-
ity. With decreasing velocity of the projectile, approaching that of the K-shell
electrons, the contribution to the energy loss of collisions with these electrons
begins to fall off. If the velocity falls below that of the K-shell electrons, the lat-
ter cease participating in the stopping process altogether and the contributions
of the L and higher shells start to become reduced as well [And+17]. There
exist several methods to compute the term C(β)/Z2 = (CK + CL + ...)/Z2,
where Ci are the individual corrections for each atomic shell [Bic02; Por87;
Bon67; McG83; AZ77], though ultimately most of them rely to some degree
on experimental data [ICRU49]. The magnitude of the shell corrections is
substantial: For a 30-MeV proton traversing aluminum it is 0.6%, increasing to
almost 10% as the proton’s energy decreases to 0.3 MeV [Wor+22; Zie99].

Barkas-Andersen Correction The Barkas-Andersen correction4 accounts
for the difference in Coulomb interaction of shell electrons with positively
and negatively charged projectile particles [JM72; ARB72; ARB73; Lin76].
The repulsive nature of the latter interaction leads to a lower energy loss for
negative particles. As a consequence, a particle and its antiparticle do not have
the same range in matter [And+89; Møl+97]. No complete theory exists that
would allow the analytic calculation of the correction [Bic90]. Basbas even
argued that the shell and Barkas corrections probably cannot be treated as
unrelated effects [Bas84], further complicating their mathematical description.
Several semi-empirical approaches based on experimental data have been
developed and yield different results [ARB72; Lin76; MS89; Bic90; ICRU49].
For protons in aluminum, the magnitude of the Barkas correction is less than
0.1% at 30 MeV but increases to about 17% at 0.3 MeV in the widely used
model of Ashley et al. [ARB72; Wor+22]. A more recent and straightforward
expression by Ziegler [Zie99] yields similar results.

Bloch Correction The Bloch correction takes account of perturbations of the
atomic wave functions in close collisions of the projectile with shell electrons.
It stems from Bloch’s energy-loss theory—derived without the first-order Born
approximation [Blo33a; Blo33b]—and is valid when the projectile velocity is
large compared to the velocities of the electrons [LS96; ICRU49]. The theoreti-
cally derived mathematical form must be evaluated numerically [Ahl80], but a

4The Barkas-Andersen effect is often simply called the Barkas effect. I follow the naming
recommendation of the ICRU to highlight Andersen’s instrumental role in finding the effect.
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30 MeV 0.3 MeV

Shell corrections 0.6% 9.9%
Barkas correction <0.1% 17%
Bloch correction <0.3% 7%

Table 3.1: Magnitude of corrections to the Bethe equation (Equation 3.15) for pro-
tons with kinetic energies of 30 MeV and 0.3 MeV in aluminum. Values taken from
[Wor+22].

simplified analytical expression was developed by Bichsel and Porter [BP82].
The correction’s magnitude is less than 0.3% for protons of 30 MeV kinetic
energy in aluminum and rises to 7% at 0.3 MeV [Wor+22].

No adequate theory exists for 0.01 < βγ < 0.05 (about 100 keV to 1 MeV
for protons) [Wor+22]. Andersen and Ziegler developed a phenomenological
function based on fits to experimental data that is widely used instead [AZ77].
Lindhard et al. provided a successful framework for projectile velocities lower
than the electron velocities (β < 0.01) [LSS63].

In addition to the nuclear stopping power (see Section 3.2.4), several
corrections primarily relevant for fast, heavy ions [Bic02] can be added to the
Bethe equation by further extending the stopping number in Equation 3.19
[Ahl80]. One example is the close-collision Mott cross-section [Ahl78], the
inclusion of which may result in corrections of up to 2% for Fe ions with kinetic
energies of 300 MeV per nucleon [Bic02].

Electronic Energy Loss of Electrons and Positrons

The electronic energy loss of electrons and positrons can be derived analogously
to that of heavy charged particles. Interactions with shell electrons are likewise
dominating but the different kinematics of collisions between particles of the
same mass need to be taken account of. Therefore, the Mott [Mot30] and
Møller [Møl32] differential cross-sections for electron-electron scattering and
the Bhabha [Bha36] differential cross-section for electron-positron scattering
must be used for the derivation of the energy loss. For small energy transfers,
the cross-sections are similar to the one for heavy charged particles [KW20].

42



3.2. Interaction of Charged Particles with Matter

3.2.2 δ Electrons and Restricted Electronic Energy Loss

In near-central collisions of the projectile with shell electrons, large energies
can be imparted on knocked-out electrons. The kinetic energy of these so-called
δ electrons follows a distribution proportional to 1/T 2, with a tail up to Tmax (in
the relativistic limit) [KW20]. Such high-energy electrons have a large range in
matter; they can thus carry significant portions of the energy lost by the projec-
tile away from the interaction site and cause secondary ionization [And+17;
LR16]. In thick targets (detectors) and for highly relativistic particles, this
potentially leads to a deterioration of the spatial resolution. In thin targets, δ
electrons may have sufficient energy to leave the medium altogether, leading
to a discrepancy between energy lost by them and the energy measurable in
the detector, and hence to a deterioration of the energy resolution [LR16].

We can determine the maximum energy Tcut that may be imparted on an
electron such that its range is restricted to a local region around the track of
the incident particle. The value of Tcut depends strongly on the application at
hand [And+17]. The corresponding restricted mass electronic stopping power
(without low-energy corrections) is then defined as [KW20]:

1

ρ
Sel(Tcut) =

1

ρ

〈
dE

dx

〉
T<Tcut

(3.20)

= −K
Z2

A2

Z2
1

β2

[
1

2
ln

2mec
2β2γ2Tcut

I2
− β

2

(
1 +

Tcut

Tmax

)
− δ(βγ)

2

]
(3.21)

The restricted stopping power saturates at high energies in the so-called
Fermi plateau because Tmax, which increases with γ, is replaced by a fixed
Tcut [KW20]. In general, Equation 3.20 describes the energy loss of highly
relativistic particles in thin targets more accurately than Equation 3.15. Its
validity is, however, severely limited for values of Tcut close to or smaller than
the K-shell binding energies [And+17; ICRU37].

3.2.3 Linear Energy Transfer

A concept that is widely used in radiation dosimetry is that of the linear energy
transfer (LET). Traditionally, the LET has been defined as being identical to the
restricted electronic stopping power (see Equation 3.20) [And+17; ICRU37].
However, the ICRU has more recently updated its definition—based on the
work by Kellerer et al. [KR90; KHR92; CKR95]—to exclude only the kinetic
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energy of δ electrons when it is larger than Tcut. Contrary to Equation 3.20,
the binding energy that must be expended to free the electrons is not excluded
[ICRU85a]. With Tcut ≡ ∆, the definition of LET thus becomes [And+17]

L∆ = ρNA
Z2

A2

∫ Tmax

Tmin

T
dσel
dT

dT − ϵke>∆ = Sel − ϵke>∆, (3.22)

where ϵke>∆ is the sum of the kinetic energies of δ electrons with energies
exceeding ∆.

The LET is generally larger than the restricted stopping power because
it includes the binding energy for all interactions, also those for which the δ
electron kinetic energy is larger than ∆. Consequently, the LET more accurately
reflects the energy that is deposited locally (i.e., close to the primary interaction
site) in the target and is thus a more meaningful quantity in radiation dosimetry
than the restricted stopping power [And+17]. For Ek < ∆, no energy transfer
larger than ∆ can occur and hence L∆ = Sel. Similarly, for ∆ → Tmax, the LET
approaches the stopping power, often written as L∞ ≡ Sel [And+17].

3.2.4 Radiative Energy Loss and Stopping Power

Radiative energy loss is mostly caused by bremsstrahlung, which is emitted
when a charged particle is accelerated (or decelerated) in the electric fields
of a medium’s constituent atoms. Since the Coulomb acceleration strongly
depends on the mass of the projectile particle, bremsstrahlung is practically
only relevant for electrons (and positrons) [And+17], for which it is the
dominant energy-loss channel over a large range of kinetic energy [Wor+22].

For both electrons and positrons, the mass radiative stopping power can be
calculated from [ICRU37; And+17]

1

ρ
Srad =

1

ρ

〈
dE

dx

〉
rad

(3.23)

= Na

[∫ Ek

0
k
dσe
dk

dk + Z

∫ E′
k

0
k
dσn
dk

dk

]
, (3.24)

where dσn/ dk is the differential cross-section for the emission of a photon
with energy k due to the interaction of the projectile with the screened electric
field of the atomic nucleus and dσe/ dk is the corresponding differential cross-
section for the interaction with shell electrons [ICRU37]. Ek is the kinetic
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energy of the incident electron (positron) and E′
k < Ek is the maximum energy

of a photon that can be emitted in electron-electron interactions [ICRU37].
The first quantum-electrodynamical calculation of Equation 3.23 was car-

ried out by Bethe and Heitler [BH34]. Many additions and corrections to the
original Bethe-Heitler theory have since been made, for example by Elwert
[Elw39], Schiff [Sch51], Koch and Motz [KM59], and Pratt et al. [Pra+77].
The most complete treatment—which continues to be widely used today—was
published by Seltzer and Berger [SB85] and builds on many of the previously
published works. Besides their original publication, the interested reader may
consult the comprehensive summaries in [And+17; KW20; LR16; ICRU37].

In the following, I will briefly motivate why the radiative stopping power
is irrelevant for my work. Irrespective of the type of incident particle, the
radiative and electronic energy losses have different dependencies on the mass,
m, and the kinetic energy, Ek, of the projectile particle and on the atomic
number, Z, of the medium [KW20]:〈

dE

dx

〉
el

∝ Z2 ln
E

m
(3.25)

〈
dE

dx

〉
rad

∝ Z2
2

E

m2
(3.26)

Consequently, the electronic energy loss dominates at low energies and the
radiative one at high energies. The critical energy, Ec, is often defined as
the energy for which the two energy losses are equal in magnitude [BS64;
KW20]. In an alternative definition (for electrons) by Rossi, the critical energy
is the energy at which the electronic energy loss after one radiation length5

is equal to the energy of the radiating electron [Ros52]. See [Wor+22] for a
comparison of the two definitions. Using Rossi’s definition, the critical energy
for electrons in solids and liquids can be approximated by

Ee−
c ≃ 610MeV

Z2 + 1.24
, (3.27)

with average deviations of the values for individual elements from this function
of about 2.2% [Wor+22]. In materials up to iron (Z2 ≤ 26), it thus lies in
the range of tens to hundreds of MeV, rendering it a dominant effect in many
experiments involving electrons.

5The radiation length is the distance after which an electron on average possesses 1/e of its
initial kinetic energy [KW20].
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Due to their higher mass (me = 511 keV vs. mµ = 105.7MeV), the critical
energy for muons, Eµ

c , in most materials is already in the range of several
hundred GeV to a few TeV6. The critical energy for protons (mp = 938.3MeV)
is much higher, approximately though not exactly reflected by the ln(1/m) and
1/m2 dependencies of the electronic and radiative energy losses, respectively
[Wor+22]. The latter can therefore be neglected at the energies relevant to
the work presented in this thesis.

3.2.5 Nuclear Energy Loss and Stopping Power

Charged particles also lose energy in elastic collisions with the atomic nuclei
of a medium. As a result, they can be deflected considerably. Though these
interactions are strictly speaking no proper nuclear reactions, the term nuclear
energy loss has historically been used to describe them [And+17].

The energy transferred in a Coulomb interaction between a projectile and
a recoiling nucleus is proportional to the ratio of their masses and is thus
negligible for light particles like electrons [And+17]. For heavy particles,
however, it constitutes a significant mode of energy loss if the projectile’s speed
is smaller than the orbital velocities of the atomic electrons [And+17; LR16].
At higher velocities, where the electric potential of the nucleus is almost fully
screened by the Coulomb fields of the electrons, it accounts for less than 0.05%
of all energy loss [ICRU73].

The mass nuclear stopping power is defined in terms of the differential
elastic-scattering cross-section for collisions with atomic nuclei [And+17]

1

ρ
Snuc =

1

ρ

〈
dE

dx

〉
nuc

(3.28)

= 2πn

∫ π

0
Q(θ,Ek)

dσelast
dΩ

sin θ dθ , (3.29)

where θ is the deflection angle in the center-of-mass system. Q(θ,Ek) is the
energy transferred to the recoiling nucleus and is given by [Sig14; And+17]

Q(θ,Ek) =

[
4Ek

mMt

(m+Mt)2

]
sin2

θ

2
. (3.30)

6Examples are Eµ
c = 612GeV in aluminum and Eµ

c = 1.183TeV in polystyrene. Values are
taken from https://pdg.lbl.gov/2023/AtomicNuclearProperties/index.html.
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The term in brackets is the maximum possible energy transfer in an elastic
collision, where m and Mt are the masses of the projectile and the nucleus,
respectively. The scattering cross-section, dσelast / dΩ, encodes the Coulomb
interaction between the projectile and the screened electric field of the nucleus.
The screening depends on the impact parameter, which is defined as the
perpendicular (radial) distance between the path of the projectile and the
center of the electric potential field of the nucleus. Since the energy transfer
to the recoiling nucleus is larger than ionization losses only in close collisions,
the impact parameter can be used to approximately separate the regimes of
nuclear and electronic losses in impact-parameter space [LSS63; Lin+63].

The scattering off the nucleus’ screened Coulomb potential can be treated
classically for low projectile energies. At higher energies (in the MeV range),
the quantum-mechanical elastic-scattering cross-section7 can be used [Mol47],
though the resulting differences are marginal [ICRU49]. The electric potential—
often called the inter-atomic potential [Sig14] in the implicit assumption that
the projectile is a nucleus heavier than a proton because nuclear losses for
protons are small—can be described by [ICRU49; ICRU73]

V (r) =
Z1Z2e

2

4πϵ0r
Ψs

(
r

rs

)
, (3.31)

where r is the radial distance to the nucleus, ϵ0 is the vacuum permittivity, e is
the elementary charge, and z and Z are the charge numbers of the projectile
and the nucleus, respectively. The screening function, Ψs(r/rs), depends on
the screening length, rs. The screening length, in turn, depends on z and Z, a
dependency that is often exploited to scale [LNS68; Sig14] universal screening
functions to different projectile-target combinations [Boh48; Fir57; ZBL85].
More complicated expressions than Equation 3.31 have been derived to take
into account that the projectile and the target nucleus are embedded in a
medium [DB84; SW85; JNP87], though the resulting differences are generally
negligible except at particle energies well below 1 keV [ICRU73], as well as for
some metals and semiconductors [SW85; Sig14].

Figure 3.1 compares the electronic, nuclear, and total stopping powers of
protons (H nuclei) and alpha particles (He nuclei) in hydrogen and aluminum.
The data presented was taken from the PSTAR and ASTAR databases of NIST
[Ber+17]. The figure not only demonstrates that the nuclear stopping power is

7See Section 2.11 of [And+17] for well-written summary treatments of both classical and
quantum-mechanical theories of elastic and inelastic scattering of heavy charged particles.
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Figure 3.1: Electronic, nuclear, and total mass stopping power of protons (left) and
alpha particles (helium nuclei; right) in hydrogen (top) and aluminum (bottom). Data
taken from the PSTAR and ASTAR databases [Ber+17].

generally only relevant at small projectile energies but also illustrates its mass
dependence: the heavier the projectile and the lighter the target nuclei, the
larger the contribution of nuclear losses to the total stopping power.

One or several nuclear scattering events can lead to a large energy loss
(relative to the projectile’s incident energy) and hence to a large deflection of
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the projectile [ICRU49]. This is especially important for thin absorbers placed
in front of detectors with limited solid-angle coverage.

3.2.6 Important Features of the Stopping Power

Since the radiative and nuclear energy losses for heavy charged particles are
significant only at high and very low particle energies, respectively, the total
stopping power defined by Equation 3.5 is dominated by the electronic energy
loss over many orders of magnitude. The discussion in the following sections
will thus focus on the electronic stopping power, unless noted otherwise.

In Figure 3.2, which shows the stopping power of aluminum for muons
with kinetic energies from keV to PeV, the region for which Equation 3.15
adequately describes the energy loss is highlighted as the ‘Bethe’ region. Above
the muon critical energy, radiative losses dominate. Below about 1 MeV, Bethe
theory without the low-energy corrections breaks down; at the lowest energies,
the Andersen-Ziegler and Lindhard-Scharff-Schiøtt (LSS) formalisms, which
rely on experimental data to derive phenomenological functions, must be
used to describe the total stopping power. Depending on the projectile-target
combination, nuclear losses may play a role, though they do not for muons.

In the Bethe region, the stopping power exhibits a broad minimum at
energies corresponding to βγ ∼ 3 − 3.5 (β ∼ 0.95), a value that inversely
scales with the atomic number of the traversed medium, Z [Wor+22; KW20].
Particles with mean energy loss rates close to that minimum are often called
minimum-ionizing particles (MIPs). At higher energies, the electronic stopping
power rises as a result of the logarithmic term in Equation 3.15, both because
of the explicit β2γ2 dependence and because Tmx effectively is a function
of β2γ (see Equation 3.12) [Wor+22]. Thanks to the density correction
(Equation 3.18), this relativistic rise of the electronic energy loss is truncated
(see dashed line in Figure 3.2) but is in any case dwarfed by radiative losses
above the critical energy. Since the stopping power increases only little for
energies corresponding to βγ > 3.5—keep in mind that the critical energy for
protons and heavier nuclei is much higher than for muons and radiative losses
can thus effectively be neglected—in many fields all particles with energies
above the minimum are treated as MIPs. A large portion of the cosmic-ray
spectrum falls into the region between minimum ionization and the onset of
radiative losses. The electronic energy loss thus gives a good approximation of
the total stopping power for many applications in cosmic-ray research.
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Figure 3.3: Total mass and linear stopping power of protons in aluminum, polystyrene,
water, and air. The linear stopping power in air is multiplied by 100. Data taken from
the PSTAR and ASTAR databases [Ber+17].

At energies below βγ ∼ 3, the electronic stopping power increases steeply
with decreasing energy, roughly as a function of 1/βα, where α ∼ 1.5 − 1.7
decreases with increasing Z [Wor+22]. This velocity dependence can be
explained by the increased interaction time for slower particles [KW20]. Since
the momentum transfer in collisions is directly proportional to the interaction
time, the energy loss increases until it reaches a maximum at βγ ∼ 0.01—often
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called Bragg maximum—and falls off steeply thereafter until the projectile
thermalizes and stops [LSS63]. This deviation from the 1/βα dependence is
due to the low-energy corrections discussed above.

It is helpful to understand how the (electronic) stopping power depends on
the properties of the projectile particle and the target medium:

Dependence on the Traversed Medium The total mass stopping power
decreases noticeably with increasing Z2 (see upper panels of Figure 3.3) for
two reasons. The first is the Z2/A2 dependence of the electronic stopping
power (Equation 3.15), which results in a proportionality to the number of
electrons per unit mass of the medium. The latter decreases substantially for
heavier elements.8 The second and stronger cause is the dependence on the
mean excitation energy, I, which also decreases with increasing Z2. The lower
panels of Figure 3.3 show, however, that the Z-dependent decrease of the mass
stopping power is outweighed by the larger density of heavier elements when
using the linear stopping power.

Dependence on Particle Charge Due to the Z2
1 term in Equation 3.15, the

stopping power increases quadratically with the charge of projectile. This
simple dependence can be used to obtain the stopping power for heavy nuclei
from that of protons. This approach is generally valid for medium and high
energies but overestimates the energy loss in the region where the various low-
energy corrections dominate [And+17]. Semi-empirical scaling approaches try
to correct for this discrepancy [And+17; Zie77].

Dependence on Particle Mass The stopping power does not directly depend
on the mass of the projectile. At a given kinetic energy, however, the velocity,
β, of a particle depends on its rest mass. What follows is that particles with
the same velocity and (effective) charge—and not necessarily the same kinetic
energy—have the same stopping power, except at very low energies [And+17].
Isotopes of the same element therefore have slightly different stopping powers.

3.2.7 Energy Loss Fluctuations and their Distribution

When developing particle detectors, we want to know what the energy loss of a
particle with energy Ek in a material is. Even though Equation 3.15 determines
the mean energy loss per path length, it does not take into account that the
energy loss is a statistical process with inherent fluctuations. The total energy

8For example, Z2/A2 = 0.499542 for carbon and Z2/A2 = 0.395753 for lead [And+17].
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loss, ∆E, experienced by a particle over a distance ∆x is the sum of many
small losses, δEn, due to individual ionization and excitation events [KW20]:

∆E =

N∑
n=1

δEn (3.32)

When particles traverse matter, fluctuations occur in the number of ionization
and excitations events, N , and in the energy transfer per interaction.

The fluctuations in N often follow a Poisson distribution, especially in thin
or low-density detectors (targets). It hence follows for the resolution with
which a detector can measure the mean energy loss of particles [KW20]:

σ(∆E)

∆E
≈ 1√

N
(3.33)

The fluctuations in energy transfer follow a 1/(δE)2 distribution between a
lower bound, δEmin, and an upper bound, δEmax [KW20]. The former is given
by the minimum ionization or excitation energy of the medium, the latter by
Tmax (see Equation 3.12). The most probable energy transfer is in fact near
δmin, but occasionally a particle may lose much or all of its energy in a single
central collision with an orbital electron.

For a fixed ∆x, the energy loss ∆E follows a probability density f(∆E; ∆x)
that is normalized in the interval between the minimum, ∆Emin, and maximum,
∆Emax, allowed total energy transfer. The fluctuations of the δEn per collision
lead to an asymmetric distribution: The predominantly occuring interactions
with small δEn give a Gaussian part, and the infrequently occuring collisions
in which much of the particle energy is transferred to single electrons (δ
electrons, see above) cause a long tail to large ∆E. Though rare, these high-
energy-transfer collisions—with ∆E extending to Tmax—drive the mean energy
loss in thin targets far into the tail of the distribution [Wor+22]. The most
probable value of the energy loss, ∆Empv, corresponds to the maximum of the
distribution and lies close to ∆Emin. The statistical fluctuations leading to this
highly asymmetric distribution are called energy-loss straggling; f(∆E; ∆x) is
correspondingly called the straggling function [Fan63; ICRU49].

The shape of the distribution depends on the ratio of the mean total energy
loss given by Equation 3.15, ⟨∆E⟩, to the maximum possible energy loss in a
single collision, Tmax. It thus varies with the nature of the projectile and the
target, and with the projectile’s path length in the medium, ∆x (and hence the
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Figure 3.4: Probability density (solid line) and cumulative probability (dashed line)
of a Landau distribution with ∆Empv = 10 and ξ = 1.5, describing the energy loss
of particles with small ∆x (i.e., in thin targets). Though mathematically not defined
for this distribution, the mean energy loss, ⟨∆E⟩, would lie to right of the shown ∆E
range because of the long tail.

target thickness). A measure of the ratio is given by [Vav57; CF70]

κ =
ξ

Tmax
, (3.34)

where ξ is the straggling parameter [KW20; Wor+22]:

ξ =
1

2
K

Z2

A2
ρ
z2

β2
∆x. (3.35)

The parameter κ can be used to distinguish between different forms of the
straggling function [And+17]:

1. κ ≥ 1. In this case, the number of collisions is so large that small energy
transfers completely dominate due to their much larger probability of
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occuring. Williams first found that the long tail to large ∆E vanishes and
the straggling function is hence practically given by a Gaussian with a
full width at half maximum (FWHM) of Γ = 3.9ξ [Wil29].

2. κ ≤ 0.01. For very small κ, the number of collisions is small, straggling is
maximal, and the energy-loss distribution thus highly asymmetric. Un-
der the simplifying assumption that Tmax (and hence ∆E) can become
infinitely large, Landau first found an analytic solution to the transport
equation and derived a universal function to describe energy-loss strag-
gling in thin targets, widely known as the Landau distribution [Lan44].
Figure 3.4 exemplarily shows such a distribution for ∆Empv = 10 and
ξ = 1.5. The FWHM is given by Γ = 4.018ξ [KW20]. The tail to ∆E = ∞
makes the Landau distribution cumbersome to work with; a mathemati-
cally simpler but not very good approximation is the Moyal distribution
[Moy54].

3. 0.01 < κ < 1. In this intermediate region, neither the solution of
Landau nor the model of Williams adequately describe the energy-loss
distribution. Without the assumption of infinite Tmax, Vavilov found a
general theory that bridges the two extremes [Vav57] and reduces to
the Landau and Gaussian distributions for small and large κ (and hence
small and large ∆x), respectively [And+17]. Though it is even more
cumbersome to work with than Landau’s solution, the Vavilov distribution
is valid over the entire kinematics and thickness ranges [KW20] and is
thus the preferred approach for most straggling calculations [And+17].

When working with real-life particle detectors, it is often practical and compu-
tationally advantageous to approximate the straggling function with a convolu-
tion of a Gaussian and a Landau distribution. Blunck and Leisegang showed
that doing so improves the accuracy of the Landau function particularly for
short path lengths [BL50]; Shulek et al. found the same for the Vavilov distribu-
tion [Shu+67]. Another accurate and computationally efficient approach is the
numerical convolution method, used and compared to the Blunck-Leisegang
and Shulek corrections by Bichsel and Saxon [BS75; Bic88].

Though giving (slightly) different shapes for the energy-loss distribution,
the various theories agree that its most probable value can be described by
[And+17; KW20; Wor+22]

∆Empv = ξ

[
ln

2mec
2β2γ2

I
+ ln

ξ

I
+ j − β2 − δ(βγ)

]
. (3.36)
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This was shown by Bichsel, who provided a comprehensive treatment and
modern derivation of the stopping power and energy straggling in thin silicon
detectors [Bic88]. He added the density correction, δ(βγ), which was not
included in Landau’s and Vavilov’s original work. Different values for the
parameter j are given in the literature [Ros52; Tal79; Bic88], though ∆Empv

is not very sensitive to it [Wor+22]. Bichsel gives j = 0.200 [Bic88].
Due to the behavior of δ(βγ) in the high-energy limit (βγ ≳ 100) (see

Equation 3.18) [KW20; Wor+22], the most probable energy loss behaves like

∆Empv
βγ ≳ 100−−−−−→ ξ

[
ln

2mec
2ξ

ℏωp
+ j

]
. (3.37)

As for the density correction, the excitation energy, I, is replaced by the
plasma energy, ℏωp, to account for the polarization of the medium for highly
relativistic particles. Equation 3.37 shows that the most probable energy loss,
like the restricted energy loss (Equation 3.20), does not rise indefinitely but
reaches a Fermi plateau. Eqs. 3.36 and 3.37 also show that ∆Empv/∆x scales
logarithmically with ∆x, since ξ ∝ ∆x and ∆Empv ∝ ξ ln ξ [Wor+22].

Mean vs. Most Probable Energy Loss vs. Energy Deposition

The above discussion makes it necessary to issue a note of caution on using
the Bethe equation to describe the energy loss of particles in matter. To quote
Workman et al., “few concepts in high-energy physics are as misused as dE / dx”
[Wor+22]. This is to say that the mean electronic energy loss as given by
Bethe’s theory (Equation 3.15) is often used to describe the energy loss of single
particles. The mean is, however, strongly affected by rare events with large
single-collision losses, as evident by the long tail of the Landau distribution.
For relativistic particles, Tmax can reach several GeV or more, while the most
probable energy loss for a majority of materials is on the order of 20 eV; in
light elements, as much as 80% of losses are smaller than 100 eV [ICRU49].
The disproportionate weight assigned to events with large energy transfer
leads to large fluctuations and a strong sensitivity to cuts even in experimental
distributions with a few hundred events or more, rendering Equation 3.15
experimentally ill-defined [Wor+22]. It should thus not be used to describe
the energy loss by single particles. The better and more easily determinable
quantity is the most probable energy loss given by Equation 3.36.

A distinction must also be made between the energy lost by a particle and
the energy deposited in some region of the target [ICRU49]. A large fraction of
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the lost energy is converted into kinetic energy of δ electrons (see Section 3.2.2
on restricted energy loss), which can travel a long way from the interaction site
and thus determine the spatial pattern of energy deposition [WMP88; AMB14].
Secondary photons (created by fluorescence or bremsstrahlung) can likewise
carry energy over long distances. In addition, not all deposited energy can
(easily) be measured; a fraction of it may be converted into excitation modes
that are not detectable in a given application.

3.2.8 Stopping Power of Compounds

To first order, the stopping power of compound materials can be approximated
using the Bragg additivity rule [BK05]. It states that the atoms of different
elements in a compound contribute to the stopping power nearly independently.
The total stopping power for a compound consisting of n different elements
can thus be calculated by [And+17]

Stot

ρ
=

n∑
i=1

wi

(
Stot

ρ

)
i

, (3.38)

where wi are the weight fractions of the n elements. Likewise, the effective
values for the mean excitation energy and density effect of the compound can
be calculated by [And+17; KW20]

ln Ieff =
1

Zeff

n∑
i=1

wiZi ln Ii (3.39)

δeff =
1

Zeff

n∑
i=1

wiZiδi, (3.40)

where Zeff is the weighted sum of the elements’ atomic numbers.
This approach, however, neglects the influence of chemical binding and

thus underestimates Ieff ; it also does not take the effective change in the
electron density into account, resulting in an incorrect value for δ [And+17;
Wor+22]. Tabulated values [SSB82; SBS84; SB84] and calculation recipes
[SP71] are available for a broad range of compounds that allow to determine
the effective mean excitation energy and density correction with accuracies at
the percent level.
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3.2.9 Multiple Scattering, Range, and Bragg Peak

The ansatz in Equation 3.6 for the calculation of the electronic stopping power
assumes that a particle traversing a medium loses energy at a continuous
rate per unit length. This simplification is called the continuous slowing-down
approximation (CSDA) [And+17] and is the basis for the derivation of the
Bethe theory.

During its passage through a medium, a particle undergoes single Coulomb
interactions with atomic nuclei. In each interaction, it is scattered by predomi-
nantly small angles [Wil39] according to the Rutherford cross-section [Rut11].
For hadronic projectiles, strong (nuclear) interactions also contribute but are
generally not considered in the CSDA [Wor+22]. If the target is thick enough
for the particle to undergo at least 20 scatters, we speak of multiple or Moliére
scattering [KW20]. In the central limit [Beh+13] of an infinite number of
scatters, the distributions of the net scattering angle and the displacement are
Gaussian. The distribution for the general case of a limited number of scat-
ters was derived by Moliére [Mol48] and can be approximated by a Gaussian
with long tails produced by less frequent hard collisions with large deflections
[Sco63; MOK64; KW20]. Though precise distributions and values for single
particles are best achieved with a Monte Carlo simulation [Str05], approximate
analytic solutions can be used to estimate the effect of multiple scattering.

In the small-angle approximation, the spatial scattering angle—the an-
gle between the particle direction before and after traversing the scattering
volume—can be decomposed into [KW20]

θspace ≈
√
θ2plane,x + θ2plane,y, (3.41)

where θplane,x and θplane,y are the projected angles on the planes perpendicular
to the direction of motion. The deflections in these planes are independent
and identically distributed, and hence dΩ = dθx dθy [Wor+22]. The spatial
and projected angular distributions are then approximately given by [Bet53]

1

2πθ20
exp

(
−
θ2space
2θ20

)
dΩ (3.42)

1√
2πθ0

exp

(
−
θ2plane,i
2θ20

)
dθplane,i . (3.43)
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Figure 3.5: Characteristic quantities used to describe multiple scattering at a macro-
scopic level. Adapted from [Wor+22].

Here, θ0 is the root-mean-square (RMS) width of the projected angular distri-
bution in the Gaussian approximation and is given by [Hig75; LD91]

θ0 =
13.6MeV

βcp
z

√
∆x

X0

[
1 + 0.088 ln

(
∆x

X0

Z2
1

β2

)]
, (3.44)

where x/X0 is the thickness of the scattering medium in radiation lengths. X0

has been determined for many elements [Tsa74; Tsa77] and tabulated values
are widely available.9 For mixtures and compounds consisting of n elements,
it is given by the weighted sum of the elemental Xi [Wor+22]:

1

X0
=

n∑
i=1

wi

Xi
. (3.45)

To calculate θ0 for compounds, first use Equation 3.45 to calculate the effective
∆x/X0, then insert it into Equation 3.44.

Figure 3.5 shows the quantities of interest when calculating the effect of
multiple scattering on the passage of particle through a medium with thickness
∆x: the deflection angle Ψplane,i, the offset from the original entrance point
dplane,i, and the width of the effective scattering angle, θplane,i. They can be

9See, for example, https://pdg.lbl.gov/2023/AtomicNuclearProperties/index.html.
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Figure 3.6: CSDA range, projected range, and detour factor of protons in aluminum.
Data taken from the PSTAR database [Ber+17].

approximately calculated from [Wor+22]

Ψrms
plane,i =

1√
3
θ0 (3.46)

drms
plane,i =

1√
3
∆xθ0 (3.47)

θrms
plane,i = θ0 (3.48)

These estimates are only valid in the limit of small θrms
plane,i and in the absence

of large-angle scatters. More realistic values can be achieved with a simulation
using Monte-Carlo methods.

A concept that is tightly coupled to multiple scattering is the range, R, of
particles in a medium. It can be understood as the total length of the path that a
particle follows until it stops. A related quantity is the mean forward or projected
range, Rproj, which is the expectation value of the maximum penetration depth
of a particle in its initial direction [And+17]. In the CSDA, the range represents
the average path length traveled by a particle as it slows down from its initial
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Figure 3.7: CSDA range of protons (left) and alpha particles (right) in aluminum,
polystyrene, water, and air. Data taken from the PSTAR and ASTAR databases
[Ber+17].

velocity (defined by its initial energy, E0) to zero. Neglecting nuclear stopping,
it is given by [And+17]

RCSDA(E0) = ρ

∫ 0

E0

dE

Stot(E)
= ρ

∫ 0

E0

dE

Sel(E) + Srad(E)
. (3.49)

The natural unit of the range is thus g/cm2, though it is often more intuitive
to use RCSDA/ρ in units of [length]. RCSDA underestimates the true R by less
than 0.2% for protons and heavier nuclei [Fan63; And+17]. Similar to the
stopping power (see Section 3.2.7), the CSDA range represents the mean of a
range-straggling distribution.

For light particles (electrons), multiple scattering leads to a substantial
difference between RCSDA and Rproj. When neglecting nuclear interactions,
however, the effect of multiple scattering is much smaller for heavy particles
at medium to high energies, though it increases somewhat for heavier target
materials. The ratio Rproj/RCSDA is called the detour factor and effectively
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allows to gauge the effect of multiple scattering [And+17]. Figure 3.6 shows
the CSDA range, projected range, and detour factor for protons in aluminum.
It can be seen that the difference between Rcsda and Rproj is all but negligible
above energies of about 1 MeV.

At high energies, the range of two particles with masses m1, m2 and charges
z1, z2 having the same velocity is related by the scaling law [ICRU49]

RCSDA,1(β)

RCSDA,2(β)
=

m2

m1

(
z1
z2

)2

. (3.50)

Figure 3.7 shows the effect of this scaling on the range of protons and alpha
particles in aluminum, polystyrene, water, and air. It also shows how RCSDA

scales inversely with the stopping power (compare to Figure 3.3).

Bragg Curve

The strong 1/βα dependence of the stopping power at energies below the
minimum-ionization point (see Section 3.2.6) leads to a strong increase of
the energy loss experienced by a particle when it stops in a medium. The
CSDA approximation allows to estimate the energy loss between two points
A(xi, yi, zi) and B(xi+1, yi+1, zi+1) according to [And+17]

∆E = Ei − Ei+1 ≈ Ei − sStot(Ei), (3.51)

where s is the path length between the points A and B. Using Equation 3.51
to iteratively calculate the energy lost by a particle until it stops results in a
characteristic energy-loss profile, called the Bragg curve. Figure 3.8 shows such
a profile, albeit based on an interpolation of experimental data. The figure
illustrates how the stopping power increases sharply when the remaining
kinetic energy of the particles decreases to the MeV regime, before abruptly
falling to zero. The peak at the end of the energy-deposition profile is known
as the Bragg peak.

Understanding the characteristics of the Bragg curve is important for de-
riving the working principle of the RadMap Telescope’s central detector. I will
discuss their dependence on various parameters in detail in Section 6.2. The
Bragg peak also plays a role in determining the damage caused by different
particles and nuclei in biological tissue, as discussed in Section 5.2.
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Figure 3.8: Characteristic energy-loss profile of particles stopping in a medium, known
as the Bragg curve.

3.2.10 Interaction of Hadrons with Matter

Hadrons—i.e., composite particles such as protons, neutrons, and pions that
consist of two or more quarks—not only lose energy due the ionization of
the medium they traverse but also via hadronic interactions with its nuclei,
leading to the development of so-called hadronic showers [Wig17].10 If treating
those particle initiating a shower as being “absorbed” by the medium, hadronic
interactions have no effect on the behavior of the electronic energy loss but
rather cause a fraction of particles to have a shorter range [KW20].

In analogy to the radiation length for electromagnetic interactions, X0, the
hadronic absorption length, λa, defines the attenuation of a hadron beam in

10In analogy to electromagnetic showers that are induced by, for example, electrons and photons
but are not relevant for my work and thus not discussed here.
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matter after a penetration depth ∆x [KW20]

N(x) = N0e
−∆x/λa , (3.52)

where N0 is the initial number of particles entering the medium (compare
with Beer-Lambert law, Equation A.21). λa (see definition of mean free path,
Equation A.20) can be derived from the inelastic hadronic cross-section, σinel
[KW20]:

λa =
A2

NAρσinel
. (3.53)

Hadronic interactions only dominate over other forms of energy loss when
the ionization range (see Equation 3.50) becomes much larger than the absorp-
tion length at high energies. They are thus largely irrelevant for the instruments
we develop. They are, however, of great importance for the measurement of
ultra-high-energy cosmic rays with air-shower telescopes [Lip14; EHP11].

3.3 Stopping Power and Fragmentation of Heavy Ions

The passage of heavy ions—generally understood to be ions of elements heavier
than helium—through matter cannot be adequately described by Bethe’s theory
of the stopping power as discussed in Section 3.2.1. The primary reasons are:

1. For increasing atomic number of the projectile, Z1, the Coulomb force
cannot be treated as a weak perturbation of the medium, as is common
practice for protons and other singly-charged particles in the quantum-
mechanical descriptions of Bethe [Bet30; Bet32] and Bloch [Blo33a;
Blo33b], and in the classical description of Bohr [Boh13b; Boh15].

2. The validity range of the Born approximation used in Bethe’s theory
diminishes rapidly with increasing Z1 [Sig17].

3. Ions are composite particles and the projectile therefore cannot generally
be treated as a point charge [SS16].

4. Ions carry electrons except at high speed, leading to complex electronic
interactions with bound and free electrons of the target medium that
were not foreseen in any of the aforementioned theories [ICRU73].

The ongoing search for an accurate theoretical—or even semi-empirical—
description of the heavy-ion stopping process has therefore been challenging.
Since giving a detailed assessment of the current state of knowledge is beyond
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the scope of my thesis, I only selectively summarize the aspects most relevant
to the working principle of our detectors. For comprehensive summaries, I
refer the reader to [Ahl80; ICRU73; SS16; Sig17].

Efforts to theoretically describe heavy-ion stopping date back to Bohr
[Boh40], Lamb [Lam40], as well as Brunings, Knipp, and Teller [KT41; BKT41].
The role of the projectile charge and of charge exchange between projectile and
target were first comprehensively highlighted by Bohr and Lindhard [BL54]. In
the absence of a single theory valid over the full range of projectile energy, the
treatment of heavy-ion stopping is often divided intro three broadly defined
energy regions based on the Thomas-Fermi velocity [Gom56; Bet68]

vTF = v0Z
2/3, (3.54)

where Z is the atomic number of either the projectile, Z1, or the target, Z2,
and v0 the Bohr velocity.11 According to [ICRU73] and using vTF,1 for the
projectile, these regions are (v = βc is the projectile speed):

1. v ≲ vTF,1. At very low projectile energies—below the Bragg maximum—
the electronic stopping power is approximately [FT47; LS61] though
not exactly [SS15a] proportional to the projectile speed, v. Theoretical
descriptions are often based on the original LSS theory [LS61; LSS63;
Til95], though with a number of modifications [Sig17]. More recent
calculations exist for an alternative approach that models the shells
of the target atoms as a free electron gas [Ech+86; Ari02]. Neither
approach, however, can fully describe the charge-dependent structure
of the stopping cross-section found in experimental data [OD63; Eis68;
Ale+78; SS16]. A model based on an extended Friedel sum rule can
reproduce the observed Z1 oscillations to some degree [LA98], though a
proof of the rule’s applicability is pending [Sig17].

2. v ∼ vTF,1. At energies around and above its maximum, the stopping
power was initially described by a modified version of Bethe’s theory,
in which screening by the projectile electrons was taken into account
via the introduction of an empirically determined effective ion charge
[Nor60; MN62; Nor63]. Attempts were made to justify this approach
from a theoretical perspective [YRB78; BK82; MP95], though it was
later realized that using the effective charge instead of Z1 likely leads
to an underestimation of the Bloch correction [ICRU73], among other

11v0 = e2/(4πϵ0ℏ) = c/137.036 [Boh41; ICRU73].
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shortcomings [SS01b; SS20a]. A brief review of current theoretical
approaches is given in Section 3.3.2 below.

3. v ≫ vTF,1. At highly relativistic energies, the stopping power can be well
described by Bethe theory (see Section 3.2.1) in the corrected form of
Lindhard and Sørensen [LS96]. Successful comparisons have been made
with experimental data over a wide range in energy [Wei+00].

3.3.1 Regimes of Heavy-Ion Stopping

In heavy-ion stopping, a number of processes that are either less significant or
completely absent in the case of light projectiles (electrons, protons, and alpha
particles) must be taken into account. Figure 3.9 is adapted from [ICRU73]
and qualitatively summarizes these effects in a carbon target as a function
of the projectile’s charge and specific kinetic energy. The lines indicate the
approximate limits between regimes of applicability; arrows point into the
regime where the respective effect is dominant or significant. Like the figure,
the following discussion is closely adapted from [ICRU73].

The horizontal line labelled ‘Slow’ is at Ek/A1 = 25 keV and roughly
corresponds to v = v0. Below, the ion speed is lower than the orbital velocity
of all but the outermost shell electrons of the target. Similarly, the line labelled
‘Shell corrections’ marks the Thomas-Fermi velocity of the target electrons,
below which their motion cannot be ignored. The third horizontal line (labelled
‘Relativistic’) at Ek/A1 = 1GeV is close to the projectile’s rest energy and marks
the transition to the highly relativistic regime where the modified Bethe theory
alone is sufficient to describe the energy loss for all Z1 shown [LS96].

The ‘Screening’ limit corresponds to the Thomas-Fermi velocity of the
projectile. At energies exceeding this limit, the latter is stripped of most or all
of its electrons. Below, an ion in charge equilibrium carries a non-negligible
number of electrons, the presence of which allows the projectile to become
excited or further ionized. These effects are significant whenever the number
of electrons accompanying the projectile is comparable to or greater than
that of the target atoms. The latter limit is roughly indicated by the line
labelled ‘Projectile excitations’. The transition to dominating nuclear stopping
is marked as ‘Nuclear losses’ and was estimated based on the LSS theory for
velocity-proportional electronic stopping [LS61; LSS63].

The most important limit is that of the applicability of the first-order Born
approximation, upon which the quantum-mechanical treatment of scattering
in Bethe’s theory is based. It is, however, easier to define the upper validity
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Figure 3.9: Approximate limits between regimes of ion stopping in a carbon target
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into the regime where the respective effect is either dominant or at least significant.
See text for explanations of the effects. The region of interest (ROI) of this thesis is
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limit of Bohr’s classical theory, which is given by [ICRU73]

Ek

A1
< Z2

1 × 100 keV. (3.55)

This criterion is known as the Bohr criterion and is marked in Figure 3.9 by
the line labelled ‘Classical’. The transition between the classical and the Born
regimes defined by Equation 3.55 extends the applicability of Bethe theory for
light-ion projectiles to lower energies by several orders of magnitude (with
respect to the ‘Relativistic’ limit).
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Another factor limiting the validity of the Born approximation—and hence
of the uncorrected Bethe theory—is the Barkas-Andersen effect, which becomes
substantial for [ICRU73]

v ≲ (Z1Z2)
1/3v0. (3.56)

The corresponding limit is included under the label ‘Polarization’ but is always
lower than the ‘Classical’ limit. The regime between these lines is thus a region
of more or less smooth transition between the classical and the Born regime.

Though Figure 3.9 is largely a qualitative summary, it can be seen that
the uncorrected Bethe formula (Equation 3.15) is valid down to the sub-
MeV regime for light ions. It also shows, however, that for heavier ions in
the ROI of this thesis (up to ZFe = 26), the Bohr model is applicable up to
energies of almost 100 MeV per nucleon. In addition, the effects of projectile
excitations, screening, polarization, and shell corrections cannot be ignored
and are substantial for the heaviest elements in the ROI.

3.3.2 Theories for Intermediate Energies (v ∼ vTF)

Finding a theoretical description of heavy-ion stopping at intermediate energies
(v ∼ vTF) has been difficult for a variety of reasons. Among them are problems
in understanding the relation between ion charge and energy loss, uncertainty
about the role of the Barkas-Andersen effect, and a lack of knowledge about
the contribution of charge exchange and projectile excitation [ICRU73].

Bethe’s quantum-mechanical theory [Bet30; Bet32], which treats projectile-
target interactions via quantal perturbation theory to the lowest order, very
successfully describes the energy loss of relativistic point-like charged particles.
With corrections applied, it is used to predict the stopping of electrons, protons,
alpha particles, and other singly-charged particles over a wide range of energies
[ICRU37; ICRU49]. It also works reasonably well for highly relativistic heavy
ions but fails to accurately describe the energy loss for ions with Z1 > 2 at low
speeds. Bohr’s theory [Boh13b; Boh15], on the other hand, performs well in
the classical limit, where scattering of the projectile off the target electrons can
be treated based on his classic model of the atom [Boh13a; Boh21]. Though
it also cannot fully describe the stopping of heavy ions, in the extended form
of Sigmund [Sig96] its predictions are much closer to experimental data than
those of Bethe’s theory [SS16].

As early as 1948, however, Bohr realized that the regimes of validity—at
least for singly-charged, point-like particles—of the classical-orbit and the
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quantum-mechanical theories are roughly complementary [Boh48]. Even ear-
lier, Bloch had provided an approach that was, in fact, capable of connecting
the two theories by replacing Bohr’s classical impact parameter with a quan-
tized angular momentum [Blo33a; Blo33b]. This ansatz does not affect distant
collisions, where the results of Bethe’s and Bohr’s theories match, but produces
different results for close collisions at low speed. This led to the formulation
of the Bloch correction to Bethe’s theory that I already briefly discussed in
Section 3.2.1 [SS20a]:

∆LBloch = L2 = Ψ(1)− ReΨ

(
1 + i

Z1v0
v

)
. (3.57)

Here, Ψ is the digamma function, defined as the logarithmic derivative of the
gamma function, Ψ(ζ) = d lnΓ(ζ)/ dζ [Olv+10], and Re denotes the real part.
This correction vanishes at high velocities and behaves like ln(Cv/Z1v0) at
low velocities, where C = 2e−γ and γ is Euler’s constant [ICRU73]. With
Equation 3.57, the stopping number for Bloch’s theory can be written as
[ICRU73]

LBloch = LBethe +∆LBloch (3.58)

= ln
Cmv

Z1v0ℏω
+ ln

2Z1v0
v

− ReΨ

(
1 + i

Z1v0
v

)
(3.59)

= LBohr +∆LinvBloch, (3.60)

defining an inverse Bloch correction, ∆LinvBloch, that can be added to Bohr’s
theory to achieve results identical to Equation 3.58. An accurate approximation
to Equation 3.59 was found by de Ferrariis and Arista [FA84]. The Bloch
formula as defined in Equation 3.58 has only selectively been expanded to
include the shell, Barkas-Andersen, and density corrections [ICRU73], though
an extension to relativistic velocities was found by Lindhard and Sørensen
[LS96].

However, Bohr’s and Bethe’s theories, and hence Equations 3.58 and 3.60,
ignore physical phenomena that are important in heavy-ion stopping [SS16]:

1. Electrons bound to the projectile partially screen the Coulomb interaction
between projectile and target. This is important at low projectile ener-
gies because electrons with orbital velocities smaller than the projectile
speed tend to be stripped [Boh40]. Since Bohr and Bethe both treat the
projectile as a point charge, a screening correction must be applied for
v ≲ vTF,1 [SS16].
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2. Bohr’s theory ignores the orbital motion of target electrons, which is
included in Bethe’s theory via the shell correction. It becomes relevant
for v ≲ vTF,2 [SS16].

3. With increasing Z1, the projectile’s electronic potential can no longer be
well approximated by that of a point charge, even if screening corrections
are applied [SG98a].

Efforts to make up for these fundamental shortcomings in a comprehensive
theory of heavy-ion stopping have not been fully successful thus far but led to
a number of promising approaches.

Binary Theory Among them is the binary theory of Sigmund and Schinner
[SS00; SS02], which is a reformulation of Bohr’s model and hence starts in the
classical limit. It reproduces the results of Bohr’s theory but avoids the formal
division into regimes of close and distant collisions (an inherent feature of both
Bohr’s and Bethe’s approaches) by treating the effect of electron binding as
screening of the interaction [ICRU73]. This reduces the complex many-body
problem (two nuclei plus one or more electrons) to a binary-scattering interac-
tion between the projectile and a single target electron. The effective potential
used to describe the projectile charge was tuned to work well for varying
ion charge states [SS20a]. The Barkas-Andersen correction is inherent to the
model, and shell corrections have been incorporated [SS01a]. An extension of
this non-perturbative classical model to the Born regime is achieved via the
inverse Bloch and the relativistic Lindhard-Sørensen corrections [LS96].

Unitary-Convolution Approximation The unitary-convolution approxima-
tion (UCA) of Grande and Schiwietz [GS02] attempts the opposite and starts
from Bethe’s theory, covering the transition from the Born to the classical
regime [ICRU73]. It does so via the Bloch correction but uses an impact-
parameter-dependent version of Bloch’s theory [GS98]. The model was ex-
tended to screened ions via the introduction of a screened potential [AGS00]
and allows for projectile excitation and ionization [ICRU73]. It does, how-
ever, neither include shell and Barkas-Andersen corrections [ICRU73], nor the
relativistic Lindhard-Sørensen correction [SS20a].

Nonlinear Fermi-Gas Model A third theory attempts to extend the validity
range of transport-cross-section calculations valid for v ≲ vTF,1 (e.g., [FT47;
Fir57; LSS63; CGA94]) to intermediate velocities. Arista and Lifschitz model
the target as a nonlinear electron gas and use a generalized Friedel sum rule
to describe screening and scattering [LA98]. The original model was extended
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to heavier ions [Ari02] and natively incorporates shell corrections. It does,
however, not include projectile excitation and ionization [ICRU73]. Though
powerful in describing low-speed stopping, it struggles to properly account for
interactions with bound electrons at intermediate velocities [ICRU73; AL02].

Shell-Wise Local Plasma Approximation Likewise building on the descrip-
tion of target electrons as a Fermi gas, Montanari et al. use a shell-wise local
plasma approximation (SLPA) to extend calculations to bound electrons [LS53;
CP72; MM06], thus implicitly taking into account the binding forces ignored
in other models. The contribution of valence electrons is accounted for via the
extended Friedel sum rule for the transport cross-section [Mon+08; Can+11],
as in the previously described theory. SLPA also includes the Barkas-Andersen
effect and projectile excitations but does not allow for charge exchange [SS16].

Convergent Kinetic Theory The fifth category of models, often collectively
referred to as convergent kinetic theory (CKT), provides extensions to the Bethe
theory that allow stopping-power calculations for partially ionized projectiles in
partially ionized targets [ICRU73]. Many of these models were originally devel-
oped for the description of plasma interactions [Cha+98; Gar+98; May+02]
and thus describe processes like the projectile charge state and charge ex-
change particularly well. The Barkas-Andersen effect and shell corrections are
included, but the range of validity is restricted to Z2 < v/v0 < Z1 [ICRU73].

Even though some of these calculations—and others not mentioned here
(e.g., [Hat+08; SKC15; Gra16; SUC19; Zin+20; MCB20])—can claim suc-
cesses in describing selected projectile-target combinations over more or less
wide ranges in velocity (energy), none can yet provide a comprehensive theory.
It has, for example, been established that SLPA fails for projectiles heavier than
C [Can+11]. Binary theory, on the other hand, has been shown to work for
a wider range of Z1 but still does not always agree well with experimental
data [Fet+06; Sig17; SS19]. Though the latter seems to be one of the better-
performing models, I do not attempt to provide a qualitative or quantitative
assessment of the different theories here. Direct comparisons between (some
of) them can be found in [ICRU73; SS16; Sig17; SS20a].

3.3.3 The Role of Corrections

Figure 3.9 succinctly illustrates that corrections become significantly more
important the heavier the projectile gets, even when restricting Z1 to values
of interest to our work. The central role of the Bloch correction in connecting
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the low-speed, classical regime with the relativistic one is discussed in Sec-
tion 3.3.2 above. The importance of the inverse Bloch correction as addition to
Bohr’s theory for the calculation of heavy-ion stopping cross-sections has been
highlighted in [SS20a]. I likewise do not discuss shell corrections in detail
here, as they are equally important for light and heavy ions. They are also
inherent to many of the theories discussed in Section 3.3.2.

Much attention has been given to the Barkas-Andersen effect after Andersen
et al. found that the stopping powers for alpha particles were slightly more
than four times higher than those for protons [ASS69]. The difference was
found to significantly increase with decreasing projectile speed and could be
quantified as a contribution to the stopping power that is proportional to Z3

1 ,
much like the one observed for particles and their antiparticles [ICRU73]. The
latter observation initially posed a severe obstacle to the theoretical treatment
of heavy-ion stopping because the respective corrective term threatened to
exceed the Bethe term even for moderately large Z1 [SS03b]. In a seminal
attempt to describe the effect, Ashley et al. developed a Z3

1 extension to the
Bohr model and postulated that deviations from Coulomb scattering were to be
expected exclusively from distant collisions [ARB72]. Disputing the restriction
to large impact parameters, Lindhard provided an alternative estimate of the
Z3
1 correction and claimed that an additional Z4

1 term, derived from Bloch’s
theory, was needed [Lin76]. More recent and more complete evaluations
are based on the electron-gas model [ES90] or the harmonic-oscillator model
[MS89]. The increase of the Barkas-Andersen correction with decreasing speed
eventually leads to a negative stopping force in the velocity-proportional regime
(v ≲ vTF,1), resulting in the breakdown of theories based on expansions in Z1

and in the need for nonlinear stopping theory [Ech+86; MF92; LA98; AL99;
SS02; ICRU73]. The Barkas-Andersen effect is still being investigated, both
theoretically and experimentally. Contrary to initial fears, however, Sigmund
and Schinner could show that its importance actually decreases with increasing
projectile charge, mostly because of increased screening [SS03b]. They also
found, though, that corrections due to the inner target shells may be at the
percent level even for energies on the order of 1 GeV per nucleon [SS20a].

The original extension of Bethe’s theory to relativistic velocities [Fan63;
Jac99] produces accurate results for the slowing down of projectiles with low
Z1, such as protons and alpha particles. It does, however, not describe well the
more complicated case of relativistic heavy nuclei [Sch+94] because the scat-
tering cross-section resulting from the Born approximation differs significantly
from the exact one for large nuclear charges [SG98a]. This problem can be
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addressed by finding an exact solution of the Dirac equation for the scattering
of a relativistic electron off the potential of a point-like nucleus, as first found
for electron projectiles by Mott [Mot29; Mot32]. Approximate solutions for ion
projectiles were later derived by Ahlen [Ahl80]. The most up-to-date and com-
prehensive treatment is that of Lindhard and Sørensen, who showed that the
slowing down of highly relativistic heavy ions is affected by the nuclear charge
distribution of the projectiles [LS96], necessitating a modification to the Mott
cross-section for point-like particles. Since the aforementioned low-energy
corrections can be neglected for large β, the stopping number for relativistic,
fully ionized (i.e., bare) nuclei is hence given by [SG98a]

Lrel = LBethe +∆LMott +∆LLS −
δ

2
, (3.61)

where LBethe is the L term in Equation 3.16 without the density correction,
∆LMott the Mott correction, and ∆LLS the Lindhard-Sørensen (LS) correction.
Equation 3.61 is often referred to as LS theory for the heavy-ion stopping
power and was shown to be in good agreement with experiments [Dat+96;
Sch+96; Wei+00].

3.3.4 The Role of Ion Charge and Charge Exchange

A distinct feature of heavy-ion stopping is the presence of electrons on the
projectile at all but the highest energies, even if it initially entered the target in
a fully ionized state. This is because ions pick up and lose electrons during their
passage through the medium in a process called charge exchange [ICRU73].
The energy loss of ions can thus only be described in a dynamic charge-state
equilibrium (see discussion below), which is characterized by the probabilities
P (v, q1) for an ion with velocity v to have a charge q1e. Using these, we can
define an average equilibrium charge—not to be confused with the questionable
concept of effective charge [SS01b; SS20a]—via [ICRU73]

⟨q1⟩ =
∑
q1

P (v, q1) q1 (3.62)

and an equilibrium stopping cross-section via

⟨σ⟩ =
∑
q1

P (v, q1)σ(v, q1). (3.63)
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Here, the frozen-charge stopping cross-section σ(v, q1) defines the energy loss
between two charge-changing events and can be determined experimentally
via measurements of the energy loss in thin targets [ICRU73] or via theoretical
calculations [SS20a].

Equilibrium charge states have been studied intensively, and it was found
that they are on average higher in solids than in gases [Las51a; Las51b]. Bohr
and Lindhard attributed this difference to a density effect [BL54]. Though
disputed and intensely debated because of inconclusive data [BL70], increasing
evidence appears to support this theory [MCG00; Bim+89a; Bim+89b]. In
a Thomas-Fermi estimate, the charge state of ions (at least) up to Ar in solid
matter can be approximated by [SS20a]

⟨q1⟩ = Z1

(
1− e−v/Z

2/3
1 v0

)
. (3.64)

The definition of an ion charge state requires the clear distinction between
electrons that move with the ion and those that do not. This is to some degree
complicated by the existence of so-called convoy electrons that are emitted from
a target with a velocity close to that of the projectile [Lau+81; Sel85].

Charge Exchange

Charge exchange—i.e., the projectile’s capture and loss of electrons—plays an
important role in heavy-ion stopping because virtually all interaction cross-
sections directly or indirectly depend on the projectile charge state. Unlike for
point-like particles (e.g., protons), the stopping power of a partially or fully
ionized nucleus therefore does not vary continuously but fluctuates along the
projectile’s path [SG98b]. For sufficiently thick targets, the ion approaches
a dynamic charge-state equilibrium—a state in which the cross-sections and
hence rates of electron capture and electron loss are equal [SG98b]—and the
stopping power stabilizes, though residual fluctuations persist (see discussion
on straggling below). Upon slowing, the equilibrium shifts to states of decreas-
ing charge until the ion fully neutralizes, at which point nuclear scattering
becomes the dominant energy-loss mechanism [Ahl80].

The capture and loss of electrons cause energy loss, which contributes to the
stopping power. Also, charge exchange is inevitably accompanied by projectile
excitation and de-excitation, further adding to the energy loss [SG98b] though
not necessarily to the energy deposition in the target [KC80]. These effects
were first predicted to result in a shorter range of alpha particles by Flamm and
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Schumann [FS16], and later discussed more comprehensively by Rutherford
[Rut24], Bohr [Boh48], and others. Sigmund and Glazov found that the
energy loss due to excitation and ionization was probably overestimated in
the theoretical literature [ICRU73], though they calculate that these processes
still contribute as much as 1% to the equilibrium stopping cross-section at
energies of 5 MeV per nucleon, and 10% or more at energies below 100 keV per
nucleon [SG03]. The contribution of electron capture varies more significantly
for different projectile-target combinations and is therefore more difficult to
quantify in general terms—but it can be quite substantial, as highlighted, for
example, in [Sig14].

Energy Loss

Initially, it was believed that the difference in stopping cross-section for an
ion in different charge states must be proportional to q21 (based on Bethe’s
energy-loss formula). But this is true only in the case of Z1 ≫ Z2; generally,
the q1-dependence is (much) weaker than quadratic [ICRU73; SS20a].

To account for all possible charge states of an ion passing through matter,
the energy-loss spectrum as a function of path length, x, must be expressed as
a matrix [Sig92; SOS11]

F(∆E, x) = ∥Fuw(∆E, x)∥, (3.65)

where u and w denote the state of the ion at depth 0 and x, respectively. In
this description, the term ‘state’ includes both charge and excitation states. For
∆E ≪ Ek, the matrix can be expressed as a Bothe-Landau integral [Sig92]

F(∆E, x) =
1

2π

∫ ∞

−∞
eik∆EeNxQ(k) dk , (3.66)

where N is the target’s atom density and Q(k) a matrix with elements [SOS11]

Quw(k) = Quw −
∫ (

1− e−ikT
)
dσuw(T ) (3.67)

Quw = σuw − δuw
∑

σuw. (3.68)

Here, σuw(T ) is the differential cross-section for an energy loss (T, dT ) in a
transition from state u to w and σuw =

∫
dσuw(T ) the total cross-section. The

mean energy loss summed over all exit states is then defined as [SG98b](
−dE

dx

)
u

=
∑
w

Fuw(x)Sw, (3.69)
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where Sw =
∑

v Swv is the total stopping cross-section of an ion in state w and

Swv =

∫
T dσwv(T ) (3.70)

a partial stopping cross-section. An explicit connection between ion charge
and stopping force can be established via the screened Coulomb potential of
the projectile [BK82]

V (r) = −q1e
2

r
− (Z1 − q1)e

2

r
e−r/rs , (3.71)

where the screening radius rs is determined on the basis of a modified Thomas-
Fermi model. This potential, together with the (outdated) effective-charge con-
cept, is the basis for many tabulations of heavy-ion stopping powers [ZBL85].
More general screening functions have been explored by others [Kan99; GS02;
Ari02]. Sigmund incorporated Equation 3.71 into Bohr’s classical theory with
a charge-dependent screening radius [Sig97],

rs = 0.8853 a0Z
−1/3
1

(
1− q1

Z1

)
, (3.72)

though this approach eventually proved problematic and was superseded by
binary theory [ICRU73].

Mean Excitation Energy vs. Oscillator-Strength Spectra

In the context of heavy-ion stopping, characterizing the excitation spectrum of
the target medium by a single value for the mean excitation energy, as given
by Equation 3.14 in the context of Bethe’s theory, is inadequate [ICRU73]. In
general, the sum over fn can be replaced by an integral over the continuous
spectrum of oscillator strengths, f(ℏω), that is related to the complex refractive
index n(ω) + ik(ω) via [ICRU73]

f(ℏω) = 1.5331× 10−3 A2

ρ

ℏωnk
(n2 + k2)2

. (3.73)

Here, f(ℏω) is normalized such that∫ ∞

0
f(ℏω) d(ℏω) = Z2. (3.74)
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Tabulated values of the oscillator strengths can be found in [ICRU73]. In an
alternative approach, the dielectric theory by Lindhard and Scharff replaces
the summation over excitation frequencies by an integration in space over the
plasma frequency and the electron density [LS53].

3.3.5 Energy-Loss Straggling

The energy-loss distribution for light particles is predominantly determined by
the collision statistics of Coulomb scattering (see Section 3.2.7). Depending on
the impact parameter and projectile speed, other effects can contribute but are
of minor importance. For heavier ions, on the other hand, charge exchange
constitutes a complicating effect, primarily for two reasons [ICRU73]:

1. The cross-sections for energy loss and angular deflection depend on the
charge state and thus are not constant along the projectile path. Even
in charge equilibrium, the true ion charge fluctuates around the mean
given by Equation 3.64. These fluctuations of the charge state directly
translate into fluctuations of the energy loss [SOS11], commonly known
as charge-exchange straggling.

2. Charge-exchange events themselves can give rise to significant energy
loss and scattering. These are usually not treated as part of the above
point but must be added separately.

Experimental evidence for charge-exchange straggling abounds [Cue+64;
BAB80; SCF81; Oga+91; Fre+96]. Some theoretical studies even suggest
that it might exceed collisional straggling under certain conditions [Win77], a
conclusion which is at least partially supported by measurements [BBO00].

Other, non-Poissonian effects, such as bunching of target electrons and
packing of target atoms are more pronounced for heavy ions than for lighter
projectiles [SS10]. As of today, neither experimental nor theoretical studies
of these processes are comprehensive enough to allow accurate predictions.
Available results, however, suggest that both effects depend stronger than
quadratically on the ion charge and can therefore become quite significant,
though they partially compensate each other [SS10]. Especially at low energies
(projectile speeds), deviations from free-Coulomb scattering also become more
pronounced for higher Z1 than for light projectiles [SS03a].

As a consequence of all these effects, the mathematical description of
energy-loss straggling must be expanded considerably. For fully stripped
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projectiles with v ≫ vTF, this is achieved by finding solutions to the general
Bothe-Landau formula for the energy loss [Lan44]

F (∆E, x) d(∆E) =
d(∆E)

2π

∫ ∞

−∞
eis∆E−nxσ(s) ds , (3.75)

where s is a variable in Fourier space, x the path length, and n the number
of target atoms per volume. σ(s) =

∫
(1 − e−isw) dσ(w) is the transport

cross-section, w the energy loss in an individual interaction, and dσ(w) the
differential cross-section per atom for an energy loss in the interval (w,dw).
Solutions for the transport cross-sections of protons and light ions are given in
Section 3.2.7. More general solutions have been found by Lindhard [Lin85],
Glazov [Gla00], and others.

In the general case of partially stripped ions, this approach is, however,
only valid for frozen charges—i.e., between charge-changing events. The
effective collisional stopping power hence becomes a weighted mean of frozen-
charge stopping powers, resulting in an energy-loss spectrum as described
by Equations 3.65 and 3.66 above. Different approaches for solving these
equations have been found by Sigmund and Glazov [Sig92; Sig94; GS97;
Gla02]. Though differing in the exact mathematical form, the energy-loss
distribution for heavy ions in charge equilibrium is qualitatively similar to the
one shown in Figure 3.4, though the Gaussian part tends to be (much) wider.

3.3.6 Nuclear Reactions and Fragmentation

One of the largest qualitative differences between the interaction of light and
heavy ions with matter is the substantial role of nuclear reactions in the latter
case. Such non-elastic interactions can occur whenever the incoming ion’s
kinetic energy is large enough to overcome the mutually-repulsive Coulomb
force acting between projectile and target nuclei [BEH84]. This so-called
Couloumb barrier typically lies at center-of-mass energies of tens of MeV per
nucleon or less [VAS81; Qu+14], though nuclear interactions at energies in-
sufficient to overcome the barrier are possible due to tunneling [Lil82; Rol07].
The Coulomb barrier effectively marks the transition between the regime of
electromagnetic interactions—ultimately described by quantum electrodynam-
ics (QED)—and the regime of the strong interaction, described by quantum
chromodynamics (QCD).

Depending on the centrality of the ion–ion collision, different processes
lead to a modification of the interacting nuclei. At large impact parameters,
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and hence in peripheral collisions, the ions merely graze each other and, in
doing so, may exchange one or more nucleons [Win94]. Such transfer reactions
lead to a change in mass and charge, and hence modify the nuclei’s elemental
or isotopic identity [Zuc60]. Simple single-transfer reactions, where only
one proton or neutron is transferred from projectile to target or vice versa,
were studied as early as the 1950s [RSZ53; CF54]. The more complicated
cases of double and multiple transfer, where two or more nucleons move
in an unidirectional transfer from one to the other ion, were studied later
and are still a field with many open questions [Cor+13; Mij22]. Even more
challenging to investigate are exchange transfer and complex transfer, in which
pairs or clusters of nucleons are exchanged bidirectionally between the ions,
respectively [Zuc60].

At smaller impact parameters, the ions partially overlap and the interaction
becomes deeply inelastic. A meta-stable di-nuclear system is formed that may
break up—forming, after the exchange of a considerable number of nucleons,
projectile-like and target-like fragments [BEH84; Sab24]—or fuse to create
a compound system [Wil+95; Hei+10a; Hei+10b]. The more central the
collision is, the higher is the probability for partial or complete fusion of the
di-nuclear system. At higher center-of-mass energies, the energy density in
the compressed nuclear matter rises and the colliding nuclei decompose into
single nucleons [BEH84]. At some point, the density becomes so high that the
nucleons’ constituent quarks are deconfined [Bay82]. This ultimately leads to
the formation of a quark-gluon plasma [BS07; PŠ17], though the ultra-high
center-of-mass energies required for its creation are of little relevance here.

The modified (via nucleon transfer) or fused nuclei emerging from the
interaction are practically always in highly excited states and are often heavily
deformed. They de-excite primarily via the evaporation of nucleons and light
nuclei like deuterons or alpha particles [KQA60; Fer+96; Wen+19]. If the
excitation energy is too large, the system becomes unstable against fission and
breaks apart into two (or more) larger fragments [BEH84]. In fusion reactions,
the amalgamated system has no memory of its formation history; the end state
of the interaction—and hence the identity of the fission fragments—is solely
determined by the properties of the compound system and not by the specific
reaction leading to its creation [BEH84].

Nuclear reactions have been and still are a widely used tool for studying the
structure of nuclei [AT70; LHO23] and the processes governing nucleosynthesis
[ZG08; Bac+14; HD22]. In the context of this thesis, we are, however, not
so much interested in the exact interaction processes but in their end states,
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as well as in the energy-dependent interaction cross-sections. Theoretical
calculations and predictions are, however, hardly possible: Despite the fact that
QCD is the fundamental theory governing nuclear interactions, it is only really
usable in the limit of large momentum transfers and has not yet been applied
to nucleus–nucleus collisions at the energies relevant to our work [ZL16].
In general, the complex nature of exactly solving the equations underlying
many-body nuclear interactions defies present-day computational methods. At
energies relevant to experiments at the Large Hadron Collider (LHC) and other
high-energy accelerators, progress has been made in the discretized space of
lattice QCD [GL10], though such calculations typically do not extend down to
energies of interest here. We thus need to rely on a variety of semi-empirical
nuclear-reaction models that are based to a large extent on experimental data
(for examples, see [Wil+94; Her+07; Wer+21; KHG23]), which in some areas
is far from complete [ZL16]. The lack of a fully theoretical description leads
to uncertainties in the prediction of interactions for which no or only few
measurements have been made.

In the context of developing detectors capable of measuring and identifying
cosmic-ray nuclei, it is important to understand the overall, macroscopic effect
nuclear reactions in the detector material have on the incident particles that
shall be analyzed. Any of the processes described above at minimum leads
to a change in mass and charge of the projectile, which consequently has
a different stopping power and hence energy-loss profile. Even for grazing
collisions, the projectile in most cases fragments into two or more particles
(nucleons and nuclei lighter than the original ion) due to excitation-induced
fission. These fragments retain, to a large degree, the velocity and direction
of the projectile, though small angular deflections are possible [ZL16]. The
corresponding changes in transverse and longitudinal momentum with respect
to the incident projectile are essentially normally distributed and well described
by the statistical theory of Goldhaber [Gol74], as confirmed by experimental
data [Zei+01; Zei+07; Zei+08]. In the extreme case of high-energy head-on
collisions (i.e., with small impact parameter), a large multiplicity of projectile-
like fragments is created, each having a stopping power that is significantly
lower than that of the pre-collision projectile (due to the Z2

2/β
2 scaling of the

energy loss in Equation 3.15).
Target (or target-like) fragments are created when the struck nucleus sub-

stantially participates in the interaction, either due to excitation resulting from
nucleon transfer or in close collisions where most of the nuclear matter of the
interacting ions is re-arranged. They have much lower energies than projectile
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Figure 3.10: Nuclear-reaction probability for neon nuclei in carbon (orange) and
aluminum (blue) targets as a function of energy. Curves are shown for two target
thicknesses, x, as fixed fractions of the CSDA range, x/Rcsda = 0.1 and x/Rcsda = 0.5.
The physical thickness thus varies with energy. The black line shows the scaled ranges
in aluminum for comparison. Data taken from [Gei+02; ZZB10].

fragments (on the order of tens of MeV or less [ZL16]) and consequently have
a high stopping power and short range. Since they are evaporated from a
de-exciting nucleus that is essentially at rest, they are also emitted more or
less isotropically, creating a star-like pattern of energy deposition around the
interaction site. Only neutral fragments (neutrons) can have a longer range
and cause energy deposition far away from the projectile track when they hit
another target nucleus and initiate a secondary nuclear interaction.

Overall, fragmentation leads to an energy-loss behavior that is significantly
different from the one for electromagnetic interaction alone, as discussed in
the previous sections of this chapter. For projectile fragmentation, the sum of
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the stopping power of the fragments is always lower than that of the incident
nucleus [ZL16]. Paired with the longer range of the fragments, this leads to a
flatter and deeper energy-deposition profile. Target fragmentation, on the other
hand, leads to large, localized energy depositions at random locations along the
projectile’s path. Both processes are usually not covered in the discussion and
parametrization of the energy loss of ions in matter and, specifically, are not
included in the mathematical description of energy-loss straggling referred to
in Section 3.3.5 above. In the literature, this omission is usually justified with
the identity-changing nature of nuclear reactions. The above treatment of the
heavy-ion stopping power thus applies to the pre-collision projectile and to the
projectile and target fragments separately but not to the projectile–fragment
system as a whole.

The probabilities for possible end states of a nuclear reaction can be quanti-
fied by a plethora of interaction cross-sections, such as the elemental and iso-
topic fragment-production cross-sections and various differential cross-sections
in angle, energy, and momentum [Nor+12]. In our work, we are primarily in-
terested in the probability for a nuclear reaction to take place in the interaction
of a given projectile–target combination as a function of the projectile’s kinetic
energy. Likewise, we would like to know the probability for such a reaction to
change the elemental nature of the projectile, which requires an alteration of its
nuclear charge, Z1. These probabilities are given by the total nuclear-reaction
cross-section and by the charge-changing cross-section, respectively. Different
semi-empirical parametrization for both exist and a brief but good overview is
given in [Luo+21].

Figure 3.10 exemplarily shows the total nuclear-reaction probability for
neon nuclei in carbon and aluminum for two target thicknesses (given as fixed
fraction of the CSDA range). The data was taken from Geissel et al. [Gei+02],
who performed calculations based on the widely used parametrization by Shen
et al. [She+89]. The data illustratively highlights that (1) nuclear reactions are
percent-level processes even at energies below 100 MeV per nucleon and that
(2) they are dominating processes in targets of more than 10 cm thickness and
for energies close to or exceeding 1 GeV per nucleon. Incidentally, the latter
value coincides rather well with the region of maximum cosmic-ray flux (see
Figure 2.5) and with the upper end of the sensitivity range of our detectors.
This quite clearly demonstrates the importance of nuclear reactions, and in
particular target fragmentation, to our work.
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3.4 Interaction of Neutrons with Matter

The interaction of neutrons with matter differs substantially from that of
charged particles. It is dominated by elastic and inelastic scattering off nuclei
of a material’s constituent atoms, and by the triggering of nuclear reactions
such as capture, spallation, and fission [And+17]. Neutrons can only indirectly
deposit energy through a two-step process: They impart energy on protons
or nuclear fragments and these heavy charged particles—which have a high
stopping power and short range—then deposit this energy via electronic losses.

The dominant interaction and intermediate and high energies is elastic
scattering with atomic nuclei. In this case, the average energy transferred to
the recoiling nucleus is [And+17]

Q = Ei
2mnM

(mn +M)2
=

Qmax

2
, (3.76)

where Ei is the incident neutron energy, mn the neutron mass, M the mass
of the nucleus, and Qmax the maximum possible energy transfer. The energy
transfer is thus largest for low-Z materials (with correspondingly low M). For
hydrogen, for example, approximately half the kinetic energy is transferred
in a single collision because M = mp ≈ mn. This effect is exploited for the
moderation of neutrons, i.e., for the degradation of their energy to thermal
levels (around 0.025 eV): The average number of collisions to thermalize a
neutron with 1 MeV initial energy is about 25 for hydrogen, 114 for carbon,
and 2092 for uranium [And+17]. Shielding against neutrons must therefore
contain a high proportion of low-Z materials. The differential cross-section for
a single-neutron elastic scattering is given by [And+17]

dσel
dΩ

= |l|2 , (3.77)

where l is the scattering length that contains all physics of the interaction a
varies greatly between different nuclei.

At energies larger than a few MeV, neutrons can impart sufficient energy on
a nucleus to lift it into an excited state. In such inelastic collisions, a neutron
with lower energy is emitted in a random direction [And+17]:

n +A
Z X →A+1

Z X∗ →A
Z X∗ + n′ →A

Z X+ n′ + γ . (3.78)

Here, n is the incident neutron, n′ the emitted neutron, A
ZX

∗ the target nucleus
in the excited state, and A+1

Z X∗ the unstable intermediate product after the
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neutron has entered the nucleus. Typically, a large fraction of the incident
neutron’s energy are lost and emitted as secondary radiation upon de-excitation
of the target nucleus.

At lower energies than required for inelastic scattering, thermal neutrons
can be captured by a nucleus, leading to an excited intermediate product that
decays via the emission of a proton or a gamma ray. In neutron-induced
nuclear fission, a heavy nucleus splits into two or more smaller nuclei, releasing
large quantities of energy because of the larger binding energy of the fission
products [Joy18]. This process is largely irrelevant for the work described in
this thesis. Much more relevant is spallation, which is the term used to describe
neutron-induced fragmentation of a target nucleus (see Section 3.3.6 above).
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Concluding Remarks

My review of the interaction of radiation with matter may seem somewhat
detailed for a dissertation focusing on detector development and not on the
theoretical description of such processes. I would like to point out, however,
that I barely scratched the surface of many effects that ultimately determine
the (theoretical) performance of our sensors. Especially the stopping of heavy
ions, though increasingly well understood, is still an area of active research.
Uncertainties remain even in seemingly fundamental aspects of stopping the-
ory. It will become evident in the remainder of my thesis that few of these
uncertainties can cast serious doubt on the general working principle of the
detectors we develop. Some, however, may significantly affect the precision
and accuracy of our measurements.

It is important to keep in mind that interest in stopping theory has waned in
recent decades. Many modern simulation tools were optimized for the descrip-
tion of highly relativistic particles—as relevant to experiments at the LHC and
other high-energy accelerators—for which corrected forms of Bethe’s theory
provide adequately accurate predictions. In addition, little high-precision data
at low energies has become available apart from what is needed to improve
cancer therapy (mostly concentrating on protons and carbon). Care must
thus be taken when relying on simulation frameworks developed for these
applications.
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Chapter 4

Relevant Detector Technologies

Almost all devices for detecting charged particles exploit the fact that a charged
particle ionizes the material along its track—hence the often-used distinction
between ionizing radiation (charged particles and photons above a certain
threshold energy) and non-ionizing radiation (photons below the ionization
threshold). With few exceptions1, modern detectors collect, and in some cases
multiply, the created electron-ion pairs or electron-hole pairs (in the case of
semiconductor detectors). The collected charge is then used as a measure of
the energy the particle lost in the detector through ionization.

The most common detector materials are gases and solids; liquids are
seldom used, but if they are, then often at larger scales (for example in the
liquid-Argon calorimeter of the ATLAS experiment [WC09]). Gases are often
employed to construct detectors with large volumes and an acceptable price tag
but have the disadvantage of requiring pressure vessels and systems for mixing,
handling, and purifying gases. Solid-state detectors, on the other hand, are
used to construct detectors of the highest resolutions but are often expensive
and difficult to scale. Though gaseous detectors are used in space (for example
in the transition radiation detector of the AMS-02 experiment [Agu+21a]),
the rigorous safety requirements typically encountered in space missions and
the small sizes of most instruments favor the use of solid-state materials.

Our work focuses on the development of detector systems based on solid-
state materials, with a particular focus on the use of various organic and
inorganic scintillators. I therefore introduce the physical principles of the

1Nuclear track-etch detectors, for example, do not collect charges but make use of the damage to
their base material caused by the ionization [HW80].
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scintillation mechanism, with a particular emphasis on organic scintillators. As
many of our detectors are based on scintillating fibers, I also discuss the princi-
ples of light transport in fibers and summarize the current state of knowledge
about using them in space applications. We exclusively use silicon photomul-
tipliers (SiPMs) to detect scintillation light in our detectors, and I introduce
them at the end of the chapter.

4.1 Detection Efficiency and Geometric Factor

In the fields of cosmic-ray research, astrophysics, and in radiation protection,
we want to determine absolute fluxes of particles in a certain region of space.
To do so, we use detectors that are imperfect. Particles traversing a detector’s
active volume may not sufficiently interact with it for us to be able to determine
their type, energy, and direction of incidence. In some cases, they may not
interact at all. The so-called detection efficiency—the probability for a particle
to leave a reconstructable trace in the detector—may in general depend on the
particle type, energy, and direction, and on the location of the first interaction
in the detector [Leo94; Kno10].

We thus need to understand what count rate—i.e., the number of particles
detected per unit time—we expect in a detector for a given energy- and
direction-dependent flux. Conversely, if we want to calculate an absolute flux
from a measured count rate, we need to know the detector’s energy- and
direction-dependent sensitivity. We hence consider a detector subjected to a
particle flux with spectral intensity J(E, θ, φ) = J0(E)F (θ, φ), with F (θ, φ)
normalized such that ∫ π

θ=0

∫ 2π

φ=0
F (θ, φ) dΩ = 4π, (4.1)

where dΩ = sin θ dθ dφ, and θ and φ are the polar and azimuth angles encoding
the direction. J(E) thus describes the energy spectrum of the flux, assumed
to be constant in time. We also assume that both J(E) and F (θ, φ) have no
spatial dependence—or that the detector is fixed in space—such that we do
not need to take into account spatial coordinates.

In this scenario, the count rate of the detector is given by [Sul71; CO71]

C =

∫ E2

E1

[∫
Ω
dΩ

∫
S
F (θ, φ) r̂ · dσ

]
E

J0(E) ϵ(E) dE , (4.2)
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where Ω is the full solid angle considered, S is the total area of detector’s
entrance aperture, r̂ the unit vector in direction (θ, φ), and r̂ · dσ the effective
element of area oriented into that direction. In the general case, r̂ · dσ
may depend on the particle energy. ϵ(E) is the energy-dependent detection
efficiency, which we here assume to be independent of θ and φ, though this is
often not true in real detectors. E1 and E2 are the lower and upper bounds of
the range of particle energies being considered, respectively. If calculating the
total count rate, E1 is the minimum detectable kinetic energy and E2 = ∞.

The term in square brackets is the gathering power of the detector for a flux
whose intensity has an angular dependence given by F (θ, φ) [Sul71]:

ΓF(E) =

∫
Ω
F (θ, φ) dΩ

∫
S
r̂ · dσ =

∫
Ω
F (θ, φ)A(E, θ, φ) dΩ (4.3)

Here, we define the directional response function of the detector as

A(E, θ, φ) =

∫
S
r̂ · dσ . (4.4)

Once determined, the response function allows to calculate the gathering power
of a detector for any given flux J0(E). This is especially useful in numerical
simulations.

In the simplifying case of an isotropic flux, F (θ, φ) is unity and the gathering
power is independent of θ and φ. If we further assume that the detection
efficiency is unity and independent of energy, we can define the detector’s
geometric factor, often also called the geometric acceptance, as

GF(E) =

∫
Ω
dΩ

∫
S
r̂ · dσ =

∫
Ω
A(E, θ, φ) dΩ , (4.5)

such that the count rate is simply given by

C =

∫ E2

E1

GF(E) I0(E) dE . (4.6)

I0(E) is intensity of the particle flux at a given energy E that is constant in
space and in time. An often used simplification assumes that the response
function (Equation 4.4), and thus the geometric factor, are energy-independent,
as is for example the case for a particle telescope consisting of two or more
planar detectors without a magnetic field. In this case, Equation 4.6 reduces to

C = GF

∫ E2

E1

I0(E) dE . (4.7)
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Detector plane 1

Detector plane 2

Figure 4.1: Definition of variables used for the analytic calculation of the geometric
factor of two co-planar detectors.

Though not always reflecting the true response function, the geometric
factor is—due to its simplicity—often the parameter of choice for comparing
the gathering power of different detectors used in cosmic-ray research.

4.1.1 Analytic Solutions

Since Equations 4.4 and 4.5 are difficult to compute analytically, especially if
they depend on the particle energy, the response function and geometric factor
are often determined numerically. There exist, however, analytic solutions for
simple cases that can help to approximate more complex geometries.

One of them is a single planar detector, whose geometric factor for an
isotropic particle flux is simply given by [Sul71]

Gplan
F = 2πA, (4.8)

where A is the total area of the detector. Another simple geometry is that of a
particle telescope consisting of two co-planar detectors with side lengths xi and
yi that are separated by a distance d (see Figure 4.1). An analytic expression
for an isotropic flux and for the general case where the two detectors do not
have the same size (x1 ̸= x2) was found by Thomas and Willis [TW72], and
independently by Sullivan [Sul71]. In the case of equally sized detectors
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(x1 = x2 = x and y1 = y2 = y), their expressions are identical to those found
earlier by Witmer and Pomerantz [WP48]:

Gtel
F =

2x
√
d2 + y2

d2
arctan

x√
d2 + y2

+
2y

√
d2 + x2

d2
arctan

y√
d2 + x2

− 2x

d
arctan

x

d
− 2y

d
arctan

y

d
− ln

d2(d2 + x2 + y2)

(d2 + x2)(d2 + y2)

(4.9)

Such analytic expressions can be used to check numeric determinations
for consistency, as I will do for the calculation of the geometric factors of our
detectors in Section 9.2.

4.2 Scintillators for Charged-Particle Detection

Despite being one of the oldest techniques for particle detection [Pri50; Bel50],
scintillation detectors still play a significant role in all areas of scientific re-
search that involve the detection of charged (and uncharged) particles. The
use of scintillators dates back to the early days of experimental nuclear physics
[RCE30], and they remain one of the most versatile radiation-sensitive ma-
terials to this day [Kha15]. At the same time, they are simple to use, often
relatively inexpensive, and can be the basis for rugged detectors operating in a
wide range of environmental conditions without the maintenance requirements
associated with, for example, gas detectors.

In a scintillator, the energy deposited by a charged particle through the
ionization and excitation of the material’s constituent atoms or molecules
is partially dissipated via luminescence—i.e., the emission of photons with a
characteristic wavelength spectrum. There are essential differences in the
scintillation process in organic and inorganic materials [Bir64], though I will
here focus on the former, as relevant to the charged-particle detectors described
in this thesis. The ideal (organic or inorganic) scintillator should possess the
following properties [Kno10]:

1. The material should convert the energy deposited by a (charged) particle
into detectable light with high efficiency.

2. The conversion should be linear—i.e., the light yield should be directly
proportional to the deposited energy over a wide range of energies.
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3. The scintillator should be transparent to its own light emission.

4. The decay time of the induced luminescence should be short, resulting
in fast pulses that allow the detection of particles at high rates and with
good time resolution.

Scintillating materials differ widely in their properties, and no single material is
the perfect fit for every conceivable application. Because of the high Z-value of
their constituents and their high density, inorganic scintillators are widely used
in medical physics, X-ray and gamma-ray spectroscopy, and for calorimetry
[Sch21; Sve+17; Shw17]. They tend to have the highest light yield (up to
100,000 photons per MeV of energy deposition in extreme cases [Yan+22])
and linearity, though they often have a long decay time (several hundred
nanoseconds to microseconds) that prevents their use in high-rate applications
[Duj+18]. In the past decade or so, however, several inorganic materials were
found that show decay times of only a few nanoseconds, albeit often at the
cost of a lower light yield [Yan+22].

Organic scintillators, on the other hand, are favored for the detection of
charged particles and neutrons due to their lighter constituents, lower density,
and high hydrogen content [Kno10; Ham21]. They are generally faster than
inorganic materials, with decay times of a few to tens of nanoseconds, but tend
to have a lower light yield (typically on the order of 10,000 photons per MeV
or less for plastics and slightly higher for organic crystals [Ham21; YWF15]).
Improving the latter is one of the primary drivers of current materials research
in the field of organic scintillators [Kos22].

4.2.1 Scintillation Mechanism in Organic Scintillators

The scintillation mechanism in organic materials is closely associated with
conjugated and aromatic organic molecules, in particular those containing
one or several benzene (C6H6) rings. In contrast to most inorganic materials—
which require a regular crystalline lattice—scintillation from a given molecular
species can thus be observed independent of its physical state [Kno10]. This
is because organic materials form compounds or molecular crystals in which
the molecules are only loosely bound by Van der Waals forces and retain their
individual identity, electronic structure, and luminescent properties [Tsa+18].
The latter can thus be observed in the vapor state, in liquid and solid solutions,
in the liquid, plastic and glassy states, and in the crystalline state [Bir64].
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Figure 4.2: Examples of the three different hybridizations of valence-electron orbitals
in simple hydrocarbons. The four σ bonds in the non-luminescent sp3 hybridization
are arranged in a (three-dimensional) tetrahedral geometry. The luminescent sp2

and sp hybridizations lead to planar geometries. Only the C–H and C–C σ bonds
are shown; the π molecular orbitals (MOs) forming the double and triple bonds are
omitted for clarity.

The structure and luminescent properties of organic molecules is largely
determined by the electronic structure of the carbon atom and its ability to
form hybridized electron orbitals [Bir64]. In carbon, one of the electrons in
the 2s state can be considered promoted to a 2p orbital because the atom
can then form energetically favorable saturated, double-bonded, or triple-
bonded hydrocarbons [CGW12]. Figure 4.2 shows the three ways in which the
resulting four valence-electron orbitals (one 2s and three 2p) can overlap and
form covalent bonds, using simple hydrocarbons as illustrative examples.

In methane, the four orbitals overlap in equal parts—each taking three
quarters of its character from a 2p orbital and one quarter from the 2s orbital—
to form four equivalent sp3 hybrid orbitals [CGW12]. These overlap with the 1s
orbitals of hydrogen atoms to form four σ bonds of equal length and strength.
Molecules containing only σ bonds are not luminescent. In ethylene, one of the
2p orbitals remains unchanged, and three equivalent sp2 hybrid orbitals are
formed by mixing the other two 2p orbitals and the 2s orbital [CGW12]. The
sp2 orbitals participate in the C–C and C–H σ bonds, while the remaining 2p
orbitals of the two atoms overlap to form a π molecular orbital (MO), providing
the second part of the C–C double bond. In acetylene, only one 2p orbital
mixes with the 2s orbital to form two sp hybrid orbitals that participate in the
C–H and C–C σ bonds. The remaining four 2p orbitals from both carbon atoms
combine to form two π MOs, resulting in a C–C triple bond.
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Figure 4.3: π MOs in benzene: The six carbon atoms are sp2 hybridized and form a
planar ring via σ bonds. The six free 2p orbitals combine to form six delocalized π
MOs, giving the molecule its luminescent properties.

It is the excited states of these π MOs that give organic molecules their
luminescent properties [Bir64]. The most important luminescent molecule is
the aromatic benzene ring, whose six carbon atoms are sp2 hybridized and form
a planar ring via σ bonds (see Figure 4.3). The six free 2p orbitals combine to
form six π MOs, and the electrons in these orbitals are delocalized—i.e., they
are spread equally over all the carbon atoms [CGW12]. Similar systems of
delocalized π electrons occur in other aromatic and conjugated systems.

The electronic energy levels of a molecule with such a π-electron structure
and the transition between these levels can be schematically represented by
a Jabłoński diagram (sometimes called Perrin-Jabłoński diagram), as shown
in Fig 4.4. Energy deposited by a particle can be absorbed by lifting the
system from its ground state, S0, to any of the excited singlet (S2, S3, ...)
states. In typical organic scintillators, the energy spacing between the S0

and S1 states is about 3 or 4 MeV [Kno10]; the spacing between higher-lying
states is somewhat smaller. Superimposed on each of the electronic levels are
vibrational sublevels with a typical spacing of about 0.16 MeV, denoted by a
second subscript (S00, S01, ...) [Bir64]. The transition between singlet and
triplet (T1, T2, ...) states is spin-parity-forbidden, though it may occur under
certain conditions [GL68]. Because the spacing between vibrational levels is
large compared to average thermal energies (0.025 eV), the predominantly
populated level at room temperature is the S00 ground state [Kno10]; the
molecule is thus primarily excited via S00 → S1x, S00 → S2x, ... transitions.
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Figure 4.4: Jabłoński diagram of the energy levels and transitions between them in an
organic scintillator. Higher-lying vibrational sublevels are only shown when needed to
indicate internal conversion. See text for explanation.

Types of Luminescence

In a scintillator, kinetic energy of a charged particle passing near luminescent
molecules is absorbed via the excitation of their π-electron system into any of
the singlet states S1, S2, ... (see the upward-pointing arrows in Figure 4.4).
Despite their short radiative lifetime, the higher singlet states (S2, S3, ...) can
efficiently and quickly (on the order of picoseconds) de-excite via non-radiative
internal conversion to the S1 state due to the overlap of adjacent excited states
[Bir64]. Sublevels with excess vibrational energy (e.g., S11 or S12) are not
in thermal equilibrium with their neighbors and quickly relax non-radiatively
to the state’s lowest vibrational level [Kno10]. The excitation process thus
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produces—in a very short time—a population of molecules in the S10 state.
The S10 state has a lifetime on the order of a nanosecond (or less) and

can de-excite radiatively to any of the vibrational sublevels of the ground
state (S01, S02, ...), which then quickly relax non-radiatively to S00. The
photons emitted in this prompt luminescent process, called fluorescence, make
up the largest part of a scintillator’s light emission. Their wavelength spectrum
reflects the vibrational structure of the S0 state. Though the resulting spectral
structure is roughly the inverse of the S0 → S1,... absorption band, the whole
spectrum is shifted to somewhat lower energies (longer wavelengths) because
(1) excitation starts exclusively from the S00 state and (2) energy is lost in
internal conversion and vibrational relaxation to the fluorescent S10 state.2

This so-called Stokes shift can intuitively be understood when comparing the
length of the absorption and fluorescence arrows in Figure 4.4 and is the reason
why scintillators are partially transparent to their own light emission. The
intensity of the fluorescence emission decays exponentially with time according
to [Bir64]

I(t) = I0e
−t/τ , (4.10)

where I and I0 are the intensities at time t and t = 0, respectively, and τ is the
decay time, which typically is on the order of a few nanoseconds.

A fraction of the molecules excited to the S10 state undergo a non-radiative
transition into the triplet state T1 in a process called intersystem crossing
[LK44]. Though spin-parity-forbidden, such transitions are made possible by
the reversal of electron spins through spin–orbit coupling in overlapping excited
states [Kas50]. Another path to T1 is the recombination after ionization of the
π-electron system, which preferentially populates the triplet state [Ham21].
T1 is long-lived, with lifetimes ranging from microseconds to seconds [Bir64],
and can radiatively decay to the S0 state (and its vibrational sublevels), a
process known as phosphorescence [Jab35; Kas47]. Because T1 lies below S1,
the spectrum of phosphorescence light, though also exhibiting a structure
reflecting the S0 vibrational sublevels, is shifted to longer wavelengths. Its
intensity decays exponentially (see Equation 4.10) but with a much longer
decay time of up to several seconds.

While in T1 or some other metastable state, molecules may during their
excitation lifetime acquire sufficient thermal energy to return (via a reverse
intersystem crossing) to S1 and subsequently decay radiatively to S0. The
resulting luminescence spectrum is the same as that of fluorescence but decays

2There are materials that are known to show luminescence from higher excited states [Ito12].
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non-exponentially with a period on the order of microseconds or longer [Bir64].
The process is hence known as delayed fluorescence, and its intensity and timing
depend on a number of parameters, including the T1–S1 energy gap, the
lifetime of T1, and the temperature [Bir64].

The scintillation efficiency of a scintillator is defined as the fraction of energy
deposited by a charged particle that is converted into visible light—i.e., via any
of the three mechanisms discussed above [Kno10]. This definition disregards
that for many applications, only prompt fluorescence is desirable, while de-
layed fluorescence and phosphorescence are often unwanted byproducts3 that
may lead to a degradation of measurement resolution because of their long
decay times. The scintillation efficiency of typical materials is low—mostly in
the single-digit percent regime after excitation by charged particles [Cla74],
though it can reach up to 90% upon excitation via ultraviolet (UV) radiation
[Bir64]—because excited molecules can relax via a number of non-radiative
processes. Figure 4.4 exemplarily shows vibrational relaxation after internal
conversion and intersystem crossing from the S1 and T1 states to higher-lying
vibrational levels of S0, respectively. All such non-radiative de-excitation pro-
cesses are collectively called (ionization) quenching [Bir51]. They decrease
mainly the intensity of the fast scintillation component (prompt fluorescence);
the slow components and all decay times remain largely unaffected [Bir64].
To achieve high scintillation efficiency, care must be taken during the produc-
tion of scintillators to avoid impurities that generate additional avenues for
quenching.

Classification of Organic Scintillators

There are unitary, binary, and ternary organic scintillators. Unitary systems,
the most important being pure crystals such as anthracene, consist of a single
fluorescent material. A range of widely available materials—for example
plastics like polystyrene or poly(methyl methacrylate)—scintillate, but their
efficiency is often too low to be of practical use. In binary systems, this
deficiency is compensated by mixing scintillating materials in liquid, plastic, or
crystalline solutions. Often, the scintillation efficiency can be further improved
by adding a third material. Such ternary systems can come in the form of liquid

3There has, however, recently been an increased interest in materials exhibiting thermally
activated delayed fluorescence (TADF) for applications ranging from X-ray imaging to highly
efficient organic light-emitting diodes (LEDs) [Abr+22; Ma+22; Men+23].
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Figure 4.5: Molecular structure of the two most widely used polymer matrices for
plastic scintillators. On the left, the π-electron MOs of the aromatic benzene ring are
drawn as circle in the ring, visualizing the de-localization of the MOs. In the field
of chemistry, however, it is often preferable to draw them as alternating single and
double bonds (see right) [CGW12].

and plastic solutions, and I will discuss their scintillation mechanism using the
example of plastic scintillators below.

4.2.2 Plastic Scintillators

Plastic scintillators are broad class of mostly ternary plastic solutions that offer
several advantages over many other organic materials. Most importantly, they
are relatively inexpensive and can be fabricated or machined into arbitrary
shapes. The majority of plastic scintillators are ternary systems, consisting
of a solvent (or matrix) and two solutes. The matrix, which makes up the
bulk of the material, typically has a rather low scintillation efficiency or is
largely opaque to its own luminescence emission. The two most commonly
used plastics are the aromatic polymers polystyrene (PS) and polyvinyltoluene
(PVT) [Bir64], whose molecular structures are shown in Figure 4.5. Other
options include the non-aromatic poly(methyl methacrylate) (PMMA)4 [SK05]
and, more recently, cheap materials like polyethylene naphthalate (PEN) and
polyethylene terephthalate (PET) [Nak+11; Nak+13], as well as polysiloxanes

4Often, aromatic co-solvents are added to compensate for PMMA’s comparatively low intrinsic
scintillation efficiency [Mos+93].
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Figure 4.6: Jabłoński diagram of the energy transfer in ternary plastic scintillators.
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radiative process called Förster resonance energy transfer (FRET). The fluorescence
light of the dye is absorbed by the wavelength shifter and re-emitted at longer wave-
lengths. The length of the arrows is not to scale.

with higher radiation hardness [Kos22]. Plastics can also be mixed or otherwise
modified to achieve a higher overall performance [Nak+13; BHS14; Zai+20].

The primary solute, often called the primary dye, is added to increase the
scintillation efficiency. It is typically a fluorophore, a chemical compound that
comprises multiple aromatic groups or other molecular structures containing
several π-electron systems [Kau93; Mos+93]. Recently, significant progress
has been made in using nanomaterials or heavy element-enriched dyes to
increase the scintillation efficiency in certain applications [Par+14; Dem+16;
Haj+18; Min+21]. Excitation energy moves from the matrix to the dye in a
process called Förster resonance energy transfer (FRET) [För06], in which it is
transferred non-radiatively via intermolecular dipole-dipole coupling [SSN22].
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(a) p-terphenyl
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Figure 4.7: Molecular structure of two fluorophores that are commonly used as primary
dye (p-terphenyl) and wavelength shifter (POPOP) in plastic scintillators.

Since this transfer is the more efficient process, the intrinsic fluorescence of the
matrix is largely suppressed (see Figure 4.6). FRET can only happen when the
emission spectrum of the matrix and the absorption band of the dye (partially)
overlap [SSN22]. Its efficiency depends strongly on the distance between
the donor and the acceptor molecules and thus varies significantly with the
concentration of the dye [SSN22]. In most cases, optimal concentrations range
from 0.3 to 4% by weight [Mos+93].

The fluorescence of the primary dye typically lies in the UV (with a maxi-
mum between 300 and 400 nm) and is much brighter than that of the matrix.
The material is, however, often still largely opaque to its own emission. To
compensate for the strong self-absorption, a wavelength-shifting fluorophore is
added as a secondary solute at concentrations of 0.1% or less. This wavelength
shifter efficiently absorbs the photons emitted by the dye and re-emits them
at a longer wavelength, usually in the blue to blue-green part of the visible
spectrum (400 to 500 nm) [Mos+93]. Thanks to this shift, the self-absorption
in the material can be greatly reduced, and the emission spectrum also matches
better to the sensitivity range of most photosensors.

Figure 4.7 shows the molecular structures of two commonly used flu-
orophores, p-terphenyl [Wak82] and 1,4-bis(5-phenyloxazol-2-yl) benzene
(POPOP). p-Terphenyl is one of the most efficient primary dyes and can be
added to a wide range of plastics [Gal13]. POPOP is used as a wavelength
shifter [HYP22] and has a fluorescence spectrum that matches well to the
peak sensitivity of modern silicon-based photosensors (see Section 4.5 below).
Figure 4.8 compares the absorption bands and emission spectra of these two
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Figure 4.8: Fluorescence and absorption spectra of PVT, p-terphenyl, and POPOP. Data
taken from [AAT24].

fluorophores to the intrinsic fluorescence spectrum of PVT, illustrating how
the scintillation light gets shifted form the UV to the blue region. Ideally, the
emission of a scintillator is primarily that of the wavelength shifter. The shape
of the spectrum, though, is determined by the folding of the emission and
absorption bands of the matrix and the fluorophores and thus is not exactly
that of the shifter [Bir64].

The true nature of the scintillation process is often more complicated than
the simplified picture I present here, which has a clear-cut transfer path for
the excitation energy. In reality, different processes, for example fluorescence
and FRET in the matrix, compete with each other, resulting in a scintillation
spectrum that is a mix of those of the solvent and the solutes [HB78; Mon+19].
Alternate, radiative transitions that compete with FRET can exist, and the
relative strength of the different processes is often concentration-dependent
[Bir64]. Plastic scintillators are also not restricted to ternary systems [HYP22;
Kos22]. The above picture does, however, reflect the scintillation process in
plastics accurately enough for the purposes of this thesis.
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Degradation due to Radiation Exposure

Transient and permanent molecular damage in a scintillator creates quenching
centers, causing a deterioration of the scintillation efficiency that is induced
gradually under the prolonged exposure to ionizing and non-ionizing radia-
tion [BB51]. Sometimes referred to as aging [BB92], the magnitude of this
deterioration depends on many parameters, including the chemical nature of
the matrix and the solvents [Bri+93; Kha19], the environmental conditions
(e.g., temperature, presence of oxygen or other reactive gases) [Tom+93],
the type of radiation [Sai+22], and the rate of exposure [GWC93; TH93].
The transparency of the scintillator to its own emission is likewise affected
by the formation of so-called color centers that absorb fluorescence light and
lead to a visible discoloration of the material [Zor93; Jiv+17]. The scintil-
lation and transmission efficiencies can partially recover after exposure in
processes collectively known as annealing [Bri+93; TSJ93; HJS93]. Like the
deterioration under exposure, the annealing process can strongly depend on
environmental parameters like the temperature and the presence of oxygen
[Wic+91; Wal+93].

Significant efforts have been made to find and develop radiation-hard
scintillators for current and future high-luminosity accelerator experiments
[Mar+93; Che93; Dec15; Det+17], from which the astroparticle and cosmic-
ray communities can profit immensely. Even for plastic scintillators, which
are among the most susceptible to radiation damage, acceptable doses of
up to several Mrad (∼ 105 Gy) can be achieved [Zor+89; Mar+93; Bil+18;
Zhm+19], vastly exceeding the requirements in typical space applications.

4.2.3 Response of Organic Scintillators

In a scintillator, only a small fraction of the kinetic energy lost by a charged
particle is converted into scintillation light. The remainder is dissipated non-
radiatively, mainly in the form of (lattice) vibrations or heat [Kno10]. The
scintillation efficiency generally depends on the particle type and its energy, and
in the ideal case it is independent of energy—leading to a linear relationship
between light yield and particle energy.

Mathematically, the response of a scintillator to excitation by a charged
particle can be characterized by its light yield (i.e., the number of photons
created) per unit distance traveled by the particle, dL/dx. It is, however,
sometimes more useful to express the light yield as a function of deposited
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energy, dL/dE. The two quantities are related via

dL

dx
=

dL

dE
· dE
dx

, (4.11)

where dE / dx is the total energy lost by the particle per unit distance. In the
absence of quenching and potential other non-linear effects, the light yield is
directly proportional to the energy loss [Bir64]:

dL

dx
= S

dE

dx
. (4.12)

Here, S ≡ dL/dE is the overall scintillation efficiency of the material in the
regime of proportionality, that is, at high particle energies and thus low energy
loss. It has the dimension of [photons · energy−1]. Since dE / dx depends on
the kinetic energy and the charge of the particle, the light yield is a function of
these parameters as well.

In this regime, the total light yield (number of photons) of a particle losing
an amount of energy E1 is given by [Kno10]:

L =

∫ E1

0

dL

dE
dE = SE1. (4.13)

Quenching

To account for ionization quenching, we need to modify the definition of the
light yield per unit of deposited energy to reflect its non-linear dependence on
the kinetic energy of the particle:

dL

dE

∣∣∣∣
Ek

= S ·Q
(
dE

dx

)
. (4.14)

Q is the unit-less quenching function that goes to unity at small energy loss
(and hence large Ek). With this modification, we can rewrite Equation 4.11 as
[Pös+21]

dL

dx

∣∣∣∣
Ek

= S ·Q
(
dE

dx

)
· dE
dx

. (4.15)

Birks was the first to propose a semi-empirical relation of the light yield
and the specific energy loss [Bir51] and his model is still widely used. He
assumed that quenching is an unimolecular process in which excited molecules
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relax non-radiatively without interacting with their neighbors (see Figure 4.4)
[Bir64]. He parametrized this process in terms of the density of ionized or
excited molecules along the particle track, B · dE / dx, and the probability for
non-radiative relaxation, k:

QBirks =
1

1 + kB · dE
dx

(4.16)

With this simple quenching function, Equation 4.15 approximates Equation 4.12
at small dE / dx. At large specific energy loss, it becomes [Bir64]

dL

dx
=

S

kB
= const. (4.17)

In Birks’ model, there thus exists a maximum light yield in every scintillator
that is solely determined by its own properties and not by the type or energy
of the incident particle. k and B can neither be derived from first principles
nor be measured independently. Their product, kB, thus acts as one parameter
known as Birks’ coefficient, which has the dimension of [distance · energy−1]
and is determined via fits to experimental data [Hir+92].

In many cases, this single adjustable parameter can adequately describe
the shape of experimentally observed energy-loss profiles [Kno10]. There
exist, however, a number of more complicated models that try to compensate
for the shortcomings of Birks’ model. I describe them in the context of the
measurements we performed to precisely determine the quenching behavior of
the scintillators we use (see Section 7.1).

Time Response

To first order and for most applications, it can be assumed that the lumi-
nescent states in an organic molecule are populated instantaneously. If only
fluorescence is observed, the time response of a scintillator is thus a quasi-
instantaneous leading edge followed by a simple exponential decay (see Equa-
tion 4.10) [Kno10]. In a more refined picture, the time it takes to populate the
S10 level from which prompt fluorescence arises (half a nanosecond or less)
can be taken into account via [Kno10; KR64]

I = I0

(
e−t/τ − e−t/τ1

)
, (4.18)

where τ1 is time constant for the population of the optical levels and τ is the
decay time of the fluorescence emission that is typically stated by manufacturers.
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An alternative approach describes the population step by folding Equation 4.10
with a narrow Gaussian distribution [MB79]. Most plastic scintillators are
quite fast and have decay times well below 5 ns.

The longer decay time of delayed fluorescence, typically measured in hun-
dreds of nanoseconds, does not play a large role in most applications because
scintillators are usually engineered to predominantly de-excite via prompt
fluorescence. One can, however, make use of the fact that the probability for
populating long-lived triplet states, and hence the intensity of the delayed
component, depends on the energy-loss density [Kno10]. Since prompt and
delayed fluorescence both decay exponentially, the time evolution of the total
scintillation intensity can be modeled by the sum of two exponential decays.
The relative strength of the longer decay component can then be used to
distinguish between different types of particles (gamma rays, neutrons, heavy
nuclei) in a method called pulse shape discrimiation (PSD). A range of materials
is specifically designed for PSD, mostly for separating neutrons from gamma
rays [RWH64] and alpha particles from electrons5 [Bag+10].

4.3 Scintillating Fibers

In the late 1950s, it was realized that the spatial resolution of scintillator
detectors could be improved if they were constructed from bundles of scintil-
lators drawn into long fibers instead of larger pieces of bulk material [RC57;
Rey60]. After initially losing out to spark and bubble chambers due to inferior
performance, in the late 1980s material and production improvements [BPS81;
BS82; All+84] led to a resurgence of proposals to use such fibers—made
from plastic, glass, or liquid materials (the latter inside thin glass capillaries)—
for constructing large tracking detectors [Ali+88; Mus+95], active targets
[Ang+89; Ang+90], and calorimeters [Kir87; Her+90; App+97]. Nowadays,
the majority of applications use fibers made from plastic scintillators, taking
advantage of the relatively inexpensive raw materials and the much easier
production and handling (compared to glass fibers). Though glasses and other
inorganic materials continue to be used [Die+14; Lv+24], I will not discuss
them here because they are not relevant to our work.

Modern scintillating-plastic fibers consist of a core of polymer scintillator,

5These two applications are effectively the same, as neutrons and gamma rays are identified via
the separation of secondary alphas and electrons.
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mostly ternary fluorescent systems based on a PS matrix6, surrounded by one
or multiple thin layers of cladding material, usually PMMA or fluorinated
poly(meth)acrylate [Kno10]. Since the cladding material has a lower refractive
index than the core, a fraction of the scintillation photons can be reflected at
the core–cladding interface and the system thus acts as a light pipe. In fibers
with multiple layers of cladding (with sequentially lower refractive index),
additional reflections take place at the cladding–cladding interfaces, leading to
a higher trapping efficiency [Ruc93]. Each layer must be several wavelengths
thick to allow the electromagnetic wave to extend into the material [Kir87],
leading to typical thicknesses of a few micrometers [Reb+99].

Fibers are produced from preforms of bulk scintillator—rods of PS (with
additives) of several centimeters thickness—around which a layer of cladding
material is placed. The latter can either be an extruded cylinder whose inner
diameter closely matches the core preform, or a coating that is directly applied
to the polished surface of the core [Kir87]. The preform is slowly heated
to the softening point of the core and cladding materials and then pulled at
an appropriate, constant speed to form the fibers [Reb+99]. In this process,
the ratio of the physical dimensions of the preform core and cladding are
preserved. The minimum thickness of the final product (for a given preform
geometry) is thus limited by the minimum thickness to which the cladding
can be reduced without affecting the reflection condition at the core–cladding
interface [Reb+99]. The smallest commercially available diameter is 200µm,
though so-called microfibers with diameters as small as 50µm have been
produced [Blu+89]. By varying the pulling speed, virtually any final diameter
can be achieved, though a two-step pulling process may be necessary to produce
very thin ones [Kir87]. Variations in the fiber diameter stem from inconsistent
pulling speed and typically are on the order of ∼1%, though values down to
0.1% are possible [Kir87]. As the geometry of the preform is preserved, a
multitude of fiber cross-sections can be produced, though round and square
ones are most common.

4.3.1 Photon Transport and Trapping Efficiency

Photons incident on an interface between two transparent materials with
different refractive index are reflected if their angle of incidence (with respect

6In the early days of fiber development, PVT was used as matrix [BPS81] but was soon replaced
by PS due to its superior mechanical properties.
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Figure 4.9: Reflection of photons at the core–cladding (a) and cladding–air (b)
interfaces of a scintillating fiber with single cladding. θCC and θCA are the critical
angles for reflection at the core–cladding and cladding–air interfaces, respectively.

to the interface surface7) is smaller than the critical angle of refraction [BW20]:

θ < θcrit =
π

2
− arcsin

(
n2

n1

)
, (4.19)

where n1 and n2 are the refractive indices of the materials, and n1 > n2. The
larger θcrit, the larger the fraction of photons that can be trapped and thus
transported down the fiber.

This would suggest that a scintillating fiber (e.g., made from PS with
nPS =1.59) without cladding should be preferable over one with a cladding
made, for example, from PMMA because of the larger change in refractive
index (nPMMA = 1.49 vs. nair = 1). The challenge, however, lies in the perfectly
polished surface that is required for reflection to occur. An unprotected core–air
interface is damaged easily, leading to large scattering losses that outweigh the
gain in (theoretical) trapping efficiency. The cladding thus primarily protects

7In the field of optics, angles are usually measured from the surface normal, not from the surface.
In the context of fiber optics it is, however, more intuitive to measure angles from the surface
(i.e., from the center axis of the fiber) because emission angles are typically referenced to the
center axis as well. The definition of the critical angle in Equation 4.19 therefore differs from
the that found in textbooks by a factor of π/2.
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(a) Meridional ray

(a) Skew ray

Figure 4.10: Geometric conditions under which light can travel down a fiber. Merid-
ional rays travel in a plane that is parallel to one of the fiber’s side faces. Skew rays
follow a spiral path that is propagated along the length of the fiber.

the core–cladding interface against abrasion and other damage to keep the
reflection conditions intact [Leu95]. Some of the light escaping into the
cladding can be trapped by the cladding–air interface, though it is generally
assumed that the inferior optical quality of the cladding’s outer surface leads to
most, if not all, being lost [Reb+99; Kno10]. I discuss the trapping of photons
in scintillating fibers in more detail in Section 7.2.

Figure 4.10 shows the two geometric conditions under which light can
travel down a fiber, using the example of a square cross-section. Meridional
rays are photons that, in the case of round fibers, always pass through the
center axis of the fiber, even after many reflections [Kno10]. In square fibers,
the equivalent condition is that the photon travels in a plane that is parallel
to one of the fiber’s side faces. Meridional rays are typically used to illustrate
the transmission properties of optical fibers and require a minimum number
of reflections per distance traveled. Skew rays, on the other hand, do not
travel in a single plane but instead follow a spiral path that is propagated
along the length of the fiber. They theoretically have a higher capture fraction
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and would thus outnumber meridional rays. In practice, however, they have
a longer propagation path and need to undergo many more reflections at
the core–cladding interface and are thus more strongly attenuated [Whi88;
Kno10]. Many authors argue that they can be completely neglected [Reb+99].
This assumption at least holds for long fibers, though I discuss in Section 7.2
why it is oversimplified in the case of short ones.

For round fibers, the fraction of photons trapped as meridional rays can
be determined by calculating the fraction of solid angle, Ω, subtended by the
critical angle [Whi88; Kno10]:

fcore =
Ω

4π
=

1

4π

∫ φ=θcrit

φ=0
dΩ =

1

2
(1− sin θcrit) =

1

2

(
1−

ncladding

ncore

)
(4.20)

Assuming isotropic emission of the scintillation light, equal amounts are cap-
tured in both directions, so that the total light yield is double that given by
the above expression. For fibers with a PS core and a cladding made from
PMMA, Equation 4.20 yields a capture fraction of 3.1%. As skew rays some-
what contribute to the light transmission, some authors claim that the true
capture fraction is about 10 to 30% higher [Kir87; Whi88; Kno10].

Rebourgeard et al. developed a more refined mathematical model of light
propagation in the core of a fiber that includes skew rays [Reb+99]. For the
total capture fraction, their calculations yield

fcore,tot =
1

2

[
1−

(
ncladding

ncore

)2
]
. (4.21)

This expression yields a capture fraction of 6.1% for a PS–PMMA fiber, which is
not only more than 30% higher than the value given by Equation 4.20 but also
significantly larger than achieved in commercial products [Kur14; Lux23e].

Eqs. 4.20 and 4.21 only apply to round fibers and cannot straightforwardly
modified for other geometries. A treatment of the theoretical capture fraction
of fibers with a square cross-section is provided in Section 7.2.4.

4.3.2 Attenuation

The intensity of the scintillation light guided along a fiber is attenuated due
to several extrinsic and intrinsic effects, which are discussed in detail in Sec-
tion 7.2. Generally, these include self-absorption by the dye and the wavelength-
shifter, scattering losses at impurities, and Rayleigh scattering from (small)

109



4. RELEVANT DETECTOR TECHNOLOGIES

400 425 450 475 500 525 550 575 600

Wavelength (nm)

0.0

0.2

0.4

0.6

0.8

1.0

N
or

m
al

iz
ed

 in
te

ns
ity

10 cm
30 cm
100 cm
300 cm

Figure 4.11: The spectrum of SCSF-78 scintillating fibers after 10 cm, 30 cm, 100 cm,
and 300 cm of transmission, showing the stronger absorption of light with shorter
wavelengths. Data taken from [Kur14].

density fluctuations in the core [Kno10]. Self-absorption is typically higher
than in bulk scintillators because dyes and wavelength shifters are added at
higher concentrations to maximize the light yield in fibers of small diameters
[Kno10]. Figure 4.11 exemplarily shows the emission spectrum of SCSF-78
fibers after 10 cm, 30 cm, 100 cm, and 300 cm of transmission, highlighting
how self-absorption leads to the stronger attenuation of light with shorter
wavelengths.

The cumulative effect of the different attenuation processes is usually
parametrized in a material-specific attenuation length, Λatt. In the simplest
mathematical picture, a constant absorption probability per path length, x,
results in an exponentially decaying emission intensity [Kno10]:

I(x) = I0 · e−x/Λatt (4.22)

Here, I0 is the initial intensity of (trapped) scintillation light close to the
emission site (i.e., the particle interaction point). Typical values for Λatt range
from tens of centimeters to several meters. This approximate picture often
does not adequately describe attenuation.
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Rebourgeard et al. have attempted to derive the attenuation length in a
fiber from first principles, given knowledge of the attenuation in the core
material for the mean emission wavelength, Λcore(λ̄) [Reb+99]. Taking into
account interface losses and other effects, they found reasonable agreement
of their predictions and measurements. In practice, however, the attenuation
length depends on so many hard-to-quantify parameters that it is nearly always
determined experimentally.

4.3.3 Radiation Damage

In addition to the general decrease of scintillation efficiency in plastic scin-
tillators due to radiation exposure (see discussion in Section 4.2.2 above),
radiation-induced absorption centers play a relatively larger role in fibers than
in bulk material. It has been observed that exposures at doses of 103 to 104 Gy
(10 to 100 krad) can lead to significant decreases of the attenuation length
[Wic+91; MYG93], some of which can be reversed by annealing [Kno10].

4.4 Scintillators for Neutron Detection

Since neutrons do not electromagnetically interact with materials, virtually all
neutron detectors rely on the detection of a recoil nucleus or charged secondary
particles—such as protons, alpha particles, and light fission fragments—emitted
as the result of a neutron-induced nuclear reaction.

4.4.1 Slow Neutrons

For slow neutrons (with energies smaller than 0.5 eV), one of the most widely
used conversion reactions is [Kno10]

3
2He +

1
0n → 3

1H+ 1
1p 0.764MeV , (4.23)

which releases an energy of 0.764 MeV. Conservation of energy and momentum
leads to oppositely directed reaction products with energies of

Ep = 0.573MeV and E3H = 0.191MeV . (4.24)

Though this 3He(n, p) reaction has a higher cross-section than many other
conversion reactions, the high cost of 3He is sometimes prohibitive, as is the
fact that it is best employed in gas detectors.
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For scintillator-based neutron detectors, two conversion reactions based on
elements that can be incorporated into solid-state materials are widely used:
10B(n,α) and 6Li(n,α). For the former, the reaction can be written as [Kno10]

10
5B+ 1

0n →

{
7
3Li +

4
2α 2.792MeV

7
3Li

∗ + 4
2α 2.310MeV .

(4.25)

For thermal neutrons, about 94% of reaction lead to the excited state and 6%
to the ground state of 7Li. In either case, the energy of the incident neutron
is orders of magnitude smaller than the energy released in the reaction and
thus cannot be determined. For the excited branch, the energies of the reaction
products are [Kno10]

ELi = 0.84MeV and Eα = 1.47MeV . (4.26)

The 6Li(n,α) reaction, on the other hand, only proceeds to the ground state
[Kno10],

6
3Li +

1
0n → 3

1H+ 4
2α 4.78MeV , (4.27)

with reaction-product energies of

E3H = 2.73MeV and Eα = 2.05MeV . (4.28)

Though the cross-section of the 6Li(n,α) reaction is the lowest of the three
presented here, the significantly higher energy release has advantages in many
applications and results in a larger number of scintillation photons. 10B and
6Li can be incorporated into a wide variety of organic [Mab+16; Nem+21;
Ngu+21] and inorganic [Son+24; FLS22; Kan+23] scintillators, though the
latter are often preferred due to the former’s sensitivity to fast neutrons.

4.4.2 Fast Neutrons

The conversion reactions discussed in the previous section have cross-sections
that decrease considerably with the incident-neutron energy and are thus not
particularly useful for detecting fast neutrons. In many applications that do not
require a measurement of the neutron energy, thermal-neutron detectors are
simply embedded into moderators of appropriate thickness, yielding a counting
device that can determine the flux of neutrons within a certain energy range
(that depends on the moderator thickness) [Kno10]. A noteworthy example is
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the Bonner sphere, which exploits the fact that a polyethylene-clad thermal-
neutron detector has a response curve that is similar to the energy-dependent
dose equivalent delivered by neutrons [BEB60; Kno10]. Detectors based on
moderation usually cannot determine the energy of incident neutrons, which
is mostly lost in passive material.

Despite its much smaller cross-section at fast energies, the 6Li(n,α) reaction
can be used to detect and measure the energy of fast neutrons, albeit with
comparatively low efficiency. The excess energy brought by the neutron into
the reaction is imparted on the reaction products, such that observable energy
is larger than the 4.78 MeV released for thermal neutrons. This is exploited
in a range of fast-neutron scintillators, many of which are based on a glass
or crystal matrix, both in bulk and in fiber for, though plastic are also used
[BTG62; Kno10; Gia+16; FLS22; For+23].

The most widely used technique to detect fast neutrons without prior
moderation is based on elastic scattering and the subsequent detection of
the recoil nucleus [Kno10]. Because of the large energy transfer in neutron-
proton scattering (see Section 3.4), organic (plastic) scintillators are the most
widely used material for fast-neutron detection [Law+14; Sim+16; Zhm17;
Mon+19]. In general, the incident-neutron energy can be reconstructed from
the response function, though deconvolution and unfolding may be required
[Kno10]. Pulse shape discrimination can be used to distinguish neutron from
gamma-ray interactions [Bla+14; Mon+19; Kim+23].

4.5 Silicon Photomultipliers

Photodetectors are perhaps the most prevalent class of sensor for detecting non-
ionizing radiation. Usually, we refer to any device that can detect photons with
wavelengths in the UV and optical regimes as photodetectors; those sensitive to
higher photon energies are referred to as X-ray or gamma-ray detectors, though
their functional principle is often similar. In nuclear, particle, and astroparticle
physics, photodetectors are mostly used for the detection of scintillation and
Cherenkov light. The majority of them employs the photoelectric effect—i.e.,
the complete absorption of a photon’s energy by an atom, leading to the
excitation and subsequent emission of an electron. In semiconductors, these
electrons are not released from the material but are lifted from the valence
band to the conduction band, hence generating moveable charge carriers that
cause a detectable signal [KW20].
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Figure 4.12: Simplified schematic layout of an n-on-p SPAD structure in a SiPM (an
equivalent layout can be drawn for a p-on-n structure). The electron avalanche is
drawn only for visualization only and is not a realistic representation.

Historically, the most widely used photodetector has been the photomul-
tiplier tube (PMT), in which an electron released from a photocathode is
accelerated by an electric field and multiplied in a cascading amplification
system consisting of several so-called dynodes [Leo94]. PMTs continue to be
some of the best low-background detectors for signals consisting of only few
photons, especially in applications that require good time resolution. Their
use in space applications, however, is complicated by their comparatively large
size, their inherent and often undesirable sensitivity to magnetic fields, and the
fact that they are mechanically not very stable. In the past two decades, silicon
photomultipliers (SiPMs) have matured into devices that rival the performance
of PMTs in many respects but are much smaller and easier to use. SiPMs
are arrays of independent single-photon avalanche diodes (SPADs), called
microcells or pixels, that are connected to a common readout [RL09]. These
SPADs are essentially Geiger-mode avalanche photodiodes (APDs) operated at
very high gain [Ren06; Mus09].

Figure 4.12 shows a simplified schematic layout of the SPAD structure
in a SiPM. Each SPAD microcell is photodiode with an additional buried pn-
junction (called a metallurgical junction) with high p and n doping [KW20].
The high doping causes a correspondingly high electric field at the junction
when a reverse bias voltage is applied across the cell. In this high-field region,
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Metal contacts
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Active area

Quenching resistor

Figure 4.13: Microscopic image of the microcell structure of a KETEK PM3350 SiPM by
KETEK, showing the active areas of each cell and structure for bias-voltage distribution
and charge collection between them. Adapted from [Hah14].

electrons gain sufficient energy for inducing avalanche amplification [McI61;
Hai+63]. In APDs, the applied voltage is often chosen such that the output
signal is proportional to the number of photons hitting the diode. The SPADs of
SiPMs, however, operate in Geiger mode [McI85]: The bias voltage is chosen
about 10% to 20% above the breakdown voltage of the junction. A single
photon hitting a microcell can thus initiate a self-sustaining avalanche. To stop
the avalanche, the generated charge is collected through a quenching resistor8;

8Another option is to use active quenching circuits [Sti09], though they are practically not used
in SiPMs because of their large size.
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the high current through the resistor causes the operating voltage to drop
below the breakdown voltage, allowing the cell to recharge [Cov+96].

Operating the SPADs in Geiger mode has three primary advantages: (1) The
efficiency for detecting photons is drastically increased over devices operating
in proportional mode [Dau+93]; the intrinsic amplification is typically on
the order of 105 to 107 [GH20], essentially rendering each microcell a binary
(yes/no) photodetector; and (3) the amplification becomes insensitive to
magnetic fields [KW20], which is highly desirable in many applications.

In a SiPM, the SPAD microcells are packed tightly together on a common
substrate (see Figure 4.13). In the most commonly used analog9 SiPMs, both
their anodes and cathodes are connected in parallel. Since each cell releases a
charge that is essentially defined by the cell size, doping concentration of the
pn-junction, and the applied bias voltage (and is thus constant for a fixed value
of the latter), the detector generates pulses with discrete amplitude spacing
(see Figure 4.14). SiPMs are thus ideal for detecting (and quantifying) signals
of only few photons. They are available commercially with microcell sizes
of 10µm to 75µm and total sensitive areas of up to 6×6 mm2, allowing the
detection of single to more than 10 000 photons with a single device.

4.5.1 Relevant Performance Parameters

A full description of the signal-generation and noise characteristics of SiPMs is
well beyond the scope of my thesis. I thus introduce only the few parameters
relevant to the operation of our detector. For more comprehensive treatments,
I refer the reader to several comprehensive review articles available in the
literature [RL09; AG19; Ace+19; PG19; GH20].

One of the most important parameters of a SiPM is its breakdown voltage.
That is because its gain, detection efficiency, and others parameter depend on
the overvoltage, which is defined as

Vov = Vbias − Vbr , (4.29)

where Vbias and Vbr are the bias and breakdown voltage, respectively. The
breakdown voltage depends on the junction thickness, and hence on the doping
concentration, and may therefore vary slightly for devices produced from differ-
ent silicon wafers. It also changes with temperature, with typical coefficients of
20 mV K−1 for shallow and 60 mV K−1 for thick junctions, respectively [GH20].

9In digital SiPMs, the individual read-out electronics for every microcell are integrated into the
device, effectively treating the cells as binary switches [KW20].
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Gain

The gain of a SPAD microcells of SiPMs with integrated quenching resistors is
generally defined as [GH20]

G =
Vov · (Cq + Cd)

q
, (4.30)

where Vov = Vbias−Vbr is the overvoltage at which the SiPM is operated, Cq the
parasitic capacitance of the metal contacts, Cd the depletion layer capacitance,
and q the elementary charge. Cq and Cd are usually in combined form as the
cell capacitance. From Equation 4.30, it is evident that the gain stability is
directly proportional to variations of the applied bias voltage. A stable voltage
supply with low ripple10 and drift is therefore imperative for achieving good
energy resolution in a SiPM-based detector.

Photon Detection Efficiency

In applications where only few photons must be detected, for example when
MIPs traverse thin scintillators, it is important to optimize the photon detection
efficiency (PDE) of a SiPM, which quantifies the efficiency with which photons
incident on the sensor are detected. The PDE is simply the ratio of detected
photons to incident photons [Yan+14], and is defined as [PG19; GH20]:

PDE(Vov, λ) = QE(λ) · PT(Vov, λ) · FFeff (4.31)

Here, QE is the quantum efficiency, PT the avalanche trigger probability, FFeff

the effective geometric fill factor, λ the wavelength of the incident photon.
The quantum efficiency is the probability for a photon to generate a charge
carrier capable of triggering an avalanche; it can be maximized by optimizing
the doping structure of the silicon [PG19]. The avalanche trigger probability
encodes the probability that a charge carrier (electron or hole) traversing
the high-field region triggers an avalanche; it is a function of the size of the
avalanche region (and hence of Vov) and of the energy of the charge carrier
(and hence of λ) [PG19]. The fill factor is defined as the ratio of the active area
of all SPADs to the total area of the SiPM. Because the inactive area between
microcells does not scale with their size, FFeff is higher the larger the cells are.
Typical values range from 40% for 10-µm cells to 80% for 50-µm ones [GH20].

10Ripple is the residual periodic variation of a voltage generated by the rectifier in a DC–DC
(or AC–DC) switching converter. Its periodicity follows that of the switching frequency of the
converter, which usually operates at tens to hundreds of kHz [EM20; Dai22].
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Figure 4.14: Dark count spectrum of the PM3325-WB-B0 SiPM by KETEK. The data
was recorded at a bias voltage of 31 V and at room temperature with a A1423B
preamplifier and a DT5730S digitizer, both manufactured by CAEN.

The spectrum shows the discrete peaks typical for a SiPM: The first one corresponds
to the signal amplitude for one SPAD firing, the second one to that of two SPAD being
triggered coincidentally, and so on.

Dark Counts

One parameter that is particularly important in low-light applications is the
dark count rate (DCR), i.e., the rate at which a SiPM produces a signal without
being struck by a photon. Dark counts are caused by the generation of charge
carriers in the depletion region of an SPAD that diffuse into the junctions
and trigger an avalanche [PG19]. There are two processes responsible for
the generation of free charge carriers; one is inversely proportional to the
temperature, the other is primarily proportional to the field strength (and
hence bias voltage) and only weakly depends on the temperature [RL09].
Thus, if the DCR is a critical parameter for a given application, a SiPM should
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be operated at low temperature and bias voltage. The DCR for typical SiPMs
is on the order of several hundred kilohertz per mm2 or higher, and can be
lowered by a factor of two for a temperature reduction of eight to ten degrees
[RL09; GH20].

Figure 4.14 shows a dark count spectrum of a KETEK PM3325-WB-B0 SiPM
recorded at a bias voltage of 31 V and at room temperature. The spectrum
highlights one important aspect: To keep the trigger rate due to dark counts in
a detector below 100 Hz or 1 Hz, thresholds of at least six or eleven cells must
be applied, respectively. The number of photons that shall be detected must be
correspondingly higher.

Crosstalk and Afterpulsing

In a SiPM, crosstalk is a form of correlated noise, that is, noise which is induced
by the avalanche process in one or multiple SPADs and which cannot easily
be distinguished from the primary event, except for a shift in time. Prompt
crosstalk is caused by photons produced in an SPAD avalanche [Lac+93; PG19]
traveling to a neighboring microcell and triggering an avalanche there (with a
maximum delay of a few hundred picoseconds [Ing+11]). Delayed crosstalk
is caused by secondary photons being absorbed in the undepleted region of a
neighboring SPAD, leading to a much more delayed (up to tens of nanoseconds)
triggering of an avalanche because the charge carriers must first diffuse to
the multiplication zone [GH20]. External crosstalk is induced by secondary
photons exiting the active area of one SPAD and being reflected of the SiPM’s
protective epoxy or glass window (or some attached scintillator), thus being
able to trigger avalanches in far-away microcells [Mas+21; TOF23]. Lastly,
afterpulsing is conceptually very similar in nature to delayed crosstalk but is
caused by charge carriers being trapped in the high-field region and released
(in the same microcell) tens to hundreds of nanoseconds later [Ace+15; PG19].
In many devices, prompt crosstalk is the most prevalent noise source but can
be suppressed quite effectively by introducing optical trenches between the
SPAD microcells (see Figure 4.12) [GH20]. The other effects can be reduced
by optimizing the layer structure, carefully selecting materials, and lowering
the SPAD gain.

Crosstalk and afterpulsing cause the measured number of microcells to
be larger than the number of SPADs triggered by primary charge carriers,
often referred to as photoelectrons, that are generated by incident photons.
This excess charge appears as an artificial gain in the system degrading the
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resolution of the counting statistics, which is called the excess noise factor
(ENF) [GH20]. It is unity for a bias voltages close to the breakdown voltage
and increases with the overvoltage. The introduction of optical trenches has
led to the development of SiPMs whose ENF is close to unity for overvoltages
up to 5 V [GH20].

Saturation and Non-Linearity

If the number of photons incident on a SiPM, Nph, approaches its number of
microcells, Ntot, we observe a saturation of the photosensor. For a uniform
illumination, the number of triggered SPADs is given by [RL09; GH20]

Nfired cells = Ntot ·
(
1− exp

[
−
Nph · PDE · ENF

Ntot

])
. (4.32)

This relation is approximately linear for small Nph and becomes highly non-
liner for large Nph [Gru+14; Bre+16]. Appropriate corrections can signifi-
cantly extend the range of linearity [Bri+24]. For non-uniform illumination,
describing the saturation is more complex and generally requires simulations
or measurements to get the model parameters right [GH20]. Light sources
with pulse widths longer than the SPAD recovery time further complicate the
situation, as microcells may be triggered multiple times.

4.5.2 Radiation Damage

SiPMs are silicon-based semiconductor detectors and as such are susceptible to
damage by both ionizing and non-ionizing radiation [Lin03]. Since we have
not paid much attention to this topic so far in the context of the detectors
presented in this thesis, I here only give a very brief overview. A concise but
comprehensive summary is given in [GM19].

There are two major effects of radiation damage in SiPMs. The first is a
significant increase in the DCR, which is caused by the creation of transient and
permanent defects in the bulk silicon lattice of the depletion region and by an
increase in the surface current [Mus+07; Mat+08; RL09; Qia+13; Pag+14].
It also manifests itself as an increase in the dark current both above and below
breakdown [GM19] and an increased probability for dark counts with large
amplitudes [Mat+08]. The major second effect is the loss of single-photon
resolution due to increased noise, which leads to larger fluctuations of the
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effective charge released by a triggered SPAD [Pag+14; Tsa+16]. It also
appears to be connected to bulk damage in the silicon [GM19].

Minor effects include the increase of the breakdown voltage (and hence
decrease of the effective gain) due to changes in the doping concentration
[Hee+16], a reduction of the PDE due to changes in the entrance layer
[Mus09], a larger leakage current due to an increasing junction temperature,
and a higher cell occupancy due to the increased DCR [GM19]. These effects
are generally not significant for medium particle fluences (up to 1012 cm−2)
and their determination is complicated by the increased dark current [GM19].
Significant annealing—i.e., the (partial) reversal of radiation-induced effects—
happens at room temperature [Nak09; Sán+09; Boh+09; Hir+21], with an
exponential decrease of the annealing time observed for increasing temperature
[Qia+13; Tsa+16; Cal+19].

The exact relation of radiation effects to particle type, energy, and dose
(rate) is not yet well understood [GM19; Mit+22] and partially lacks a com-
prehensive empirical basis. To my knowledge, experimental studies have so far
been limited to exposure by neutrons, electrons, protons, and gamma rays, as-
suming that these results can be scaled to heavier particles and nuclei [GM19].
For space applications [Bar+20; Alt+23], comprehensive tests with heavy ions
are required to confirm this hypothesis.
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Addressing the Space Radiation
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Introduction to Part I

Exposure to cosmic and solar radiation and its effect on the human body is one
of the biggest challenges that must be overcome before our quest to establish a
permanent human presence in space can begin in earnest. Despite significant
advances in the past decades, the urgency of addressing this challenge has
only increased now that NASA and others plan to send astronauts beyond the
protective embrace of Earth’s magnetosphere on long-term missions to the
Moon, Mars, and other deep-space destinations. Our inability to accurately
predict both a crew member’s radiation exposure during a deep-space mission
and the health effects resulting from this exposure can be traced to two separate
but interconnected knowledge gaps. One is the lack of detailed data on the
space radiation environment—including its spectral, temporal, and spatial
variations—almost everywhere except in LEO. The other is our incomplete
understanding of the biological processes governing the interaction of space
radiation with the human organism.

The first part of my thesis summarizes our efforts to help address this ‘space
radiation challenge’ by developing new instruments for characterizing the
environment in LEO and beyond. It is worth pointing out that our pursuit of
this goal is somewhat accidental. We originally started developing the detector
technology that now forms the heart of the RadMap Telescope—the instrument
at the focus of this part of my thesis—for a mission to detect antiprotons
trapped in Earth’s inner radiation belt. Due to chronic funding uncertainties in
the early phases of the project, we were looking for ways to demonstrate that
the new detector concept we had devised would indeed provide the capabilities
required for this astrophysical investigation. Our efforts to combine an on-orbit
verification with scientifically relevant measurements ultimately led to the
formulation of the science case for the RadMap Telescope.

It is due to this historic entanglement that the development of the RadMap
detector and instrument cannot be fully separated from our earlier (and future)
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work on this astrophysics mission. Especially the requirements and constraints
imposed on the detector design are largely derived from the original mission
concept, though I will show in Chapter 6 that in hindsight most of them would
have read very similar had we started from a blank sheet. I nonetheless need
to draw on the mission’s requirements for some of the design decisions we
took, even though Antiproton Flux in Space (AFIS) is not a central part of my
thesis.

To motivate the need for new radiation monitors that can provide de-
tailed measurements of the radiation environment in LEO and beyond, I begin
this part by reviewing the topic of space radiation and its risk to astronauts
in Chapter 5, before giving an overview of state-of-the-art instrumentation.
Chapter 6 contains descriptions of the working principle of RadMap’s central
detector, in-depth characterization studies of the materials used, and the final
detector design. I present the actual RadMap Telescope instrument in Chap-
ter 10, including its objectives and capabilities, the design of its electronics, the
production of flight hardware, and its integration into the ISS infrastructure.
Finally, Chapter 12 provides some initial performance data and a comparison
to the capabilities of instruments currently in operational use by NASA and
ESA. I conclude with a summary of plans and prospects for future instruments
based on the RadMap Telescope design.
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Chapter 5

The Risk of Radiation in Space

The risk that cosmic and solar radiation pose to astronauts has been known
since the early days of the Space Age [Eng+73; BHB75]. Its severity, however,
has often been misjudged due to the lack of detailed data and, more impor-
tantly, an incomplete understanding of radiation biology [Cha+18]. Today,
we know that current exposure limits, rooted in an assessment of the risk for
radiation-induced late effects like cancer and cardiovascular diseases, threaten
to severely limit the total duration of crewed missions beyond Earth orbit
[Cuc15b; Cuc+15]. In this chapter, I give an overview of astronauts’ exposure
to radiation and its consequences, briefly describe the effects on microelec-
tronic devices, and discuss the state-of-the-art instruments for dosimetry and
radiation monitoring.

5.1 Sources of Radiation Exposure

In interplanetary space—that is, far away from planetary bodies that alter the
radiation field due to their atmosphere, magnetosphere, and bulk shielding—
the only relevant components of the space radiation environment are cosmic
rays (in the context of radiation protection nearly always referred to as GCR)
and SEP. In the vicinity of Earth and other planets, an additional component
may be contributed by particles trapped in the planetary magnetic field, if
present. On airless bodies like the Moon, secondary radiation is also produced
in interaction of GCR and SEP with the surface. This additional radiation
field consists of a variety of particles, including fragments of cosmic-ray nuclei,
electrons, gamma rays, and neutrons.
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Figure 5.1: Qualitative overview of the different radiation-field components. The flux
(per day) of GCR protons is shown in free space at 1 AU and for the ISS orbit (400 km
at 51.6◦) for solar minimum and maximum. For trapped particles, the AP8 and AP9
models are evaluated for the ISS orbit. As an example for SEP, the total fluence of
protons during the Carrington event is shown. Data obtained from OLTARIS [Sin+10].

Figure 5.1 shows a qualitative summary of the different components of the
radiation environment in LEO. GCR have by far the smallest flux, though their
high biological effectiveness (see below) makes them the largest contributor to
the radiation dose. Since particle with energies of less than about 10 MeV can
be easily shielded, trapped protons (encountered inside the SAA) make up the
largest part of the incident particle flux. In addition to the components shown
in the figure, secondary radiation created in a spacecraft’s shielding can also
significantly contribute (see below).
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5.2 Radiation Biology: The Risk to Astronauts

Understanding the health risks resulting from exposure to the space radiation
environment is a multi-faceted and cross-disciplinary area of research that is
still subject to a great deal of uncertainty. Most limitations in our understanding
of radiation biology and the consequences of radiation exposure are due to
the complex nature of the interaction of radiation particles with the human
organism. Even without these limitations, predicting acute and latent effects
of radiation interactions in a biological system is notoriously difficult. I can
give but a brief overview of this wide field of research, highlighting the aspects
most relevant to our work. More comprehensive introductions are given in
[DC11; Cha19; Hel+20; Nat21; Hel+23].

5.2.1 Dosimetric Quantities

The primary dosimetric quantity used in radiation protection is the absorbed
dose. It is defined as the mean energy, dϵ, absorbed per unit mass, dm, from
any kind of ionizing radiation in any kind of material [ICRP123; Bog+22]:

D =
dϵ

dm
. (5.1)

The unit of the absorbed dose, which is often simply referred to as the dose,
is the Gray: 1Gy ≡ 1 J kg−1 = 100 rad. The older unit, the rad, is still widely
used, especially in non-biological contexts. To determine the biologically
effective dose, the absorbed doses in organs and tissue must be weighted by
the relative biological effectiveness (RBE) of different types of radiation, as well
as by tissue weighting factors [ICRP123]. The differences in male and female
organ tissue may also be taken into account.

The resulting effective doses values are, however, not measurable in practice
and can therefore not be used in radiation monitoring. Instead, the operational
quantity is the dose equivalent [ICRP123]

H = QD , (5.2)

where D is the absorbed dose at the point of interest in tissue and Q is the
mean quality factor encoding the biological effectiveness of radiation particles
at that point. Q is a dimensionless quantity; to distinguish it from the absorbed
dose, however, the dose equivalent is measured in Sievert: 1 Sv ≡ 1 J kg−1.
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Since the absorbed dose can be measured directly, the dose equivalent can be
straightforwardly calculated given knowledge of Q.

The biological effectiveness of ionizing radiation depends on the type and
energy of radiation particles, on the total dose and the rate at which it is
absorbed, and on the tissue type. The main area of interest for radiological
protection is the effectiveness at the low doses and dose rates that are typically
encountered in space. At high dose rates, for example as a result of direct
exposure to an SEP event, the large energy deposited in tissue leads to prompt
biological reactions and the stochastic description of radiation exposure is
no longer valid [ICRP123]. The RBE is referenced to low-LET radiation, for
example high-energy gamma rays, and allows to define the radiation quality
and risk factor for a radiation type of interest.

The radiation quality is strongly correlated with the ionization density along
a particle track, and therefore with the unrestricted LET, L. This correlation is
reflected in the definition of the quality factor by the International Commission
on Radiological Protection (ICRP) as a function of LET in water [ICRP123]:

Q(L) =


1 L < 10µm−1

0.32L− 2.2 10µm−1 ≤ L ≤ 100µm−1

300/
√
L L > 100µm−1

(5.3)

With this definition, the quality factor of a given radiation field at a certain
point in tissue is given by

Q =
1

D

∫ L=∞

L=0
Q(L)DL dL , (5.4)

where D is the absorbed dose in tissue and DL = dD/ dL is the distribution
of D in L (in water) at the point of interest [ICRP123].

Based on the dose equivalent, the whole-body effective dose equivalent,
HE, is defined as the weighted sum over the organ dose equivalents using the
tissue weighting factors wT [Hel+20]:

HE =
∑
T

wTHT =
∑
T

wTQTDT . (5.5)

The sum is over four different reference tissues given in [ICRP110], for each of
which a sex- and age-averaged weighting factor based on experimental data is
defined. This approach recommended by the ICRP was adopted by most space
agencies worldwide.
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NASA, however, uses a different definition of the quality factor that takes
into account the physical properties of the radiation particles, namely their
(nuclear) charge and energy [Cuc11; Cuc15c]. Instead of relating Q only to the
ionization density, and hence LET, it also considers the track structure, i.e., the
spatial pattern of the energy deposition, which was found to play a significant
role in the biological effectiveness [Nat12; Geo+13; Cuc13; Cuc15a; Goo21].
In this model, the quality factor function is defined as [ICRP123; Cuc15c]

QNASA(Z,E) = (1− P (Z,E)) + 6.24 · (Σ0/αγ)

L
P (Z,E) , (5.6)

with [Cuc15c; Cuc15b]

P (Z,E) = (1− e−Z∗2/κβ2
)m(1− e−E/ETD) . (5.7)

Here, Z, E and β are the charge, energy, and velocity of a particle, respectively,
and Z∗ is the effective charge number that includes a velocity-dependent
correction to account for the pickup of electrons by nuclei at low energies (see
Section 3.3.4). The parameters Σ0/αγ , ETD, m, and κ define the shape of the
function and must be derived empirically from fits to data from radiobiology
experiments [Cuc15c].

What is important in the context of my thesis is that the reason for in-
troducing QNASA was to be able to more accurately calculate the effective
dose equivalent, and to better describe the biological effectiveness of a radi-
ation field. Determining QNASA does, however, require the measurement of
a particle’s Z and E; many devices currently used for radiation monitoring
cannot perform such measurements (see below). To illustrate the importance
of correctly treating heavy ions, Figure 5.2 shows the contribution of nuclei
(up to iron) to the total particle fluence, absorbed dose, and dose equivalent.

5.2.2 Biological Effects of Radiation Exposure

The constant flux of GCR causes a chronic whole-body exposure of astronauts
during space missions. Though the dose and dose rate are on average (rela-
tively) low, heavily ionizing cosmic-ray nuclei cause locally very high doses
on a microscopic level that lead to permanently damaged tissue. In LEO,
radiation-belt particles inside the SAA are another source of chronic exposure.
Much of the uncertainty in estimating the risk posed by the space radiation
environment stems from our still limited understanding of the associated late
biological effects of such low-dose exposure. In interplanetary space, high

131



5. THE RISK OF RADIATION IN SPACE

0 5 10 15 20 25

Nuclear charge, Z

0.001

0.010

0.100

1.000

10.000

100.000

Fr
ac

tio
n 

(%
)

Particle fluence
Absorbed dose
Dose equivalent

Figure 5.2: Contribution of nuclei (up to iron) to the total particle fluence, absorbed
dose, and dose equivalent. Adapted from [Cuc11].

doses may be accumulated within hours or days due to SEP events, potentially
leading to acute effects.

Acute Effects

Exposure to a large single dose of radiation causes acute radiation syndrom
(ARS), colloquially known as radiation sickness. The first stage of ARS is
nearly always hallmarked by a rapid onset of nausea and vomiting, which
can be life-threatening to astronauts in space suits [Hel+20]. Other effects
include the disturbance of the neurochemical metabolism of the central nervous
system. The development of later stages depends on the received dose and
can last days to weeks [HBS20]. Doses of 3 to 4 Gy lead to the death of 50%
of exposed humans within 30 days, mostly due to functional depression of
the bone marrow [Ker+22] and the associated suppression of the immune
system [Hel+20]. After exposure to doses of 5 to 12 Gy, disturbances of the
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gastrointestinal tract arise quickly [MPG21], resulting in systemic inflammation
and blood poisoning, which ultimately leads to multiple organ failure and death
within three to ten days. At very high doses, the central nervous system is
severely affected, including loss of coordination, confusion, and eventually
coma. Above 10 to 12 Gy, survival is impossible [Hel+20]. Acute effects were
observed in a large population of atomic-bomb survivors and are hence among
the best-studied effects of radiation exposure.

Chronic and Late Effects

Chronic and late effects of prolonged exposure to the space radiation environ-
ment are much less well understood than acute effects because of the lack of
clinical data. That is because the damage induced by highly ionizing cosmic-
ray particles is so much higher than that of terrestrial radiation sources that
essentially none of the data collected on Earth can be relied upon. A nucleus
with high charge, Z, and energy, Ek, traversing organic matter produces a
broad trail of high ionization density along its track, which is surrounded by
an even broader penumbra of lower ionization density created by δ electrons
[KKS92; Nik+98]. The energy imparted on the system leads to biomolecular
changes in the traversed tissue. Most importantly and in contrast to terrestrial
radiation, high-LET cosmic radiation can break DNA molecules in multiple
locations at the same time, creating a complex damage pattern that is difficult
to repair [HG08; Gar+10; Zad+18; Sum+20]. The broader track structure of
nuclei with higher Z is the reason for relating the RBE and quality factors not
only to the LET but also to the particle type.

Unrepaired DNA damage can lead to a number of biological outcomes,
including arrests in the cell cycle, cell death, senescence, and mutations
[Hel+20]. The accumulation of these outcomes during long-term exposure
then leads to observable late effects. Cancer is most widely known and pub-
licized one, though the role of highly ionizing radiation in tumor promotion
and progression is not well established [Hel+20; GZH22]. Human cancer
risk data for heavy ions are not available and radiobiological data are limited.
Risk estimates are therefore mostly derived from atomic-bomb survivors that
were exposed to high doses in a short time [Pie+96] and projected to the
conditions in space; they therefore suffer from large uncertainties [Nat21;
SS21; GZH22]. Other effects include degenerative tissue effects like the forma-
tion of cataracts [BC21], cognitive deficits and neurological damage [Par+15;
Par+18; Ala+23], and cardiovascular diseases [Del+16; Rik+20].
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5.3 Effects on Microelectronic Devices

The response of microelectronic devices to radiation is a complex field of
research, albeit a little more predictable and better understood than the re-
sponse of biological systems. Though it not of primary interest to my research,
the effects of radiation on non-biological systems must nevertheless be kept
in mind when designing instruments that must operate reliably in the space
radiation environment. Being (mostly) silicon-based devices, electronic inte-
grated circuits are susceptible to a variety of transient effects and permanent
damage in response to radiation exposure. The major underlying processes are
cumulative ionization, the displacement of atoms in the semiconductor lattice,
and single event effects. I here discuss very briefly only the most important
parameters to consider when selecting electrical components; many aspects I
do not mention at all. A comprehensive high-level overview of radiation effects
on electronics is given in [BK20].

5.3.1 Total Ionizing Dose

The interaction of ionizing radiation, both via electronic and nuclear energy
loss, with the semiconductor lattice results in the creation of charge carriers
(electron-hole pairs). A fraction of the generated holes can accumulate in
insulating parts of circuits, for example oxide gate structures, or at the in-
terfaces of different materials, leading to the slow buildup of net charges in
regions of the device where electrons and holes cannot recombine (because
they are not mobile) [EBS00; BK20]. This charge buildup can then affect
the circuit’s performance, for example result in a voltage shift of gate thresh-
olds in field-effect transistors or in a reduction of the current gain of bipolar
transistors [HA02]. The cumulative action of ionization is determined via the
total ionizing dose (TID), which is defined as the energy absorbed by a unit
mass of material. It is typically measured in rads or in Gray. TID effects lead
to the slow degradation of device performance. They often depend on the
dose rate, the ionization energy density—i.e., on the type and energy of the
incident particle—the applied bias voltage (electric field) in a device, and the
temperature [BK20].
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5.3.2 Displacement Damage

Another cumulative effect of radiation exposure is displacement damage, which
results in the gradual degradation of a semiconductor’s properties due to
accumulated physical damage in its crystal structure [EBS00]. In contrast
to TID, displacement damage is a volumetric effect, changing the electrical
properties of the bulk material [BK20]. Atomic displacement is the result of
non-ionizing energy loss (NIEL); it creates low-mobility vacancies in the crystal
lattice and mobile interstitial defects (displaces silicon nuclei), both of which
can be electrically active and create traps in the silicon band gap. They also
have the tendency to combine with other vacancies, intrinsic impurities, and
other defects [HA02]. Much like dopants, these accumulations lead to changes
in critical semiconductor properties. In interactions with extremely high NIEL,
the bulk silicon can partially melt and turn amorphous, thereby completely
changing the band structure in that region [BK20].

5.3.3 Single Event Effects

A single-event effect (SEE) occurs whenever a single particle deposits enough
energy in a device to produce an observable (transient) effect [EBS00]. SEEs
can be nondestructive or destructive. Nondestructive SEEs cause an observable
event or corruption in the output state of a circuit that is transient and self-
recovering [BK20]; the only exception are memory cells, which need to be
written to clear the erroneous state. Nondestructive events thus do not damage
the device in any way, which is why they are often called soft errors [AM15].
Destructive SEEs, on the other hand, permanently degrade or destroy circuit
components and are thus sometimes referred to as hard errors.

One of the most important effects are reversible but persistent single-
event upsets (SEUs). They happen when radiation events occur in a storage
component, for example in one or multiple bits of random access memory or a
latch, causing them to change their state until they are overwritten with new
data [BK20]. If undetected, such bit flips can lead to serious malfunctions of
computer systems. The probability for single-bit and multi-bit SEUs depends on
the particle and energy, on the angle of its track to the semiconductor [Pet11].
SEUs in critical system registers, which more or less instantly lead to a wider
disruption of a digital system, are called single-event functional interrupts
(SEFIs).
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A potentially catastrophic class of SEEs are single-event latch-ups (SELs).
They occur when the charge carriers generated by a charged particle cause
the development of a self-sustaining low-impedance path between power and
ground that is only stopped when power is removed or the device suffers
catastrophic failure due to overheating [BK20; Pet11]. The probability for SELs
to occur rises with increasing energy deposited by a particle, and thus depends
on its type and energy. Often, external circuits are used to monitor the supply
current of SEL-sensitive devices and shut them down once an out-of-bounds
increase is detected [BK20].

5.4 Shielding

Shielding against the space radiation environment is a complicated business
that often involves scenario-specific trade studies. The guiding motto seems to
be intuitively clear at first: the more shielding, the better. While this maxim
would perhaps be true if arbitrarily thick layers of shielding could be employed,
it is certainly not if we consider the mass limitations of today’s launchers. The
greatest challenge is the large range of particle types and energy encountered
in cosmic and solar radiation [Zei21]. The low-energy protons and light ions
found in SEP and in Earth’s (and other planets’) radiation belts can be shielded
relatively easily by a few centimeters of aluminum equivalent [Tro+06].1 One
challenge, however, is the generation of secondary radiation, most importantly
neutrons [Hei+98; Get+04; Hor+22]. In the SAA, for example, neutrons
created by radiation-belt particles absorbed in the shielding of the ISS make up
a significant fraction of the crew’s radiation exposure [Tro+06; PB10; Zei21].

The situation is much more complicated for medium to high-energy cosmic
rays. Since particles at these energies can induce a range of nuclear interactions
and fragmentation (see Section 3.3), a detailed comparison of the radiation
dose received before and after the shielding is required. Such studies are
usually performed using simulations tools [Cuc+06] and show that shielding
configurations adhering to the volume and mass constraints of average space
missions often increase the GCR-induced radiation dose received inside a
spacecraft [DS20; Zei21; DB24]. This is primarily because the multiplicity of
particles is higher due to fragmentation and other production of secondary

1For better comparability, the effective stopping power of a material is usually expressed in the
equivalent thickness of aluminum (being the most common structural material used in space)
that has the same stopping power.
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radiation, and because the latter usually consists of particles with shorter range
and higher stopping power [Hei+06]. The design of an optimal shielding
configuration for a given mission therefore must involve a careful comparison
of the (anticipated) radiation fields inside and outside the shielded volume
[ELT19; SS20b]. Besides nuclear fragments [Hei+06], electrons, gamma rays,
and neutrons [Bos+20; Hor+22], the significant contribution of pions has
recently been investigated [Voz+24]. Modern concepts often try to minimize
the generation of secondary radiation through a carefully chosen layered
structure of multiple different high-Z and low-Z materials [Sla+17; Bon+19a;
MS20; Luo+22; AlZ+23]. Though active shielding, i.e., the generation of
a strong magnetic field mimicking Earth’s magnetosphere, continues to be
studied theoretically [Spi10; Was+15; Pal+23], it seems unlikely that the
current densities required to create such a field can be generated at the required
scales in the foreseeable future.

While shielding strategies are not at the focus of the work presented in my
thesis, the large role of secondary radiation highlights that detectors deployed
for assessing the crew’s radiation exposure should at best be sensitive to this
secondary radiation field.

5.5 State-of-the-Art Instrumentation

Many charged-particle detectors for space applications have traditionally been
built based on two general architectures: particle telescopes and spectrometers.
Particle telescope comprise several layers of energy-sensitive detectors, with
planar silicon sensors being the most widely used option. These detectors can
either consist of one large active area or they can be position-sensitive (via
a segmentation into strips or pixels) to allow the determination of the angle
under which a particle traverses the stack. With the energy-loss information in
the different layers, a particle telescope can be used to accurately determine
the LET of a particle. If the total energy must be measured, a calorimeter can
be added at one end of the telescope. A telescope’s ability to accurately identify
the type of particle (or nucleus) that traversed it is, however, somewhat limited
as the LET is not an unambiguous quantity. Often, an identification is not
possible based on the information from a single interaction alone but only
using a statistically meaningful ensemble of many events.

A spectrometer is used when a more comprehensive determination of the ra-
diation particles’ properties is required. The core of a spectrometer is a stack of

137



5. THE RISK OF RADIATION IN SPACE

position-sensitive detectors inside a strong magnetic field that deflects charged
particles. The particles’ momentum can be determined based on the measured
deflection. Combined with at least the information from a calorimeter, not only
a particle’s energy can measured, but a precise determination of the particle
type can be made. Adding additional detectors—such as Cherenkov detectors,
transition radiation detectors, or time-of-flight detectors—can enhance the
particle-identification capabilities.

5.5.1 Spectrometers

Today’s flagship cosmic-ray detector is, of course, AMS-02 on the ISS [Bat08;
Tin13; Bat20]. Its high-precision tracking detector and strong magnet give
it capabilities similar to those of ground-based spectrometers used in high-
energy physics experiments. The additional detectors required for particle
identification and energy measurement—a transition radiation detector (TRD),
a ring-imaging Cherenkov (RICH) detector, a time-of-flight (TOF) system,
and an electromagnetic calorimeter—make it a highly complex system. The
precision with which AMS-02 can measure particle-dependent energy spec-
tra is unprecedented and allows to probe many of the unsolved questions in
cosmic-ray physics. Its data is, however, not ideally suited for crew radiation
monitoring (and never was meant to be used for such purposes, though re-
cently efforts are being made to use AMS-02 data in a radiation-protection
context [Che+23; Bar+23; Bar+24]). This is because the instrument’s lower
sensitivity limit for protons is at a rigidity of about 1 GV (corresponding to an
energy of 427 MeV) [Bat20]. The limit for helium is at about 2 GV (433 MeV/n)
[Agu+19]. A substantial part of the energy range relevant to radiation pro-
tection is thus not accessible to AMS-02. Similar constraints exist for other
astrophysics spectrometers—for example CALET [TM19], DAMPE [Cha+17],
and the upcoming High Energy cosmic Radiation Detector (HERD) on China’s
Tiangong space station [Kyr22]. That is not to say that the data provided by
these instrument cannot be useful to understand, for example, the creation
of secondary radiation in a spacecraft’s structures and shielding. Other uses
include the real-rime monitoring of SEP [Fal+23].

Generally, spectrometers are at the upper end of the capability scale. They
are, however, seldom used for operational radiation monitoring because of
the required magnetic field, whose strength dictates the size of the system.
Even if a spectrometer is optimized for the energy range of interest and uses
state-of-the-art electromagnets and low-power sensors, the size, mass, and
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power consumption of the system usually exceed many if not all constraints for
a high-availability system that is critical to crew health. A possible exception
could be the Penetrating particle ANalyzer (PAN) concept [Amb+19; Suk+23].

5.5.2 Dosimeters

At the other end of the capability scale are a variety of crew-worn and area-
monitoring dosimeters. These systems can be both active and passive, with
the latter often requiring detailed analysis to determine the absorbed dose.
The use of passive sensors goes back to the early days of the space program
[Eng+73]. Today, they are used in the form of thermoluminescent materi-
als [Nag+13; Pug+14; Pin+24], optically stimulated luminescent materials
[Yuk+06; Ber+16a; Yuk+22], and track-etch detectors [Nag+13; Ber+16a],
among others [Ako+05; CH11]. The main drawback of nearly all these systems
is that the complexity of the necessary processing (sometimes involving chemi-
cals) requires them to be brought back to Earth for analysis (exceptions include,
for example, the Pille-ISS thermoluminescent dosimeter system [Pin+24]).

Due to this limitation, there is a persistent trend toward using active
dosimeters [VV22]—i.e., sensors that can be read out fully automatically and
in real time—though passive ones continue to be in widespread use in current
and upcoming missions [Gaz+17], and are the detectors of choice for high-
resolution measurements with anthropomorphic phantoms [Rei+09; Sem+10].
In contrast to passive instruments that exploit radiation-induced damage or
reversible changes in the material’s molecular structure, active dosimeters rely
on the ionization of the sensor material and the subsequent collection of the
created charge, either on a cumulative or event-by-event basis. Nowadays,
they often consist of some form of silicon sensor, though gas and scintillation
detectors are occasionally used as well. Perhaps the most important advantage
of active devices, besides the fact they do not need processing on ground, is
that they not only provide measurements of the (integrated) absorbed dose
but also of the dose rate, thus enabling studies of time-dependent effects.

A historically widely used class of detectors used for dosimetry are tissue-
equivalent proportional counters (TEPCs). They usually consist of a hollow
sphere made from tissue-equivalent plastic that is filled with tissue-equivalent
gas at very low pressure [Mal+19; Hay+22]. The gas volume acts as ioniza-
tion detector [KWB95; Str+15] that is in principle capable of microdosimetric
measurements (depending on the size of the system) [RZ96]. Today, silicon
diodes—capable of collecting (and sometimes amplifying) the charged created

139



5. THE RISK OF RADIATION IN SPACE

via ionization by a passing particle—are the most prevalent class of sensors un-
der development for dosimetry [Lus+10; Rit+14; Jam+19; Ben+22; Gaz+23;
SBD24]. Their sensitivity range and resolution can vary widely depending on
the diode type and on the stability and resolution of the read-out electronics.
Generally, though, they have the advantage of being much easier to construct
than gas detectors.

Two examples of modern active dosimeters are the devices used by the
European and American space agencies. NASA’s Crew Active Dosimeters
(CADs) [Gaz+23], a direct replacement for the Crew Passive Dosimeters (CPDs)
that have been used since the launch of the first ISS expedition, contain
modified versions of commercially available direct-ion storage dosimeters
based on floating-gate MOSFETs (which are functionally very similar to the
European RADFETs [HA86]). The ESA Active Dosimeters (EADs) are more
complex devices, containing two silicon diodes of different thickness, one
RADFET, and one direct-ion storage dosimeter [SBD24]. Both systems are
worn by the American and European astronauts on the ISS, respectively, and
will also be used for future missions to the Moon.

5.5.3 Telescope-Like Detectors

The most widely used class of instruments used to characterize the radiation
environment on spacecraft for operational purposes are variants of particle
telescopes. The complexity of these devices varies significantly, ranging from
simple instruments containing a single telescope that comprises two or three
silicon diodes [Dok+01; Bea+02; Rit+14] to complex ones with multiple
telescopes, each made up of multiple layers of (position-sensitive) detectors
[Lee+07; Dac+15; Nar+17]. Instruments currently active on the ISS include
the Light Ion Detector for ALTEA (LIDAL), a version of the earlier ALTEA
telescope [Nar+17] with added TOF detectors [DiF+23], and the Charged
Particle Detector (CPD) of the International Space Station Radiation Assessment
Detector (ISS-RAD) (see Figure 5.3), which combines silicon and scintillation
detectors (and is paired with the Fast Neutron Detector (FND)) [Has+12;
Zei+23a]. All these devices measure the energy loss of particles in multiple
detector layers and from this information try to reconstruct a particle’s identity
and energy. Few of them, however, contain enough material to stop cosmic-ray
nuclei with energies in the region of interest to radiation protection and fully
absorb their energy.

A fairly recent development is the use of silicon-pixel sensors as standalone

140



5.5. State-of-the-Art Instrumentation

Figure 5.3: The ISS-RAD (left, gold) and HERA reference (right, purple) instruments
operating in the Node 2 module of the ISS. Image credit: NASA.

radiation detectors. NASA deployed the first generation of Radiation Envi-
ronment Monitors (REMs) on the ISS in 2012 [Kro+15; Sto+15]. These
instruments are based on the Timepix series of silicon detectors developed at
CERN [Llo+07; Poi+14; BCL20; Won+20]. In 2015, an updated instrument
design was deployed on the first Orion spacecraft to reach space as part of
Exploration Test Flight-1 (EFT-1) [Kro+15; Bah+15]. Several other missions
also carried Timepix-based radiation detectors [Gra+16; Fur+19; Ber+24].
A single Timepix can primarily measure the energy deposited by a charged
particle traversing it—and hence the absorbed dose in silicon. In contrast
to unsegmented sensors, its pixel structure does, however, allow to estimate
the direction the particle was coming from and thus to normalize the energy
deposition to the track length, yielding a more precise measurement of the LET
[Kro+18; Gra+18]. A partial identification of the particle type is possible based
on the pattern of energy deposition (for particles with nearly perpendicular inci-
dence) or from the track structure (for particles traveling in the detector plane)
[Geo+18; SP18; Ber+24]. A stack of two or more sensors with absorbers in
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between can improve the separation of hydrogen and helium ions [PP20]. In
the Hybrid Electronic Radiation Assessor (HERA) system, NASA plans to use
Timepix-based instruments as standard area monitors on the Artemis missions
to the Moon [Sto+23]. A first version was part of Artemis 1, and a reference
instrument is currently being operated on the ISS (see Figure 5.3).
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Concluding Remarks

Even the rather brief review of our current understanding of the risk that
cosmic and solar radiation pose to astronauts on missions beyond LEO show
that further research is urgently needed. Many uncertainties are primarily
rooted in radiation biology, though advances in dosimetry are also required.

The two key takeaways motivating our research are: (1) The biological
effectiveness of cosmic and solar radiation not only depends on the LET but
varies strongly with a particle’s charge and energy; and (2) there is a lack of in-
struments that allow monitoring the radiation environment inside a spacecraft
with sufficient resolution in Z (up to iron) to allow a determination of QNASA

with acceptable uncertainty. Even the newest generation of devices developed
by NASA and other space agencies lacks that capability. In the absence of
real-time, Z-resolved measurements, either the ICRP quality factor must be
used or a particle’s charge and energy must be derived from a measurement
of its LET. This cannot be done unambiguously and not for single particles.
Especially in shielded environments, relying solely on models and simulations
to propagate the (assumed) cosmic-ray environment through spacecraft walls
and structures is questionable. There is thus a need for compact, low-power
detectors that provide better resolutions in charge and energy.

143





Chapter 6

A Compact Tracking Calorimeter

The brief overview of state-of-the-art instruments in the previous chapter shows
that there already is a broad range of technologies that can provide detailed
information about the space radiation environment. So why bother developing
another one? The caveat with the devices currently in operation is that virtually
none of them can by itself provide all the information mission planners and
the medical personnel supporting them would like to have access to. That
is particularly true in future missions beyond LEO, for which only limited
data on the respective radiation exposure is currently available. Assembling
an adequate picture of the radiation environment therefore requires them to
rely on data from a variety of sensors. That, in turn, necessitates knowledge
of the locations throughout the spacecraft these sensors were positioned at
during the time the data was taken, of the way each sensor’s data was fil-
tered and corrected for instrument-specific response characteristics, and of
the sensitivity ranges and spatial, temporal, and energy resolutions of each
instrument. In many cases, instruments are operated by different groups that
do not necessarily share the same, or even similar, approaches for cleaning
up, analyzing, and normalizing their data. They may even base their analyses
on different assumptions regarding, for example, local shielding conditions,
which can have a significant impact on the reported measurements. Data from
sensors based on different technologies must also be treated differently in
all but a few cases, as detector technologies exhibit significantly dissimilar
responses to radiation. Though efforts are being made to calibrate different
sensors at the same facilities to improve their interoperability [Ben+19], this
cross-calibration can only partially alleviate the aforementioned challenges.
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The current patchwork of instruments thus leads to a somewhat incoherent
knowledge of the radiation environment inside a spacecraft and to largely
unknown uncertainties resulting from the combination of data that may have
undergone completely different treatment by the different groups building
and operating them. Recently, discrepancies between the cosmic-ray fluxes at
higher energies measured simultaneously by astrophysical investigations—in
particular AMS-02, CALET, and DAMPE—also seem to indicate that systematic
effects of different detector systems are not being treated correctly.

The development of new instruments with broader capability sets and
larger sensitivity ranges could help to substantially improve this situation.
While it is unlikely that someone will design a one-size-fits-all solution for
space radiation monitoring anytime soon—there will very likely always be a
need for small and lightweight personal dosimeters, for example—reducing
the number of different sensors will certainly improve the accuracy of the
gathered data. It will also result in operational advantages by reducing the
number of instruments mission planners must accommodate at locations of
interest throughout a spacecraft. A less diverse range of detector technologies
employed in instruments would also make it easier to compare the sensor data
and hence increase the possibilities of interoperability.

In this chapter, I describe the general working principle of a detector concept
we devised that promises to address this challenge. I also discuss, in general
terms, our implementation of it and briefly summarize the development and
test of early prototypes. This includes a detailed summary of measurements
we performed to demonstrate the fundamental detection principle.

6.1 General Requirements and Constraints

The central theme of our work on the detectors for the RadMap Telescope
(and the AFIS mission) has been to develop functionally simple and robust
instruments that can be constructed from commercially available and inex-
pensive1 components. While later chapters will show that finding low-cost
solutions to demanding functional and operational requirements has at times
been challenging, we nevertheless were able to devise a working principle that
is simple and mostly straightforward to implement.

Many of the requirements and constraints placed on the detector de-
sign have evolved historically from the specific requirements of the CubeSat-

1If measured against typical prices in the spaceflight industry.
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based astrophysics mission we worked on. In hindsight, the overlap in re-
quired capabilities between both applications—despite their somewhat dif-
ferent objectives—does, however, allow them to be well motivated in more
general terms:

Particle Identification. Both our objectives in radiation monitoring (for the
RadMap Telescope) and those in astrophysics require the identification of
(anti-) protons and nuclei, albeit with different separation power. Common to
both applications is the near-perfect separation of (anti-)protons and helium
from heavier ions, as they are the most abundant cosmic-ray particles. In
radiation monitoring, even small uncertainties in determining their flux can
lead large errors in calculating the absorbed dose; for AFIS, the derivation of
the antiproton flux from the antiproton-to-proton ratio suffers from a similar
sensitivity to misidentification. For radiation-monitoring purposes, the iden-
tification of ions up to iron is required, although the separation power can
be worse for neighboring species (i.e., those with adjacent nuclear charge) of
similarly low flux. Sensitivity to different isotopes is not needed. In addition,
secondary particles like pions must be detected but not identified. The detec-
tion of electrons is not generally required but is an optional objective relevant
to radiation monitoring, especially for missions that venture beyond Earth’s
protective magnetosphere or spend a long time in planetary radiation belts
with a large electron population.

Energy Resolution. The desired sensitivity range and energy resolution some-
what vary between the two applications. The AFIS mission profile provided
the initial reference, namely a sensitivity in the range of tens to hundreds MeV
per nucleon at a resolution of better than 10%. These values not only match
well to those of operational radiation monitoring but also to those of many
heliophysics applications. In both cases, a better resolution, on the order of a
few percent, is desirable but not strictly necessary.

Tracking. The tracking of primary (protons, antiprotons, and nuclei) and
secondary (pions) particles is central to the measurements we want to perform,
both in the fields of radiation monitoring and astrophysics. The required
position and angular resolutions are, however, not well-defined. A value of
2◦ for the latter is a somewhat arbitrary goal that would allow performing
directionally resolved measurements of the shielding efficiency in radiation-
monitoring applications. The position resolution is not of interest in itself but
is largely driven by the angular-resolution requirement. A second driver is the
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need for separating closely spaced tracks of secondary pions created in the
annihilation of antiprotons.

Geometric Acceptance. A limitation of many detectors used for radiation
monitoring, as well as for (space-based) cosmic-ray and heliophysics research
is their gathering power, parametrized in the geometric acceptance (or geo-
metric factor, see Section 4.1). The smaller the acceptance, the longer the
measurement time required for achieving a desired resolution. Investigations
using detectors with small geometrical factor thus either suffer from large
statistical uncertainties or cannot resolve transient phenomena well. There is
no well-defined lower limit on the acceptance; for every design option, the
detector size must be traded off against the time needed to achieve a given
precision of flux measurements. Our objective is to develop detector concepts
that have the largest possible acceptance while meeting the volume and mass
constraints summarized below.

Volume and Mass. The starting point of our work on cosmic-ray detectors
was the idea for the AFIS mission, which we envisioned to be based on a 3U
CubeSat form factor [CDS14]. We hence initially assumed a maximum volume
of 9 × 9 × 9 cm3 and a mass limit of 1 kg for the detector of such a mission.
With the extension of the CubeSat standard towards larger form factors and in
light of our evolving research focus, these constraints have somewhat relaxed
but still provide a good guideline. Generally, volume and mass are severely
constrained commodities in the spaceflight business, especially on crewed
spacecraft. There are thus strong incentives for designing instruments to be as
compact as reasonably possible. Similar limitations exist for electrical power
but are not discussed here because they are only relevant to electrical systems
and not to the detector itself.

Launch and Space Environments. Bringing an instrument into orbit and
operating it in space is associated with several unique challenges. The first
is the high degree of mechanical stability required to survive the vibration,
shocks, and acoustic pressure experienced during launch. Their intensities
differ somewhat from vehicle to vehicle but tend to be lower for crewed
launches. The second is the on-orbit thermal environment. In the vacuum
of space, convective heat transfer is impossible and heat can thus only be
removed from a system via radiative transfer to free space, which is much less
efficient. Even in pressurized spacecraft, the absence of Earth’s gravitational
pull means that convection does not take place, necessitating a careful thermal
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design. Another challenge is the exposure to the space radiation environment
and the extreme UV emissions of the Sun, which can lead to increased material
degradation. Damage due to debris or micrometeoroid impacts can also occur
but is largely irrelevant to our instruments because they are deployed inside
the protective hull of spacecraft.

Materials. The choice of materials that can be used in space applications,
especially aboard crewed spacecraft, is limited. Most restrictions are on the
grounds of flammability and outgassing, which render many plastics inadmissi-
ble. The increased corrosion risk for some aluminum and steel alloys can also
be a limiting factor. Aboard crewed spacecraft, the use of materials that could
potentially present health hazards is severely restricted, also rendering the use
of many gases difficult.

The detector design we devised can satisfy all the above requirements and
constraints. For the RadMap Telescope, some constraints (e.g., concerning the
launch environment) were relaxed to a certain degree (Section 10.1.3).

6.2 Working Principle

The underlying idea of the detector concept—which we initially called the
Multi-Purpose Active-Target Particle Telescope (MAPT) and later renamed to
Active Detection Unit (ADU) for the RadMap Telescope—is to use a single,
homogenous volume for tracking, energy measurement, and particle identifica-
tion. To achieve this, the volume must be segmented2 in three dimensions and
large enough (or finely segmented enough) to achieve an acceptable tracking
performance. It must also be sufficiently dense for nuclei with energies in the
range of interest to lose a significant fraction of their energy to enable energy
measurements and particle identification.

We also needed to identify or develop a particle-identification method that
does not require the use of a magnetic field to determine charge and momen-
tum. This was because the initially assumed limitations in size and weight
would not have allowed the use of a sufficiently strong permanent magnet.
Though potentially resulting in a smaller setup, the use of an electromagnet
was not possible because of power limitations and would still have exceeded
the mass budget of the AFIS mission.

2If using solid-state detector materials. Gas detectors do not necessarily need to be segmented.
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6.2.1 Bragg Curve Spectroscopy

The technique that promises to address all our requirements and constraints
is called Bragg curve spectroscopy and was developed by Gruhn et al. with the
help of an ionization chamber at the Lawrence Berkeley Laboratory in the
early 1980s. In their 1982 paper, Gruhn and his collaborators summarized the
technique’s strengths as follows [Gru+82]:

“Several advantages are realized in this type of heavy ion detector.
[...] Large solid angles are easily achieved. The resolution for
identifying particles is intrinsically high because all the measure-
ments are made in one medium, eliminating window or dead layer
effects. Particle identification can in principle be achieved over a
large dynamic range of energies and particles.”

The original technique requires particles to fully stop within the detector,
losing all their kinetic energy in a characteristic Bragg curve (see Section 3.2.9).
If that curve is fully recorded by the detector, one can determine the following
parameters of the particle (see Figure 6.1): its range from the length of its
track in the detector; its total kinetic energy from the integral over the Bragg
curve; its specific energy loss, dE/dx , at the beginning of the track; and its
maximum energy loss from the height of the Bragg peak. The range, R, is a
characteristic function of the particle’s nuclear charge Z1, its mass number A1,
and its initial velocity β; the kinetic energy, Ekin, is a function of A1 and β;
the dE/dx depends on Z1 and β; and the height of the peak depends solely
on Z1. A single record of the Bragg curve therefore allows to determine the
three parameters (Z1, A1, and β) that unambiguously describe a particle or
nucleus stopping in the detector.3 It cannot, though, determine the sign of Z1

because the interaction between particle and material only depends on Z2
1 (see

Equation 3.15). The separation of particles from their antiparticles is therefore
not possible using only the information contained in the Bragg curve.

If a particle does not fully stop within the detector volume because its
initial energy was too high, an extrapolation of the curve can still yield accept-
able results [Hag+08]. The energy of the particle cannot be arbitrarily high,
though, as the dE/dx must change significantly over the track length for the
extrapolation to be sufficiently accurate. This requirement sets an upper limit

3I use subscripts on Z1 and A1 to be consistent with the nomenclature in Chapter 3, where the
subscript ‘1’ denotes the properties of a projectile ion and ‘2’ those of a target ion.

150



6.2. Working Principle

0 2 4 6 8 10

Depth, x (a.u.)

0

1

2

3

4

5

S
pe

ci
fic

 e
ne

rg
y 

lo
ss

, dE dx
 (a

.u
.)

dE
dx (Z1, )

∫
dE
dx dx = Ekin(A1, )

max
(dE

dx

)
(Z1 )

R(Z1, A1, )

Figure 6.1: Parameters that can be extracted from a Bragg curve. The figure is adapted
from [Gru+82]. The Bragg curve is based on an interpolation of data taken from the
NSRL user guide [Bro24].

on the reconstructable energy that mostly depends on the detector’s energy
and spatial resolutions. At high energies, particles with similar momentum but
different mass can also be separated by their (nearly constant) energy-loss den-
sity alone [AC80]. This technique, however, requires independent knowledge
of a particle’s momentum and is thus of little use to us.

To illustrate the influence of kinetic energy and nuclear charge on the shape
of the Bragg curve, Figure 6.2 shows the energy-loss profiles of protons, silicon
nuclei, and iron nuclei with different energies in high-density polyethylene
(HDPE). The data shown was recorded at the NASA Space Radiation Laboratory
(NSRL) [LaT+16] at the Brookhaven National Laboratory (BNL) with the help
of ionization chambers and polyethylene absorbers of different thicknesses; it
is freely available from the NSRL user guide [Bro24]. The data points represent
the average ionization energy loss of many particles, not the value of a single
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Figure 6.2: Bragg curves for protons, silicon nuclei, and iron nuclei of different energies
in high-density polyethylene (HDPE). The data shown is from a large ensemble of
particles. It was taken from the NSRL user guide [Bro24] and interpolated with a
cubic spline for visualization purposes.
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measurement. Uncertainties are not given in the user guide.
The upper panel of Figure 6.2 illustrates that most of the protons’ energy

is deposited in the last few millimeters of their tracks, leading to a very sharp
Bragg peak at low energies. At higher energies, the peak is increasingly
broadened by statistical fluctuations of the energy loss (energy-loss straggling,
see Section 3.2.7), and the average maximum dE/dx decreases accordingly.
Despite the broadening, the energy-loss densities drop rather sharply to zero
at depths beyond the peak. The middle panel of Figure 6.2 shows analogous
measurements for silicon. Though the stopping curves look very similar for low
energies, two differences can be observed: Beyond the Bragg peak, the energy
loss does not drop to zero as sharply as it does for protons, and the shape of
the energy-loss profile changes significantly for nuclei with higher energies.
Both differences are even more pronounced for iron nuclei, as shown in the
bottom panel of Figure 6.2.

Challenge #1: Fragmentation

These two differences are caused by the fragmentation of beam nuclei into
nuclei with lower Z1 (see Section 3.3.6). Projectile fragments, which have a
lower stopping power in the target material, retain—to a large degree, though
not exactly—the velocity and direction of the projectile. It is hence intuitively
comprehensible how the longer range of projectile fragments produces the tail
beyond the Bragg peak. As long as the fraction of projectiles that fragment
remains small, the shape of the energy-loss profile otherwise roughly resembles
that of protons. For higher beam energies, however, most of the incident
nuclei fragment before the target material can stop them. The resulting
mix of projectile fragments has a significantly lower energy-loss density than
unfragmented nuclei, leading to a decrease of the mean dE/dx compared to
the initial value at the entrance point, where the higher energy-loss density
of the beam nuclei dominates. Target fragments, on the other hand, are
emitted isotropically in the rest frame of the target nucleus; they have a
high stopping power and, correspondingly, a short range. Even though they
therefore significantly increase the energy density close to the interaction site,
their probability is almost constant along the projectile’s path, which is why
they add only little to the deformation of the energy-loss profile.

Figure 6.3 allows a closer look at the deformed Bragg curve of 962.8-
MeV iron nuclei and clearly illustrates the drop of the energy-loss density for
increasing depth caused by projectile fragmentation. A small fraction of nuclei
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Figure 6.3: Bragg curve of iron nuclei with an energy of 982.8 MeV/n in HDPE,
illustrating the effect of fragmentation on the shape of the energy-loss profile. The
data shown is from a large ensemble of particles; the energy-loss profiles of single ions
vary significantly. The data points were taken from the NSRL user guide [Bro24] and
interpolated with a cubic spline for visualization purposes.

survives and stops, leading to the formation of a Bragg peak that barely exceeds
the initial energy loss. The fragmentation hence limits the accuracy of particle
identification and energy measurement at higher projectile energies, as the
energy-loss profiles for nuclei of the same species and energy can look very
different. At one end of the range of possible profile shapes is a nucleus that
does not fragment at all and thus produces a picture-perfect Bragg peak. At
the other end is one that fragments immediately upon entering the material,
producing several lighter particles whose energy-loss density barely changes
along their path through the detector. The profile shown in Figure 6.3 is the
weighted average over all possible shapes in between these extremes. There is
thus no single template that can be used to identify the energy-loss profile of
nuclei that are prone to fragmentation.
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This is a fundamental weakness of Bragg spectroscopy if the technique is
applied to single particles, as in our case, and not to ensembles of particles,
as originally proposed by Gruhn at al. Particle-identification algorithms must
be able to cope with the broad range of potential energy-loss profiles for ions
of the same energy and species, significantly complicating the analysis of the
data gathered by our detectors. Figure 3.10 illustrates that for light ions like
neon, which lies in the middle of our nuclear-charge sensitivity range, the
nuclear-reaction (and hence fragmentation) probability approaches 100% for
10-cm thick carbon targets at energies of 1 GeV/n or more. Even for neon
ions that just about stop in a target of such thickness, the probability exceeds
10%. The situation gets worse for higher nuclear charge, for which increasingly
larger fractions of ions fragment at lower energies.

Figure 6.2 does, however, show that for nuclei stopping in a detector
less than 10 cm in size, the Bragg peak is only minimally distorted even for
elements as heavy as iron. An analysis restricted to such stopping nuclei thus
promises to deliver precise measurements. Using the example of iron, this
stopping condition translates into an upper energy limit of about 450 MeV/n
(less for lighter ions). It would, however, be highly desirable to extend the
measurement range to larger energies, in which case fragmentation must be
taken into account during data analysis to achieve any meaningful result.

Challenge #2: Energy-Loss Straggling

A similar challenge likewise arises from the fact that the characteristic Bragg
curve describes the mean energy-loss profile of particles with a given energy.
The profile for individual particles, even in the absence of fragmentation,
can be significantly different from this average behavior due to energy-loss
straggling. Especially in the region around the Bragg peak, the distribution of
the energy-loss density is rather broad. Consequently, the exact shape of the
Bragg peak differs from event to event, though the variation is far smaller than
that caused by fragmentation. Straggling is, however, more severe for stopping
ions than it is for high-energy ones that pass through the detector and only
lose an insignificant amount of their kinetic energy.

Challenge #3: Dynamic Range

A third challenge of the technique is illustrated by Figure 6.4. The figure shows
energy-loss profiles for hydrogen, carbon, oxygen, silicon, and iron nuclei at
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Figure 6.4: Comparison of Bragg curves for hydrogen (protons), carbon, oxygen,
silicon, and iron nuclei in HDPE, highlighting the large dynamic range required for
separating ion species via Bragg curve spectroscopy. The data points were taken from
the NSRL user guide [Bro24] and interpolated with a cubic spline.
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various energies and highlights that their maximum specific energy loss differs
by up to three orders of magnitude. While this large separation is in principle
helpful for the accurate identification of nuclei, it does require high-resolution
detectors with a large dynamic range if both light and heavy nuclei shall be
detected with the same system. Especially in space applications—where mass,
power, and the range of usable detector technologies are limited—constructing
such a system may present a challenge given the particular requirements and
constraints of a given mission.

Despite these challenges, Bragg curve spectroscopy promises to be a particle-
identification technique that can deliver the separation accuracy required for
the RadMap Telescope. Besides the advantage of not requiring a magnetic
field, the energy-loss profile can potentially be recorded with sufficient detail
by a detector with only moderate spatial resolution (in contrast to the high
resolutions required in compact magnetic spectrometers). This simplifies the
construction of a homogenous detector consisting of a single, robust, and
inexpensive material.

6.3 Implementation

Instead of using an ionization chamber like Gruhn and his collaborators, we
realized that a detector volume made of a solid material has several critical
advantages for space-borne systems. Most importantly, it neither requires
a pressure vessel nor a system for handling gases. Both are challenging to
implement on spacecraft, where they may present catastrophic hazards to
both vehicle and crew and therefore must be designed with a number of
redundancies and safety features. An additional hazard is posed by the high
voltages (typically several hundred to a few thousand Volts [HR20]) required
to accelerate the ionized gas. Depending on the type of chamber and on the
desired field configuration, the required wires or foils are oftentimes quite
delicate, with typical diameters of a few tens of micrometers [HR20]. Designing
them to withstand the vibrations and shocks encountered during a launch and
the thermal environment in orbit is certainly a challenge, though not an
insurmountable one—as, for example, the AMS-02 experiment demonstrated
with the successful deployment of a large array of straw tubes [Kir+04].

The disadvantage of using solid detector materials is that it is harder to
construct a continuously sensitive volume that allows to precisely measure
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the energy-loss profile of a particle along its track. A solution is to segment
the detector in two or three dimensions. By choosing an adequate size of
the individual segments, an almost arbitrarily good spatial resolution can be
achieved, though at the cost of many insensitive layers between the segments.
These ‘dead’ layers can significantly decrease the detector’s energy resolution
because the energy a particle loses in them is not recorded. In addition,
a smaller segment size often leads to a worse signal-to-noise ratio in each
segment, again resulting in a decrease of the energy resolution. At some point,
the deposited energy that can be detected also becomes so small that there
is an effective lower limit on the (theoretical) segment size. Often, though,
mechanical and electrical limitations arise well above this limit.

The choice of materials that allow to construct the three-dimensional
detector volume required for omnidirectional sensitivity at an acceptable cost is
limited. Semiconductors are increasingly the material of choice for constructing
large tracking detectors [All19] and calorimeters [BRS18] with excellent spatial
and energy resolutions, respectively. So far, however, they cannot be used to
construct large monolithic volumes with (fine) three-dimensional segmentation.
Silicon-strip or silicon-pixel detectors can provide superior tracking in two
dimensions and also achieve good energy resolutions but are made from wafers
with a typical maximum thickness of a few hundred micrometers [Mos09].
Densely packing a macroscopic volume with such detectors to construct a
homogenous calorimeter is prohibitively expensive, especially for projects
with limited budget like ours. In high-energy physics experiments, they are
thus typically used in sampling calorimeters, where layers of silicon detectors
are separated by (thick) layers of passive, heavy materials like lead [BRS18].
Another disadvantage of using silicon-based sensors with fine segmentation is
the amount of power required to digitize their signals; in space applications,
this has so far confined their use to tracking detectors.

Recent developments like the upgrade of the ALICE inner tracker with
monolithic active-pixel sensors (MAPS) show that large tracking detectors with
integrated read-out systems and low power densities can be realized [Fan20;
Agl23]. A rival technology are low-gain avalanche diodes (LGADs), which
promise to deliver superior timing performance [Car+20; Gia23]. To achieve
such low power consumption, however, these new detectors are designed to
provide only spatial information—with each pixel simply indicating whether
it was hit by a particle or not. The much more power-intensive digitization
of the collected charge is not performed at all. To construct a calorimeter
from such sensors, a sampling-calorimeter-like layout with energy-sensitive
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layers separating the tracking layers could be chosen but would require a more
complex setup with two different detector technologies. It is also questionable
whether the high spatial resolution of such silicon detectors is required for the
identification of ions via Bragg curve spectroscopy.

Scintillators (both organic and inorganic), on the other hand, can easily be
produced to fill large volumes and can be segmented more or less arbitrarily,
though generally with much coarser segmentation than possible for silicon
detector. Chapter 9 shows that the latter aspect is completely acceptable for
the RadMap Telescope and the better spatial resolution of silicon detectors is
indeed not necessarily required. The rather broad range of available scintillator
materials allows to fine-tune a detector’s sensitivity range (in terms of particle
energy) by choosing one with an adequate density.

Generally, plastic scintillators are easier to work with than crystals (or
ceramics). Plastics can be cast or extruded and then machined into almost
arbitrary shapes while crystals must be grown and then ground into their final
shape. Due to their brittleness, this process is very time-consuming and the
range of shapes that can be produced with comparable effort is limited. The
hygroscopicity of some materials also makes their handling more complicated.
In addition, the higher price of inorganic scintillators is another aspect that
restricts their use in large-scale systems, though some proposed space-based
instruments would make use of them nonetheless [Adr+21a]. Plastic scin-
tillators, on the other hand, have two main disadvantages that complicate
their use in space applications: They have a much narrower operational tem-
perature range (with temperatures exceeding 100◦C being critical4) and are
more susceptible to radiation damage, especially in the mixed-radiation field
encountered in space. In applications requiring a large temperature working
range or high radiation hardness, inorganic scintillators may thus be a better
choice. Table 6.1 summarizes the advantages and disadvantages of using
organic (plastic) and inorganic (crystal) scintillators for space applications.

For the MAPT detector principle employed in RadMap’s ADU, we chose to
use organic scintillators in the form of scintillating-plastic fibers. Such fibers
have been, and still are, used for particle tracking in high-energy physics exper-
iments [DAm+96; Ruc96]. They can easily be procured from manufacturers in
standard diameters with round and square cross-sections. Due to its superior

4The softening temperatures of PS and high-temperature PVT, the two most widely used plastic
matrices, are 90◦C and 99◦C, respectively [KMN17; Elj23]. Glass transition occurs above these
temperatures, significantly changing their mechanical and optical properties [Pla65; Rie96].
Manufacturers often quote maximum operational temperatures of 50◦C to 70◦C.
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Table 6.1: Advantages and disadvantages of using organic (plastic) and inorganic
(crystal) scintillators for space applications.

Organic Scintillators Inorganic Scintillators

Advantages Easy to form/machine Large temperature range
Easy to handle High radiation hardness
Emission can be fine-tuned
Inexpensive

Disadvantages Small temperature range Hard to form/machine
Low radiation hardness Often hygroscopic

Expensive

mechanical stability (compared to PVT), they are usually based on a PS matrix.
Most are ternary systems, with dyes and wavelength shifters added such that
the emission maximum is in the blue range of the optical spectrum, though
the exact chemical composition is in most cases a closely guarded secret. The
advantage of using fibers instead of machined and polished pieces of bulk
scintillator is twofold: (1) They require less mechanical work (a simple cutting
to the required length and polishing of the end faces) and (2) have a higher
light-collection efficiency thanks to their cladding. This comes at the cost of
a smaller range of readily available matrix–dye–shifter combinations, which
means their properties (in terms of light yield and mechanical properties)
cannot be matched as well to the application at hand as the wider range of
commercially available bulk scintillators allows. This limitation has not been
an issue for us, as several commercially available fiber types are well suited to
the detection of heavy charged particles (protons and nuclei).

6.3.1 Fiber Selection

The particular fiber type we chose, SCSF-78 manufactured by Kuraray [Kur14],
has a square cross-section and a thickness of 2 mm. It has a single cladding
made of PMMA, an attenuation length of longer than 4 m, and a decay time of
2.8 ns. Its emission maximum at 450 nm matches well to the sensitivity range
of most modern photosensors. The only other commercially available product
with a square cross-section at the time we started developing the MAPT concept
was the BCF-12 fiber by Saint-Gobain Crystals (now Luxium Solutions) [Sai11].
Table 6.2 compares the properties of the two fiber types and shows that the
differences are marginal in most cases, at least for our applications.
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Table 6.2: Properties of square SCSF-78 and BCF-12 fibers per manufacturer data sheet
[Kur14; Sai11]. Kuraray does not quote an intrinsic light yield for the SCSF-78 fiber,
though it should not differ strongly from that of BCF-12.

SCSF-78 BCF-12 BCF-12
Single cladding Single cladding Multi-cladding

Core material PS PS PS
Cladding PMMA PMMA PMMA,

fluor-acrylic
Cladding thickness 2% 4% 6%
Trapping efficiency 4.2% 4.4% 7.3%
Intrinsic light yield ? ∼8000 ph./MeV ∼8000 ph./MeV
Emission peak 450 nm 435 nm 435 nm
Decay time 2.8 ns 3.2 ns 3.2 ns
Attenuation length >4 m 2.7 m 2.7 m

The only significant difference is the higher trapping efficiency5 of the
multi-cladded BCF-12, which comes at the cost of a thicker cladding (i.e.,
insensitive volume) and thus a lower detection efficiency if used in fiber arrays.
A simple estimate shows that the associated higher light output is not neces-
sarily advantageous. Assuming an approximate energy loss of 200 keV/mm
in PS [Ber+17] and neglecting the insensitive volume of the cladding, a MIP
traversing the fiber produces at least

Nph = 0.2MeV/mm · 2mm · 8000 photons/MeV = 3200 photons. (6.1)

For the multi-cladded BCF-12 with a trapping efficiency of 7.3%, this translates
into 234 photons reaching a photosensor at one end of the fiber, if attenuation
is not taken into account. At 4.4% efficiency for the single-cladded version, the
light output is about 141 photons. Even if accounting for attenuation (which
is minimal if only light transport in the core is considered) and assuming a
conservative photon detection efficiency of 40%, a MIP produces a signal of
about 50 photoelectrons in single-cladded BCF-12. Considering the noise levels
in modern photodetectors, this yields an excellent signal-to-noise ratio.

At the lower end of the energy-loss sensitivity range, there is thus no reason
to choose multi-cladded fibers. The discussion in Section 6.2.1 shows that, at
the other end of the range, the maximum energy-loss density of heavy ions is

5This is the trapping efficiency of the core–cladding interface. Both Kuraray and Saint-Gobain
assume that the cladding–air interface does not contribute to the light transport.
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more than three orders of magnitude larger than that of MIPs. Even though
much of this energy is lost to quenching (see Section 6.3.4 below), such a
huge range entails that the lower trapping efficiency of single-cladded fibers is
actually helpful in keeping the required dynamic range of the photosensors as
small as possible, leading to a better resolution for small dE / dx.

Kuraray does not specify the intrinsic light yield of the SCSF-78 core mate-
rial in their data sheet, and we could not find one published in the literature.
It is, however, reasonable to assume that it does not strongly differ from that
of the BCF-12 fiber, as manufacturers typically optimize dye and wavelength-
shifter concentrations for maximum light yield to compensate for the limited
thickness of the active material in a fiber [Kno10; Sai11]. Assuming that the
two fiber types not only share the same matrix material but are also doped with
solutes of comparable efficiency, their intrinsic light yield likely only differs by
a few percent at most. With the difference in trapping efficiency being minimal,
the above light-output estimate for the BCF-12 fibers should thus roughly hold
for the SCSF-78 type as well, at least to a degree where we can confidently
assume a good signal-to-noise ratio for MIPs.

The two fiber types should thus perform equally well in most cases. For
some applications, the SCSF-78’s longer attenuation length and the thinner
cladding could be advantageous. Even though we did not expect these pa-
rameters to have a significant impact on the performance of our detectors, we
ultimately chose the SCSF-78 fiber. This choice was, however, primarily based
on the fact that our group had some experience in using it.

6.3.2 Detector Layout

Our goal was to construct a detector volume that allows the three-dimensional
tracking of particles with a sensitivity and resolution (both in tracking per-
formance and energy determination) that is as constant over the full solid
angle as possible. Using commercially available fibers, this can be achieved
by simply arranging them in a three-dimensional array (see Figure 6.5), with
every second layer turned by 90◦. To increase the detection efficiency and
tracking resolution, every second layer of the same orientation is shifted by half
the fiber pitch.6 This ensures that particles traversing the insensitive material
between fiber cores (i.e., the cladding and the space between adjacent fibers)
in one layer are detected in the next. Such a layout can be used to construct

6The center-to-center distance of two adjacent fibers.
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Fiber pitch1/2 fiber pitch

Figure 6.5: General principle of constructing a tracking calorimeter from scintillating
fibers: Fiber arrays are stacked in alternating orientation, with every second layer in
each orientation shifted by half the fiber pitch to increase the detection efficiency and
tracking resolution.

cuboid detector volumes of almost arbitrary dimensions. For applications like
the RadMap Telescope, we mostly attempt to achieve a roughly cubic shape
because it is best suited to the detection of isotropic particle fluxes.

Multi-layer arrays of scintillating fibers are obviously not a new invention.
They have been used for the two-dimensional tracking of charged particles in
accelerator-based experiments for decades [Ruc96]. There are, however, key
differences in how we make use of the general concept of stacking fibers. First,
virtually all scintillating-fiber trackers built so far are only meant to determine
two-dimensional coordinates on a (flat or curved) plane, for example the
coordinates of a particle-interaction point relative to the beam axis [Hon+15;
Coh+16]. Second, the information provided by multiple fiber layers with
the same orientation is often only used to improve the spatial resolution and
detection efficiency, not to determine the angle of a particle track [Bei+10;
DB17]. Single fibers with, for example, lower detection efficiency thus have
little impact on the overall performance of the system. Third, typical fiber
trackers provide hit information only [Bis+02; Ort+20]; the differences in
energy loss of traversing particles are seldom made use of. In contrast, in our
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Figure 6.6: Schematic illustration of the path-length differences in layers of round and
square fibers. The total length is shown for tracks traversing two or more fibers, even
though in some cases the number of photons produced in short path segments may
not be large enough to be reliably detected in photosensors.

approach every fiber (layer) acts as an independent sub-detector that provides
both hit information and an energy-loss measurement, which is why we use the
term tracking calorimeter to describe the detector concept. The requirements
on the light-yield uniformity, signal-to-noise ratio, and energy resolution in
each detector channel are thus a lot stricter than in the typical applications
of scintillating fibers referred to above. Individual underperforming or ‘dead’
channels consequently have a much larger impact.

The stacking concept shown in Figure 6.5 motivates our choice of fibers
with a square cross-section. Since each layer acts as an independent position-
sensitive detector, the detection efficiency along its segmented coordinate
should be as uniform and high as possible. A round cross-section, however,
would result in a strongly position-dependent path length in the core material
for a particle traversing the layer in perpendicular direction. This, in turn,
leads to a non-uniform light yield and hence to a position-dependent detection
efficiency. Even worse, the very short path length for some particles would
lead to locally very low detection efficiencies. A solution to overcome this
limitation would be the use two staggered layers of round fibers per array
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(see illustration in Figure 6.6), which would shift the average path length to
larger values. This approach would mostly alleviate the problem of very short
path lengths but still result in strong angle-dependent differences. It would
also require roughly twice the number of detector channels as a single layer
of square fibers. The second reason for using the latter is the higher fill factor
(i.e., volumetric fraction of active material) that can be achieved, which results
in a larger material budget and hence higher measurable particle energies.

The detector layout does not result in angular and energy resolutions that
are fully uniform over the complete solid angle. Particles entering the detector
at small angles to array planes (i.e., nearly horizontally in Figure 6.5) may only
traverse fibers of one layer, thus not producing the hits in both orientations
(which we often refer to as projections) needed to accurately determine track
parameters. In the worst case, they may travel along a single fiber, depositing
all their energy in it. Particles traversing the detector at small angles to the
stacking direction (i.e., vertically in Figure 6.5), on the other hand, will in most
cases hit many fibers in both orientations, allowing a precise determination
of their track parameters. I discuss the detector acceptance and resolution in
more detail in Chapter 9, after introducing the exact mechanical layout of the
RadMap Telescope’s flight detectors.

6.3.3 Photodetectors and Optical Crosstalk

One aspect that prevented the construction of very compact fiber detectors in
the past was the size of PMTs, which for decades were the only photodetectors
capable of detecting single or few photons. The individual read-out of every
fiber in an array thus required a mechanical fan-out of the fibers to an array of
PMTs that occupied a volume orders of magnitude larger than the detector’s
active one. Another aspect was the prohibitively high price tag of photomultipli-
ers, which sometimes led to clever but complicated schemes being employed to
read out spatially distant channels with the same sensor to save costs [LoP+14;
Coh+16]. An alternative were even more expensive position-sensitive photo-
multipliers [Sal+89; Hor+04] or charged-coupled device (CCD) image sensors
[Ang+89; Res+95], though the latter’s low sensitivity rendered the detection
of single particles challenging. A final challenge are the bias voltages of several
hundreds to thousands of volts required to operate PMTs, which can be a safety
issue in spaceflight applications.

The limitations that often arose from these challenges were overcome by
the advent of single-photon-sensitive silicon sensors, first in the form of APDs
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Figure 6.7: Since the SiPMs have a sensitive area and mechanical package that are
slightly larger than the fiber cross-section, they are attached on alternating sides of
each fiber array with optical glue. The fibers, including their end face at the far end of
the SiPM, are wrapped in or coated with an absorbing or reflecting material to prevent
optical crosstalk.

and then SiPMs. Such devices are not only smaller and less expensive than
PMTs, and require lower operating voltages; they are also mechanically more
stable, are insensitive to magnetic fields, and have a comparably high gain.
The only disadvantages are their lower detection efficiency and larger dark-
count rate, which for large-area SiPMs can reach the MHz regime at room
temperature. For applications like ours, where even for MIPs more than 100
photons arrive at the end of a fiber, the latter two aspects are not an issue.

The maturation of SiPMs into commercially available products in the years
prior to the kick-off of our work was the enabling technology development
that made the construction of detectors based on the MAPT concept possible.
Building a detector with the same layout of the active volume but read out by
PMTs would just not have been possible. Though the performance of SiPMs
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has continued to improve drastically in the past decade—and we consequently
switched products (and manufacturers) frequently—their use in the ADU has
remained the same.

Every scintillating fiber in our tracking calorimeters is read out by a single
SiPM that has an active area that is slightly larger than the fiber’s cross-section.
The small size of the sensors allows us to keep the length of the fibers as short
as needed for constructing the three-dimensional tracking volume because
they can be attached with optically transparent glue to the fiber ends directly
at the edge of the tracking volume. The sensors’ slightly larger size does,
however, require that neighboring fibers are read out at opposite ends (see
Figure 6.7), leading to a partial overlap of an ‘open’ fiber end with the SiPMs of
the two neighboring ones. To prevent optical crosstalk arising from this overlap
or, more generally, from untrapped photons, each fiber must be wrapped in
or coated with an absorbing or reflecting material. I present our studies of
different crosstalk-preventing materials and their effect on a fiber’s light yield
in Section 7.2.

6.3.4 The Role of Ionization Quenching

One of the main challenges of working with plastic scintillators is the strong
effect of ionization quenching (see Section 4.2.3) for large energy-loss densities
because it reduces the separation power for (stopping) ions with large dE / dx.
Quenching is, on the other hand, also the effect that makes the identification
of MIPs and heavy ions with a single scintillator–photodetector combination
possible in the first place. Without the quenching-induced reduction of the
scintillation efficiency, the huge dynamic range (in terms of energy-loss density)
of more than three orders of magnitude (see Figure 6.4) would otherwise be
impossible to resolve with a single type of photosensor. We therefore studied
the quenching behavior of SCSF-78 fibers in some detail. I present these studies
and discuss the implications of their results in Section 7.1. Here, I only use the
simple model of Birks (introduced in Section 4.2.3) and our measured value of
Birks’ coefficient, kB, to illustrate the effect of quenching on the data gathered
by our detectors.

Quenching reduces the fraction of energy deposited by a charged particle
that is converted into scintillation light. The light yield per unit distance,
dL/dx, is described by Equation 4.15, where I assume Q to be the quenching
function proposed by Birks (Equation 4.16) for the purposes of this discussion.
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Figure 6.8: Effect of ionization quenching in SCSF-78 core material on the energy-loss
profile of protons. The dashed curves show the experimentally measured deposited
energy density from NSRL [Bro24], as presented in the upper panel of Figure 6.2. The
solid curves show the visible energy density, determined by applying the quenching
correction for SCSF-78 according to Birks’ model (using the kB-value determined by
us, see Section 7.1).

Since we do not know the scintillation efficiency7 of the SCSF-78 core material,
S, I use a modified version of this equation:

dL

dx

∣∣∣∣
Ek

= S ·
〈
dE

dx

〉
vis

, (6.2)

where ⟨dE / dx⟩vis is the visible (specific) energy density that I define as〈
dE

dx

〉
vis

= Q

(
dE

dx

)
·
〈
dE

dx

〉
. (6.3)

7Somewhat confusingly, the intrinsic scintillation efficiency is often referred to as the (intrinsic)
light yield, under the assumption that quenching is insignificant.
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It represents the quenching-corrected energy-loss density that can be con-
verted into scintillation light (hence the term visible energy density). Since
S is assumed to be constant, we can without loss of generality compare the
visible energy density to the deposited energy density in lieu of comparing the
quenching-corrected light yield to the uncorrected one.

Figure 6.8 visualizes the effect of ionization quenching on the energy-loss
profiles of protons stopping in HDPE. Since HDPE and PS are very similar in
their chemical composition, their difference in stopping power is negligible for
the purposes of this illustration. The dashed curves show the experimentally
measured, unquenched8 deposited energy density from NSRL [Bro24], as
presented in the upper panel of Figure 6.2. The solid curves show the visible
energy density, determined by applying Equation 6.3 to the experimental
data. The figure illustrates the significance of quenching even at the small
energy densities generated by protons, though a clear Bragg curve-like profile
is retained nonetheless.

The much more pronounced effect of quenching on the energy-loss profiles
of (heavy) ions like silicon and iron is illustrated by Figure 6.9. Since the
difference between the deposited and the visible energy density can be orders
of magnitude, I here only show the latter; the original unquenched energy-loss
profiles are shown in Figure 6.2. To illustrate how strongly quenching reduces
the energy available to the scintillation mechanism, the small panels show the
ratio of visible to deposited energy density:

ϵvis =
⟨dE / dx⟩vis
⟨dE / dx⟩

(6.4)

Figure 6.9 illustrates that the energy convertible into scintillation light can be
a sub-percent fraction of the deposited energy, completely distorting the shape
of the Bragg curves. It also shows that there seems to be an intrinsic limit to
the visible energy-loss density of about 8 MeV/mm.

There are several implications for ADU-style tracking calorimeters:

1. The dynamic range that must be covered by the photosensors is limited
to a mean energy deposition of about 8 MeV/mm (multiplied by the
scintillation efficiency).

2. High-resolution measurements at the upper end of that range are required
to resolve what remains of the Bragg peak.

8I assume that quenching in the ionization chambers used at NSRL can be neglected.
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3. The tail beyond the peak created by light projectile fragments has a
relatively larger size because it is mostly unquenched.

As stated at the beginning of this section, these aspects render the application
of Bragg curve spectroscopy harder but also make our detector concept viable
in the first place by reducing the dynamic range.

Figs. 6.10 and 6.10 illustrate how quenched, discretized energy-deposition
profiles of different particles look like in a tracking calorimeter constructed
from scintillating fibers with a 2-mm thickness. The data was generated using a
Geant4 [Ago+03; All+16] simulation, with quenching implemented according
to Birks’ model and using the kB-value determined by us (see Section 7.1).
The upper panels show the mean total energy deposited in each fiber:

∆E =

〈∫
∆x

dE

dx
dx

〉
, (6.5)

where the integral over the path length, δx, is calculated for each particle
individually, and ∆E is the mean value of the resulting distribution. The visible
energy is consequently calculated via

∆Evis =

〈∫
∆x

Q

(
dE

dx

)
· dE
dx

dx

〉
. (6.6)

Figure 6.10 confirms what is shown in Figure 6.8, namely that Bragg peaks
for stopping protons are still clearly visible after the quenching correction
was applied. Figure 6.11, however, shows that the situation is much more
complicated for ions. What remained of the Bragg peak in the non-discretized
data shown in Figure 6.9 is effectively gone when the energy deposition of
heavy ions is integrated over 2-mm fibers. Even though peak-like and clearly
separable profiles are still visible for light ions, the curves for carbon (ZC = 6)
and oxygen (ZO = 8) look pretty similar already. The curves for silicon
(ZSi = 14) and iron (ZFe = 26) are nearly indistinguishable if we take into
account that the figures only show the mean deposited energy and not the
variance caused by straggling.

In summary, there are two key conclusions concerning the overall viability
of the ADU detector concept that can be drawn from this discussion:

1. The identification of light ions up to, and perhaps including, carbon
based on their energy-loss profiles in 2-mm thick scintillating fibers is for
sure feasible, even when accounting for ionization quenching.
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Figure 6.10: Energy-deposition profiles for protons in ADU-style tracking calorimeters
simulated with Geant4. The upper panel shows the energy deposited in successively
traversed fibers. The lower panel shows the visible energy in each fiber after correction
with Birks’ quenching function.
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Figure 6.11: Energy-deposition profiles for different ion species with the same range
in ADU-style tracking calorimeters simulated with Geant4. The upper panel shows the
energy deposited in successively traversed fibers. The lower panel shows the visible
energy in each fiber after correction with Birks’ quenching function.
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2. The identification of heavier ions is complicated by the severe distortion
of their energy-loss profiles by quenching. It is thus questionable whether
individual elements can be separated with high accuracy, though reliably
detecting differences of ∆Z = 1 or ∆Z = 2 may be realistic. For
radiation-monitoring purposes, the latter would already be a major step
forward.

What is apparent from these conclusions is that accurate knowledge of the
quenching behavior of the scintillating fibers is crucial for interpreting the data
gathered by the ADU. This is the primary reason for which we performed a
respective experimental study.

6.4 Proof-of-Principle Demonstration

To demonstrate that we can indeed record clean energy-loss profiles of stopping
particles using scintillating fibers, we conducted a proof-of-principle test. For
this experiment, we used the same measurement setup as for our quenching
studies (see Section 7.1.3 for details). The detector consisted of a planar array
of 16 SCSF-78 scintillating fibers, each read out individually at one end with
a Hamamatsu Photonics S13360-4935 SiPM. Their microcell pitch of 25µm
ensured that saturation effects are negligible even at the highest energy-loss
densities. The fibers were neither coated nor treated in any other way. We
suppressed optical crosstalk solely by placing them apart by several millimeters
and blocking stray light from hitting the SiPMs of neighboring fibers with an
opaque plastic structure. The whole setup was placed inside a vacuum chamber
to suppress beam–air interactions that would result in scattering and energy
loss between fibers.

We exposed the detector to a beam of protons at the πM1 beam line of
the high-intensity proton accelerator at the Paul Scherrer Institute (PSI). To
constrain the spot size and position of the beam on the fibers, we used a copper
collimator with a 2-mm bore placed at a distance of 20 cm upstream of the first
fiber (see Figure 7.2). We selected the beam intensity such that the probability
for pile-up events9 was negligible.

Figure 6.12 shows the energy-deposition profile of a beam of 56.25-MeV
protons in the fiber array. For each fiber, the plot shows along the vertical axis
the distribution of the visible energy, ∆Evis, created by single protons. The

9Multiple protons traversing the detector (nearly) simultaneously.
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Figure 6.12: Energy-loss profile of a beam of 56.25-MeV protons in a planar array of
SCSF-78 scintillating fibers. For each fiber, the plot shows along the vertical axis the
distribution of the visible energy, ∆Evis, created by single protons. The white triangles
indicate the most probable energy loss in each fiber. The data is from the analysis of
10 000 events. Adapted from [Los+21].

profile has the expected peak-like structure, which is, however, substantially
‘washed out’ by energy straggling and quenching. The combination of these
two effects most strongly affects the fibers around the Bragg peak, where
quenching is the strongest and straggling leads to slight differences in the range
of the particles. Figure 6.13 (note the logarithmic vertical scale) more clearly
illustrates the broadening of the energy-deposition distribution in successive
fibers along the path of the protons: The initially Landau-like distribution
develops an increasingly stronger tail at higher ∆Evis, which eventually fully
dominates in the 13th fiber, where the particles deposit most of their energy
yet do not fully stop. The almost symmetric distribution around a lower mean
∆Evis in the 14th fiber can be explained by the fact that the protons traverse
only a (small) fraction of the fiber width. Though their energy-loss density is
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array. Same data as presented in the vertically oriented distributions in Figure 6.12.
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at its maximum—as is the effect of quenching—the much shorter path length
results in an integrated visible energy that is smaller than in the previous fiber.
The results of this experiment demonstrate several important aspects:

1. The rather narrow energy-loss distributions in the fibers (note the loga-
rithmic scales in Figs. 6.12 and 6.13) show that particle identification and
energy measurement for protons is possible. Based on the simulations
presented in Figure 6.11, this conclusion can likely be extended to light
ions, though an experimental confirmation is needed.

2. For protons, and when the broadening due to straggling and quenching
effects is correctly accounted for, the mean-∆Evis profile can describe the
majority of events well. A percent-level fraction, however, deviates more
strongly from the average behavior, in a few cases seemingly randomly
and by several standard deviations. This variation must be taken into
account if high-precision particle identification shall be performed with
high efficiency. If, on the other hand, the occurrence of such outliers
could be statistically accounted for (based on real or simulated data), the
failure to correctly identify them might not matter as much.

3. Though likely acceptable for protons and light ions, the substantial
broadening of the energy-deposition profile complicates the separation of
heavier ions with similar nuclear charge. Further (experimental) studies
are required to determine from which element on the ∆Evis distributions
created by ions with ∆Z = 1 overlap so substantially that a separation
with high confidence becomes impossible.

The test thus showed that Bragg curve spectroscopy should in principle work
well for protons and light ions (though the definition of ‘light’ in this context
is still an open question). It also further highlighted the challenges that
complicate the identification of heavier ions and, consequently, the urgent need
for test measurements with such particles.

Ultimately, however, it is unrealistic to assume that we can gather test
data like that shown in Figure 6.12 for every element from hydrogen to iron.
Even the NSRL at BNL, which at the moment works with the broadest range
of ions, only offers nine species across this range. We thus need to rely on
simulations to develop our particle-identification algorithms. To be able to do
so, we nonetheless need to gather experimental data with at least a few ion
species to benchmark our simulation models, especially the one for quenching
(see discussion in Section 7.1).
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6.5 Early Prototypes

Over the years, we developed several prototype detectors of different scale.
The reason for building them was not only to test and demonstrate various
aspects of the tracking calorimeter concept but also to mature the mechanical
construction of the ADU and to incrementally develop suitable read-out elec-
tronics. I here present the two detectors that most substantially contributed to
the evolution from the idea of building a scintillating-fiber tracking calorimeter
to the construction of the flight detectors for the RadMap Telescope.

6.5.1 CubeZero

The very first prototype we ever built, called CubeZero, was meant to demon-
strate the overall viability of the tracking-calorimeter concept, including its
ability to track charged particles with reasonable accuracy. The following is
only a very brief summary of its design and of the tests we performed. A de-
tailed description can be found in the Diploma thesis of Lingxin Meng [Men14].
Additional data analysis was conducted by Thomas Pöschl and is described in
his Master’s thesis [Pös15].

Mechanically, CubeZero had little in common with the detectors that would
eventually fly to the ISS. It consisted of 128 SCSF-78 square scintillating fibers
of about 68 mm length, arranged in 16 arrays of 8 fibers each. Every second
layer was rotated by 90 degrees to allow tracking, but the arrays in each
orientation were not shifted against each other as illustrated in Figure 6.5
above. As such, CubeZero would have had a lower detection efficiency than
our original concept, though we never performed a comparative measurement
with setups that were sufficiently similar for isolating this effect. The fibers
were read out on alternating sides of each array (layer) with early versions
of the PM3350 SiPMs manufactured by KETEK GmbH [KET14; Sch+14]. To
prevent optical crosstalk, we aluminized the fiber ends opposite of the SiPMs
and wrapped each fiber individually with conventional aluminum foil. The
resulting fiber stack is shown in the center of Figure 6.14; the SiPMs are
soldered onto the red printed circuit boards (PCBs) surrounding the fibers.

Since this was the first prototype we built, we did not attempt to develop
read-out electronics compatible with the space and power constraints nor
with the reliability requirements of a space mission. Instead, each SiPM
was individually connected to a shaping preamplifier that matched its signal
characteristics to the input capabilities of a multichannel sampling analog-to-
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Figure 6.14: Fiber stack of the CubeZero prototype. 128 SCSF-78 square scintillating
fibers with a 2-mm thickness were arranged in 16 layers of 8 fiber each, with every sec-
ond layer rotated by 90 degrees. The fibers were wrapped in conventional aluminum
foil to prevent optical crosstalk.

digital converter (ADC) [Man+09]. This discrete solution allowed us to digitize
the signal waveforms of all SiPMs with high resolution. It is, however, by far
too space- and power-intensive to allow the construction of larger detectors
within the constraints of our applications.

We tested the detector at the πM1 beam line at PSI with beam of protons
and negative pions. For the latter, we chose a beam momentum of 375 MeV,
which corresponds to βγ ∼ 3. The pions were thus MIPs and had a constant
energy-loss density throughout the detector, which was ideal for investigating
its tracking capabilities. For protons, we chose beam momenta between 300
and 375 MeV/c, which was low enough for them to stop in the detector’s active
material. We used scintillator plates that had the same size as the fiber arrays’
overlapping area (about 16× 16mm2) and were read out by PMTs to trigger
the sampling ADCs (either individually or in coincidence).
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Results and Lessons Learned

Despite bandwidth issues with the data-acquisition system (see [Men14]), we
were able to demonstrate the detector’s ability to record tracks of MIPs that
are clearly distinguishable from noise and background events. Using the first
and the last fiber layers as reference, we determined an average per-channel
detection efficiency of about 99.2% [Men14]. One must, however, refrain
from interpreting this result as indicative of the general performance of the
detector concept: The probability for a particle to (1) hit a fiber in the first
and in the last layer but to (2) not hit the ones in between is fairly low, and
is mainly determined by the uncertainty of mechanically placing the fibers in
their holding structure.10 Particles that traverse the first layer of the detector in
the insensitive space between two fiber cores, however, are not accounted for at
all. The efficiency value cited above thus certainly overestimates the absolute
detection efficiency. Unfortunately, the trigger detectors placed upstream and
downstream of the prototype, though roughly having the same size as its
tracking area, were not aligned well enough for using their hit information to
correct this effect.

The analysis of the proton measurements was complicated by the fact that
we had expected a significantly lower light yield than we ultimately observed
and thus chose SiPMs with a microcell pitch of 50µm to achieve a higher
detection efficiency. The higher-than-expected light output led to saturation
effects at large energy-loss densities, in addition to the unavoidable quenching
of the Bragg peak. We nevertheless were able to record energy-loss profiles
for stopping protons, though with lower statistical significance than during
the proof-of-principle demonstration discussed in Section 6.4 above (which
we performed later). The SiPM saturation, uncertainties due to wrapping the
fibers (see below), and substantial beam–air interactions over a distance of
1.2 m between the beam line exit window and the detector also resulted in
larger uncertainties.

A combined analysis of the four proton data sets recorded at different
beam momenta and of one calibration measurement with pions allowed us to
determine estimates of several crucial performance parameters [Pös15]:

1. We calculated a mean of 218± 42 photons arriving at the end of a fiber
per MeV of ∆Evis—i.e., after taking into account the reduction of the

10The discussion in Section 6.3.1 shows that the light yield of the fibers for MIPs is so high that
any inefficiencies related to it can be neglected.
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energy deposition due to quenching. The rather large uncertainty is
only partially due to statistical fluctuations; much of it is caused by the
light-yield differences of the fibers (see discussion below). The value we
obtained is significantly higher than the one calculated in Section 6.3.1
above, where I followed the manufacturer’s assumption that light is
only trapped by the cladding–air interface. What causes the increased
light yield—contributions of the cladding–air interface, reflections at the
aluminized fiber end, or light trapped by the aluminum foil—cannot be
determined based on the data.

2. We performed a first determination of the Birks’ coefficient of SCSF-78
fibers and obtained a value of 0.127 ± 0.03mm/MeV. Considering that
the strong saturation of the SiPMs may have led to an underestimation of
systematic effects, this value is compatible with the one we determined
based on our much more precise measurements presented in Section 7.1.

3. Despite the limited amount of data we collected, we were able to re-
construct the four different beam energies with sub-MeV precision. We
could not check the accuracy of this reconstruction because we did not
measure the beam parameters with an independent, calibrated detector.
Instead, we relied on the momentum filter of the beam line to determine
the momentum of the incident particles and accounted for energy loss
and straggling due to beam–air interactions based on a simulation with
the SRIM software [ZZB10].

Besides determining these important parameters, we also learned a lot about
the construction of a scintillating-fiber tracking calorimeter. A detailed look
at Figure 6.14 reveals that we underestimated the intrinsic variation of the
fiber geometry, as well as the added thickness of the aluminum foil. It also
shows the substantial curvature of the fibers, which occurred because we had
them delivered on a coil. In addition to these purely mechanical aspects, we
observed unacceptably large fiber-to-fiber variations of the light yield [Pös15],
which we tried correcting for in our data analysis though they still led to large
and (to some degree) unknown systematic uncertainties.

Despite these shortcomings, the first prototype demonstrated the general
feasibility of using a single stack of scintillating fibers for the track reconstruc-
tion and energy measurement of protons. The sub-MeV precision of the energy
reconstruction, if extendable to the full range of energies we aim to cover
with the RadMap Telescope’s ADU, would be more than sufficient to fulfill the
requirements of radiation-monitoring applications.
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6.5.2 A Stratospheric Balloon Flight

We developed the second prototype I present here as part of our participation
in the REXUS/BEXUS program, which gives (graduate) students the opportu-
nity to perform experiments on sounding rockets and stratospheric balloons.
The program is run by the German Aerospace Center (DLR), the Swedish
National Space Agency (SNSA), and ESA, with support from the Swedish Space
Corporation (SSC) and the Center of Applied Space Technology and Micro-
gravity (ZARM) of the University of Bremen. Our objective was to measure
the intensity profile and angular distribution of cosmic-ray-created secondary
radiation (mostly muons and electrons) [Rei93; EHP11; KW12] at altitudes
of up to 27 km using a full-scale tracking calorimeter aboard a stratospheric
balloon [Los+15]. The second goal was to demonstrate that we could operate
a detector with flight-like read-out electronics in the demanding near-space en-
vironment of the stratosphere. This particularly included the extreme ambient
temperatures, the almost complete absence of convective heat transport, and
the low-pressure environment at altitudes above 20 km [But22].

Detector Design and Fiber Treatment

The detector we constructed for this mission consisted of 30 layers, each
comprising 30 SCSF-78 square scintillating fibers with a thickness of 2 mm, for
a total of 900 detector channels. Fiber arrays (layers) with the same orientation
were not shifted against each other. To keep the inter-fiber spacing as small
as possible, we used a single 3D-printed structure made from acrylonitrile
butadiene styrene (ABS) as mechanical support (see Figure 6.17). The resulting
tracking volume had a size of 65× 65× 65mm3. Though ABS is a flammable
plastic that requires safety-related exceptions in human spaceflight missions, it
was the only material that we could print with sufficient precision at the time.

As for the CubeZero prototype, we wrapped each fiber into aluminum foil
and aluminized the ends opposite of the SiPMs. This time, however, we took
more care in controlling the quality of our fiber production. In the first step,
we needed to straighten the fibers to remove the curvature (due to delivery
on a coil) that had complicated the integration of the CubeZero detector. We
achieved this by heating them to about 80 ◦C while pressing them between
two aluminum plates for about 1.5 hours. This removed much of the bending
for most of the fibers, and we assumed it had little effect on their optical
characteristics. For some fibers, however, small irregularities of the aluminum
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Figure 6.15: Five steps of preparing scintillating fibers for the 900-channel prototype:
(1) bent fiber after cutting from the coil, (2) straight fiber after heating, (3) polished
fiber, (4) fiber with sputter-coated end, (5) fiber wrapped with aluminum foil.

surfaces were imprinted on the cladding, which in hindsight (see Section 7.2)
may have had an adverse effect on the light yield. Afterwards, we polished the
fibers on both ends and sputter-coated one end with a 40-nm thick aluminum
layer. Finally, we wrapped each fiber with 50-µm thick aluminum foil; it
overlapped on one longitudinal surface, where it was held together by small
dots of glue. These five steps of treating the fibers are illustrated in Figure 6.15.

We knew from the tests of the CubeZero prototype that SiPM saturation
was not an issue for MIPs. Since the radiation environment in the strato-
sphere consists mostly of high-energy muons and electrons (positrons) with
energy-loss densities comparable to those of MIPs [Rei93], we determined
that it was reasonable to again rely on PM3350 SiPMs from KETEK, which
we already had experience with and had characterized thoroughly [Hah14].
The SiPMs were soldered to PCBs with 30 (two rows) and 45 (three rows, see
Figure 6.16) photodetectors, each of which was in addition equipped with
four temperature sensors. There was no other circuitry on these sensor arrays
except for individual R–C–filters to stabilize the bias voltage of each SiPM. The
unamplified signals were routed to the read-out electronics via individually
shielded micro-coaxial cables (see Figure 6.18). Bias-voltage and temperature-
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Figure 6.16: Three-row array of 45 KETEK PM3350 SiPMs. The receptacle for the
bias-voltage and temperature-sensor connections is visible on the right. The connector
for attaching micro-coaxial signal cables is located on the back.

sensor connections were made via separate cables. The support structure had
alignment pins for every PCB to ensure that the fibers were well centered on
the SiPMs during assembly (see Figure 6.17). To glue the SiPM arrays to the
fiber ends, we used NASA-certified EPO-TEK® 301 optical epoxy [Epo23].

In the flight instrument, the detector was mounted to an aluminum struc-
ture via eight attachment points on the top and at the bottom of the plastic
support (see Figure 6.17). This structure was in turn attached to the instru-
ment’s main structure made from aluminum profiles, which also housed all
electrical systems. Light tightness was ensured by an outer hull made from
carbon fiber plates. Since the balloon flight was anticipated to only last a
few hours, thermal control was completely passive. The detector was largely
decoupled from the rest of the instrument by the thermally isolating plastic
support. No precautions were taken against electromagnetic interference, for
example from the balloon’s wireless data transmission system.

Read-Out and Data-Acquisition Electronics

For the development of the read-out electronics for digitizing the SiPM signals,
we cooperated with Prof. Kenji Shimazoe at the University of Tokyo. His
group was in the process of developing an application-specific integrated
circuit (ASIC) for the large-scale application of SiPMs in positron emission
tomography (PET) [Shi+14]. Since PET scanners require many individual
detector channels to achieve high spatial resolution, and the energy resolution
is only of secondary interest, their ASIC design used a time-over-threshold (ToT)
approach for measuring the SiPM signal amplitudes. For ToT digitization, each
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Figure 6.17: Partially assembled 900-channel detector prototype. The scintillating
fibers are stacked in a 3D-printed support structure made from ABS plastic. Most SiPM
arrays are already attached; alignment pins for them are visible on the side of the
detector facing to the left. The exposed layers at the top show the alternating read-out
of the fibers (alternating open and aluminized fiber ends). The aluminum on some
fiber ends exhibits strong discoloration, which was caused by the sputter-deposition
process. The four black components on each SiPM array are the temperature sensors.
Attachment points are visible on the top and at the bottom of the support structure.

read-out channel consists of a shaping preamplifier followed by a discriminator.
The ASIC simply outputs the discriminated signal fully in parallel, that is, with
a dedicated output pin for each input channel. Assuming a (shaped) signal
shape that scales nearly linearly with amplitude, the determination of the time
a signal is above the discriminator threshold gives an indirect measurement of
its amplitude.

The advantage of the ToT method is that it only requires conversion of
time difference between the rising and falling edges of the discriminator
output to the digital domain. Such time conversion is significantly less power-
intensive than a high-resolution measurement of the signal amplitude, not to
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Figure 6.18: Fully assembled 900-channel detector prototype used for our stratospheric
balloon flight. The SiPM signals were routed to the read-out electronics via individually
shielded micro-coaxial cables (pink). Bias-voltage and temperature-sensor connections
were made via separate cables (white).

speak of the time-resolved sampling of signal waveforms. Appropriate time-to-
digital converters (TDCs) are commercially available in the form of integrated
circuits (ICs) with few channels; a larger number of channels can easily be
implemented on field-programmable gate arrays (FPGAs). A fully parallel read-
out of many SiPMs at high rate can thus be achieved at a comparatively low
power consumption. The major disadvantage of the method is its sensitivity
to the exact dependence of the ToT signal length on the amplitude. This
relationship is essentially always non-linear, and must be accurately known
for a precise digitization of the SiPM signals. Any unknown non-linearity
leads to non-linear error of the amplitude measurement, and hence to an
energy-dependent resolution uncertainty of unknown magnitude.
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Figure 6.19: Components of the read-out electronics based on the ToT method. Left:
240-channel discriminator PCB, equipped with five 48-channel ToT ASICs developed
at the University of Tokyo. The micro-coaxial signal cables shown in Figure 6.18 are
plugged into the connectors at the center of the board. The inset shows the wire bonds
of a single ASIC. Right: FPGA-based TDC capable of digitizing up to 240 ToT signals.
The row of components at the bottom of the PCB are seven bias-voltage converters for
supplying the SiPMs.

Despite this challenge, we thought that the perceived advantages of a low-
power read-out system capable of sustaining high event rates were an ideal
match to the resource constraints of our application. The ASIC developed at
the University of Tokyo had 48 channels and allowed a direct connection of the
SiPM signals to its input (without blocking capacitors or external termination
resistors). The five ASICs required to read out one side of the detector (i.e., a
quarter of its channels), were wire-bonded to a custom-designed discriminator
PCB (see Figure 6.19), which was hence capable of reading out up to 240
channels. The micro-coaxial cables carrying the SiPM signals were attached
directly to this PCB. For the digitization of the ToT signals, we designed a
240-channel TDC based on a Virtex-6 FPGA by Xilinx (see Figure 6.19). Each
TDC was also equipped with seven bias-voltage converters to independently
supply the seven SiPM arrays on each detector side. We operated the system
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Figure 6.20: The BEXUS 18 stratospheric balloon shortly before launch from Esrange
Space Center in Kiruna, Sweden. It reached an altitude of about 27 km and stayed
aloft for a little over three hours. Image credit: ESA.

at a resolution of 500 ps, with a possible minimum bin width of 350 ps. The
data of the four TDCs required to read out the full detector was transmitted
to a commercially available data-acquisition system (National Instruments
sbRIO 9606) via low-speed serial links. The acquired data was stored on the
instrument; a subset was forwarded to the balloon’s data-handling system for
real-time transmission to the ground.

Results and Lessons Learned

The instrument flew aboard the BEXUS 18 balloon (see Figure 6.20), which
was launched from Esrange Space Center in Kiruna, Sweden, and reached
an altitude of about 27 km. The flight lasted a little over three hours, half of
which was spent at float altitude. Unfortunately, a faulty control line between
the data-acquisition system and the front-end electronics rendered the latter
inoperable. Though we detected the problem shortly before launch, we did
not have enough time to correct it. The only meaningful data collected during
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Figure 6.21: Distribution of the most probable signal amplitude of the 1333 fibers
produced for the 900-channel prototype upon excitation with a 90Sr source. Colors
indicate the quality classification, which we used to select the best 900 fibers for
integration into the detector. Adapted from [Pös15].

the flight were thus detailed temperature profiles recorded by more than 120
sensors distributed on the detector and throughout the instrument. This data
showed that the overall mean temperature variation was relatively benign,
with an observed 8-degree span around approximately 0 ◦C.

Despite the total loss of detector data, we nevertheless learned a number
of important lessons concerning the construction of our tracking calorimeters
and the design of the front-end electronics:

Scintillating Fibers. Based on our experience of constructing the CubeZero
prototype, we already knew that the treatment of the scintillating fibers—
coating one end and wrapping them in aluminum foil—was critical. One
problem was that the sputtered aluminum layer tends to peel off if the fiber
surface is not perfectly clean or whenever the coating is subjected to mechanical

189



6. A COMPACT TRACKING CALORIMETER

stress. The other problem is the reduction in light yield we observed for fibers
for which glue had crept between the aluminum foil and the cladding (see
Section 7.2 for a detailed assessment). Since we were aware of these problems,
we tried optimizing our production process to ensure we addressed them as
good as possible. Initial tests nevertheless showed that we could not completely
avoid them. To compensate, we produced more than 1300 fibers and tested
each one of them with beta electrons from a 90Sr source. The respective
distribution of the most probable signal amplitudes is shown Figure 6.21. We
then used a quality-classification scheme (see colors in the figure) to select the
best 900 fibers for integration into the detector. Despite this attempted quality
assurance, the light yield of the worst and the best fiber we used deviated by
-13% and +42% from the most probable one, respectively. Such a large range
is far from ideal; finding better alternatives for suppressing optical crosstalk
was thus a focus of our subsequent work (see Section 7.2) in preparation for
producing the RadMap Telescope detector.

Fiber Support Structure. For this prototype, we decided to integrate all 900
scintillating fibers in a single support structure. This had the advantage that
we could ensure that the fiber-to-fiber and layer-to-layer distances remained
the same throughout the whole detector. During the integration process,
particularly when gluing the SiPM arrays to the fiber ends, we realized that this
approach was more prone to manufacturing uncertainties and handling errors
than we had anticipated. One issue was the insufficient mechanical precision
of the 3D-printed support structure. The more important one, however, was
the fact that a single error in attaching one of the SiPM arrays could render the
whole detector unusable. After we had barely been able to correct one such
mistake, we concluded that partitioning future detectors into several modules
was crucial for achieving an integrating system of good quality.

ASIC Output Buffers. Even though the ToT read-out method seemed ap-
pealing because of its high rate capability and low power consumption, we
concluded after completion of the balloon mission that it had no future in our
application. One reason was a design flaw in the ASICs (the output buffers
were too weak), which resulted in a slow rise time of the ToT signals. This
made the detection of small-amplitude signals impossible because the output
would already be de-asserted before it crossed the voltage threshold for a logic
‘high’ signal in the FPGAs’ input buffers. We had not realized this before the
mission because we had only tested the ASICs with an oscilloscope-based setup
due to time constraints. So, in hindsight, the read-out electronics would never
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have worked correctly even if we had not encountered the issue with the faulty
control signal. The problem could possibly have been alleviated by the addition
of external driver circuits, but this would have resulted in a prohibitively large
and power-intensive system.

Time-Over-Threshold Method. The other reason for discarding the ToT
option is its strong non-linearity, or rather its decreasing resolution at large
signal amplitudes. Figure 6.22 illustrates this challenge: The upper panel shows
SiPM signals with different amplitudes to which a fixed threshold is applied.
The lower panel shows the ToT signal length as a function of amplitude of such
a signal shape. The key point to observe is the decreasing time difference for
constant intervals at increasing amplitudes. The result is a strongly decreasing
measurement resolution for large SiPM signals, and hence for large energy-loss
densities. The discussion in Section 6.3.4 above shows, on the other hand, that
precise measurements at large ∆Evis are crucial for counteracting the effect of
quenching. The ToT method thus has its main weakness where we can tolerate
it the least. There are approaches that attempt to alleviate this problem by
using a threshold that linearly increases with time [Shi+12; PCL23]. Another
option could be a stronger shaping of the signal, which would require longer
charge-integration times and hence decrease the rate capability. There exists,
however, currently no readily available ASIC that could enable the large-scale
application of either approach. Implementing a discrete solution, though
possible, was no option because of the limited space and power available for
the read-out electronics.

Gain Variations. The measurements recorded during the flight showed that
even in the relatively short time at float altitude, temperature differences
between the hottest and coldest SiPM arrays reached as much as ten degrees.
For the AFIS mission, it is reasonable to assume that, depending on the thermal
design of the satellite, the variations may be even larger. For the PM3350
SiPMs we used for this prototype (and for the PM3325 we used for RadMap’s
ADU), a ten-degree temperature difference results in a 3% gain difference
(due to drifts in the breakdown voltage, see Section 4.5). If uncompensated,
gain fluctuations of such magnitude lead to unacceptably large uncertainties of
the energy-deposition measurement in a fiber. Other than many of the ASICs
evaluated in Section 10.4, the ToT chip had no input stage that would allow
compensating for channel-by-channel changes in the breakdown voltage.

These findings made clear that we needed to introduce several major design
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Figure 6.22: Principle of the time-over-threshold (ToT) method. The upper panel
shows simulated SiPM signals with different amplitudes to which a fixed threshold
is applied. The lower panel shows the ToT signal length as a function of amplitude
of such a signal shape. It visualizes the decreasing time difference, and hence the
decreasing resolution, for constant intervals at increasing amplitudes.
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changes, starting with the way we treated our scintillating fibers for avoiding
optical crosstalk. I describe our efforts to find a suitable alternative coating
in Section 7.2. A second area for improvement was the mechanical design of
the detector, most notably of the support structure. The changes we made in
this area are described in Chapter 8. Finally, the most important challenge was
finding a better means of reading out the many SiPMs of our tracking calorime-
ter while adhering to the resource constraints of the intended application as a
radiation monitor. I describe the development of a read-out system suitable for
spaceflight missions in Section 10.4.
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6. A COMPACT TRACKING CALORIMETER

Concluding Remarks

A tracking calorimeter made from scintillating-plastic fibers promises to deliver
more precise particle identification than any of the currently used radiation-
monitoring systems. At the same, it is significantly more compact than tradi-
tional magnetic spectrometers used for astrophysics investigations, and has
a much larger geometric factor (and hence gathering power). These aspects
could render it an ideal technology for radiation monitoring aboard future
(crewed) spacecraft. Bragg curve spectroscopy, which must be used for particle
identification in such a detector, is in principle a good method for separat-
ing different nuclei but suffers from the unavoidable effects of ionization
quenching in (plastic) scintillators. It is thus imperative to understand the
quenching mechanism of the fibers used for constructing the detector well if
high particle-separation efficiencies are to be achieved.

The experiments we conducted and prototype detectors we built confirm
that both the principle of constructing the detector and the method of measur-
ing the energy of protons work well. Mechanical and electrical issues with the
prototypes revealed plenty of opportunities for improvement, but the general
concept seems feasible. Though we did not perform tests with nuclei, the fact
that we can reconstruct the energy-loss profiles of protons of different energies
well enough for achieving a sub-MeV energy resolution demonstrates that we
are in principle able to identify Bragg curves well. The identification of light
ions up to carbon, for which energy-loss profiles are well separated, should
thus be possible with high accuracy. For heavier ions, quenching may force us
to adopt ∆Z = 1 or ∆Z = 2 classification. This would, however, already be a
major improvement over currently used sensors.

Without heavy-ion testing, the influence of projectile fragmentation on the
particle identification remains uncertain. What is clear, though, is that we
should expect a broad range of possible energy-loss profiles for heavy nuclei,
especially if we attempt to extend the energy range of our measurements such
that incident particles do not fully stop in the detector. How to exactly deal
with this challenge during the analysis of measurements is still unclear and
requires further investigation.
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Chapter 7

Investigation of
Scintillating-Fiber Properties

The performance of the tracking calorimeter described in the previous chapter
very much depends on the intrinsic properties of its scintillating fibers. In
contrast to applications where they are primarily used to construct position-
sensitive detectors for tracking [Ruc96; DAm+96], we rely on the energy a
particle loses in each fiber to (1) measure its total energy (loss) and to (2)
determine its identity. The resolution with which we can measure the deposited
energy thus determines the overall precision and accuracy of our data.

In this chapter, I present experiments we performed to precisely determine
the quenching behavior of the type of fiber we use and the position dependence
of the light yield in such fibers. Both properties were not previously treated in
sufficient detail in the literature, necessitating our own studies.1

7.1 Ionization Quenching in SCSF-78 Fibers

In Section 6.3.4 above, I discussed the significant influence of quenching on
our ability to separate heavy ions with similar nuclear charge based on their
energy-loss profile. The non-linear relation between the light yield and the
deposited energy also affects the measurement of the particle energy, with any
error in our knowledge of the former directly translating into an uncertainty of

1We published the results of our studies in Nuclear Instruments and Methods A [Pös+21] and in
Radiation Measurements [LPP24].
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the latter. There were two primary reasons for experimentally investigating
the quenching behavior of the fibers we use:

1. There were no previously published studies of quenching in SCSF-78
fibers available in the literature.

2. Birks’ model of quenching, introduced in Section 4.2.3, has been shown
to inaccurately predict the scintillation response for particles of different
charge, among other shortcomings [Bir64; Nyi+14]. Von Krosigk et al.,
for example, found different kB values for protons and alpha particles
in the same material [Kro+16]. Since this and other discrepancies can
lead to uncertainties of unknown magnitude in our measurements, an
investigation of alternative models and their ability to describe quenching
in SCSF-78 fibers was necessary.

For the second aspect, it is helpful to briefly review the different quenching
models that have been proposed as extension to (or replacement of) Birks’
formalism.

7.1.1 Quenching Models

Birks assumed that quenching is an unimolecular process that can be described
simply by the density of the excited or ionized molecules and the probability
for their non-radiative relaxation (see Section 4.2.3). For easier reference, I
repeat here the quenching function he proposed [Bir51],

QBirks =
1

1 + kB · dE
dx

, (7.1)

which parametrizes quenching with a single parameter, kB.
Chou was the first to propose an extension to Birks’ model that takes into

account bimolecular quenching—i.e., the interaction between neighboring
excited or ionized molecules [Cho52]. Based on a semi-empirical analysis, he
proposed to add a term that is second order in dE / dx:

QChou =
1

1 + kB · dE
dx + C ·

(
dE
dx

)2 , (7.2)

where
√
C has the same dimension as kB. For small specific energy loss, Chou’s

model approximates Equation 7.1, and Birks himself acknowledged it as a
generalization of his model [Bir64].
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Wright similarly attempted to take into account bimolecular effects but
tried to do so on a slightly less empirical basis. He introduced the parameters
a and k for the rates of bimolecular and unimolecular quenching, respectively,
and the parameter p to describe the rate of energy dissipation via fluorescence
[Wri53]. With these, he writes the light yield per unit distance as

dL

dx
=

p

a
ln

(
1 +

a

p+ k
· dE
dx

)
. (7.3)

Shortly after its publication, Kallmann and Brucker questioned the validity of
the theoretical derivation of this model on the basis that bimolecular quenching
is considered to be in direct competition with fluorescence emission [KB57].
Birks agreed with this objection but claimed that it nonetheless remains a
useful semi-empirical relation over a limited range of specific energy loss
[Bir64]. For our analysis, we used the fact that Wright assumed S = p/(p+ k)
at small energy loss to re-arrange Equation 7.3 such that we could separate
the quenching function per Equation 4.15:

QWright =
1

W · dE
dx

ln

(
1 +W · dE

dx

)
, (7.4)

where W = a/(p + k) has the same dimension as kB. This one-parametric
notation reflects that in Wright’s model only the probability for bimolecular
quenching depends on the energy-loss density [Wri53].

The fourth model we considered is that of Voltz et al. [Vol+66]. It was the
first to distinguish between ionization by the (primary) projectile and by the
δ electrons created during the latter’s passage through the scintillator. It also
includes terms for both the prompt and delayed components of scintillation
light, though we did not take into account the latter in our studies and thus
omitted these terms. Absorbing the Ws parameter of their original notation
into S, the quenching function for prompt fluorescence of Voltz et al. reads

QVoltz = (1− Fs) e
−Bs(1−Fs)·dEdx + Fs. (7.5)

Here, Fs is the fraction of singlet excitations (leading to prompt fluorescence,
see Section 4.2.3) due to δ electrons that travel beyond the central ionization
channel around the track. Voltz et al. assumed the specific energy loss of these
electrons to be too small to cause significant quenching, which may not be
entirely true. At the same time, the electrons carry energy away from the
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central region of the ionization channel, thus reducing quenching there. This
is reflected by the 1− Fs term before the exponential function describing the
quenching in the channel, parametrized by the quenching parameter Bs. Fs

can be related to the mean excitation energy of the medium, I, to the minimum
energy required for an electron to leave the central region of the channel, and
to the charge and stopping power of the projectile [Vol+66].

There are several other and mostly more complicated models that we
did not consider in our studies. Notable among them is that of Hong et al.,
which extends Birks’ model by a separate treatment of electronic and nuclear
stopping, though it does not change the parametrization of the quenching
behavior [Hon02]. Yoshida et al. further expanded this approach by accounting
for bimolecular quenching of the electronic (but not the nuclear) energy loss
in the form proposed by Chou [Yos+10]. A more recent approach by Valdes
Santurio et al. is specifically geared towards computing the light yield in thin
scintillators via a modified version of Birks’ model that accounts for secondary
electrons [VPA20]. All these models are of semi-empirical nature.

Attempts have also been made to place models on a more theoretical
footing, often via the kinetics of the energy transfer in the scintillator, thus
accounting for the temporal aspects and radial diffusion of energy deposition
[BCL62; HBK68]. Christensen and Andersen, for example, combined such
approaches with models of the track structure and were able to compute
quenching correction factors for ions in different scintillators that agree well
with experimental data [CA18; Chr+19]. Other approaches are more closely
anchored in stopping theory (see Chapter 3) and attempt to describe quenching
via the distribution of energy by secondary electrons [MM94; MMB95]. Effects
such as surface quenching—the loss of excitation energy in thin scintillators
due to δ electrons leaving the material and due to other effects—have also
been treated in some detail [Tay+51; Bir52; Wri55].

We decided against using any of these more complicated models for our
analysis because we were not interested finding a physically sound theory of
quenching but in determining a reasonably accurate yet simple mathematical
description for the behavior of our materials. Prior successes (documented in
the literature [CS70; Wan+12; Nyi+14; Wes+17; Awe+21]) in using the four
quenching functions introduced above compelled us to restrict ourselves to
simple semi-empirical approaches.
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7.1.2 Measurement Strategy

A detailed description of the experiment we performed can be found in the
corresponding journal publication [Pös+21] and in the dissertation of my
colleague Thomas Pöschl [Pös22], who was responsible for analyzing the
results. I here mostly summarize the measurement strategy and experimental
setup, to which I significantly contributed.

To determine the quenching behavior of SCSF-78 scintillating fibers, we
measured the light yield as a function of deposited energy, dL/dE, of protons
at several kinetic energies and fitted the different quenching models to this
data using Equation 4.14. Since we could not directly measure dL/dE, we
instead measured the total light yield, L, in a fiber as a function of the energy
a particle loses while traversing it:

L(Ein
k , Eout

k ) = S

∫ Ein
k

Eout
k

Q

(
dE

dx

)
Ek

dEk . (7.6)

Here, Ein
k and Eout

k are the kinetic energy of the particle before and after
traversing the fiber, respectively. To account for the statistical fluctuations of
the energy loss and its energy dependence (see the discussion of straggling in
Section 3.2.7), we studied the behavior of a large ensemble of particles and
analyzed the mean light yield, ⟨L⟩, produced by that ensemble given a mean
energy loss ⟨dE / dx⟩. The underlying assumption is that quenching of the
mean energy loss can be described identically to quenching of the stochastic
energy loss (of single particles)—i.e., ⟨Q⟩ = Q.

To cancel out light propagation losses in the fibers and detection ineffi-
ciencies in the photosensors, we normalized the measured light yield in each
fiber to that of minimum-ionizing reference particles, in our case pions. Using
MIPs as a reference has the advantage that their specific energy loss is constant
in all samples—independent of their thickness—thus providing a very stable
reference energy loss.

To gather granular data over a wide range of specific energy loss, we used
a detector consisting of a planar array of scintillating fibers. The minimum-
ionizing pions traversed all fibers successively; for protons, we chose energies
such that they stopped within the array. This allowed us to observe quenching
at the Bragg peak, where dE / dx is the highest. To further improve the
granularity, we rotated the detector in the beam to vary the latter’s path length,
⟨x⟩, in the fibers. Though these changes of ⟨x⟩ were small, they strongly
affected the particles’ energy-loss profile because of the high stopping power
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of protons at the Bragg peak. The rotation therefore significantly increased the
sensitivity of our measurement.

Since we did not have the means to measure the kinetic energy of the
protons in between fibers, we calculated Ein

k and Eout
k for each fiber using

tabulated stopping-power values from NIST [Ber+17], thereby accounting
for the inactive cladding. This calculation depends on ⟨x⟩, and hence on the
incidence angle of the beam on the fibers, which is why we treated the path
length as a free parameter in our analysis.

7.1.3 Experimental Setup

Our detector consisted of 16 scintillating fibers, arranged in a planar array
oriented perpendicular to the beam such that particles passed through them
sequentially. Each fiber was 71 mm long and had a square cross-section of
2 mm×2 mm (the same we use for the ADU). Since we wanted to compare
our measurement approach to that of others (and there was no published data
on the SCSF-78 fibers), we also cut 2 mm×3 mm pieces of the same length
from a plate of BC-408 scintillator and polished them to achieve a fiber-like
state. BC-408 is a widely used PVT-based scintillator manufactured by Saint-
Gobain (now Luxium Solutions), for which quenching measurements had been
published previously. We oriented these asymmetric scintillator pieces such
that the beam passed through them along their shorter edge. Since we could
only irradiate 16 fiber samples at a time, we used sample holders that we
could easily swap out. Each holder held eight fibers and had a base made from
aluminum; the fibers were clamped down on these frames by two structures
made from white polyoxymethylene (POM) (see Figure 7.1a).

The light produced in each fiber was detected by a Hamamatsu Photonics
S13360-4935 SiPM with an active area of 3 mm× 3 mm glued to one end. The
SiPMs had a microcell pitch of 25µm and a total of 14 400 pixels, of which
6 400 overlapped with the fiber end (in the case of the square SCSF-78 fibers).
The slightly larger sensitive area allowed for uncertainties in the positioning
of the fibers. The large number of microcells ensured that saturation effects
are negligible. We performed all measurements at constant overvoltage and
temperature to operate with consistent gains. The SiPMs were mounted to
custom PCBs that transmitted their signals without prior amplification to the
read-out electronics.

To digitize the signals, we used a multichannel mezzanine-sampling ADC
system with a sampling rate of 80 Msps [Man+09]. Since this sampling rate
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(a) Integrated holder. (b) SiPM array.

Figure 7.1: Sample holder used for the measurement of quenching in SCSF-78 fibers
and BC-408 scintillator. The holders, including the SiPM arrays, were installed in the
experimental setup using knurled screws and could thus easily be swapped out.

(and the input bandwidth of the ADCs’ driver amplifier) were not sufficient
for resolving the fast SiPM signals, we used active shapers to match the signal
length and amplitude to the system’s input range. These shapers consisted of a
simple low-pass RC filter to limit the bandwidth of the signals, followed by an
operational amplifier with gain ∼3.4 to match the signal amplitude to the ADC
input range.

We performed the experiment at the πM1 beam line of the high-intensity
proton accelerator at PSI. πM1 can deliver beams of protons and (negatively
or positively charged) pions with momenta between 100 and 500 MeV/c2 at a
resolution of 1% [Reg+17]. The beam was centered on the sample fibers and
had a spot size of 10 mm× 10 mm at FWHM. To reduce the spot size and beam
divergence for protons, we placed a copper collimator with a 2-mm bore at
a distance of 20 cm upstream of the detector. We mounted the detector on a
motorized rotary table (with the rotation axis in the center of the fiber array),
allowing us to vary the incidence angle of the beam on the fibers. Prior to the
actual measurements, we calibrated the angular position of the rotary table by
observing the changes in light yield upon turning it, with the position where
the lowest yield was observed corresponding to an incidence angle of 0◦.

2These are the theoretically possible values irrespective of the beam composition. The practically
achievable lower and upper limits for protons lie closer to 220 and 450 MeV/c, respectively.
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Figure 7.2: Experimental setup of the quenching measurement. The detector is
mounted on a rotary table in the center of the vacuum chamber. A copper collimator
with 2-mm bore is placed at distance of 20 cm upstream of the detector.

To minimize beam–air interactions—which would lead to a broader mo-
mentum distribution of the beam particles and thus to larger uncertainty in
determining Ein

k and Eout
k for the first fiber—the entire setup was placed in-

side a vacuum chamber. Figure 7.2 shows the full experimental setup. We
recorded data with beam momenta ranging from 240 to 350 MeV/c, mostly at
an incidence angle of 1.6◦ (chosen for optimal positioning of the Bragg peak
for the highest momentum). As additional angles, we chose 3.4◦ and 8.4◦ for
the SCSF-78 fibers, and 5.4◦ and 7.9◦ for the BC-408 samples.

For each momentum, the beam contained both protons and pions, whose
digitized signal-amplitude spectra were always well separated. Since the
energy-loss density of the pions was to first order constant in all sample fibers,
we could use the mean of their distribution as calibration reference for the
mean proton light yield.
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Table 7.1: Parameter values for the quenching models of Birks, Chou, Wright, and Voltz
et al. for SCSF-78 scintillating fibers and BC-408 scintillator, including 1σ-credibility-
interval uncertainties and correlation factors (where applicable) [Pös+21]. ∗These
values are at their boundaries, so the credibility interval gives their upper limits.

Model Param. Units SCSF-78 Corr. BC-408 Corr.

Birks kB mm/MeV 0.132±0.004 0.155±0.005

Chou
kB mm/MeV 0.000≤0.001∗

0.93
0.151±0.040

0.75√
C mm/MeV 0.129±0.005 0.000≤0.002∗

Wright W mm/MeV 0.333±0.009 0.406±0.002

Voltz et al.
Bs mm/MeV 0.091±0.006

0.25
0.628±0.108

0.89
Fs 0.000≤0.057∗ 0.427±0.019

7.1.4 Results

The analysis of the experimental data was performed by Thomas Pöschl. I thus
only provide a brief summary of the results, as needed for the discussion of the
implications that arise for the RadMap Telescope.

Table 7.1 summarizes the results of a rather complex analysis using a
Markov-Chain Monte-Carlo algorithm that uses all data sets (at different beam
energies and angles) we recorded for each fiber type (see [Pös+21] for details).
In addition to the best-fit parameters values, the table lists the 1σ-credibility-
interval uncertainties resulting from the analysis and the correlation factors for
models with two parameters. Both include statistical and systematic errors. The
Birks’ coefficient for BC-408 is our benchmark value, as Almurayshid et al. also
analyzed quenching in this type of scintillator based on Birks’ model [Alm+17].
They obtained kB = 0.154+0.016

−0.017 mm MeV−1, which agrees well with our value
of kB = 0.155 ± 0.005 mm MeV−1. When using Chou’s model, the behavior
of the two scintillators is opposite: For the SCSF-78 fibers, quenching is best
described by the quadratic term alone (which is compatible with the kB in
Birks’ model); for BC-408, the opposite is the case and the linear kB is again
compatible with that of Birks’ model. When using the model of Voltz et al.,
the fraction of unquenched energy deposition is zero (as in Birks’ model) for
SCSF-78, while it is about 50% for BC-408.

To investigate how well each model can approximate the true quenching
function, we also performed a model-independent fit that was not subject to
the theoretically imposed constraints of the models of Birks, Chou, Wright, and
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Figure 7.3: 1σ-credibility-interval bands for the model-dependent quenching functions
based on the results of our studies. The data points show the best-fit values of the
model-independent fit that was not subject to theoretically imposed constraints and
thus best approximates the true quenching function. In contrast to the respective
figure in [Pös+21], this plot was generated by simply inserting the parameter values
listed in Table 7.1 into the model equations.

Voltz et al. We parametrized Q(dE / dx) as a linear spline with eleven knots.
We optimized the knot positions such that they cover the complete range of
specific energy loss covered by our experiment and have the highest density
in the region it is most sensitive to. Figure 7.3 compares the best-fit values
for the model-independent function to the 1σ-credibility-interval bands of the
model-dependent quenching functions. The bars on the former’s results shows
the boundary of the smallest credibility interval at each knot position. None of
the four models agrees well with the model-independent results over the full
energy-deposition range we studied.
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7.1. Ionization Quenching in SCSF-78 Fibers

Based on these results, we performed a comparison of how well the four
models can describe quenching in the two scintillators. This comparison is
based on Bayes factors and its mathematical details are described in [Pös+21].
We used Birks’ model as a baseline because it is the most commonly used
one. Our analysis revealed there is strong evidence that the models of Chou
and Voltz et al. better describe quenching in SCSF-78 than Birks’ model, with
no clear favorite between the two. Chou’s model with kB fixed to zero is
strongly preferred over all others. Wright’s model, on the other hand, is
strongly disfavored by our data. For BC-408, Birks’ model is clearly better than
Chou’s; the models of Wright and Voltz et al. are somewhat preferred over
Birks’, though not strongly.

Our studies revealed that quenching in the SCSF-78 and BC-408 scintillators
has different dependencies on the density of the energy deposition. This may
be caused by the different base materials or by differences in the chemistry
and concentration of the dyes and wavelength shifters—or by a combination
thereof. None of the models is decisively favored in fits with both scintillators,
and the only model to perform marginally better than Birks’ for both materials
is that of Voltz et al. We can conclude from these results that none of the semi-
empirical models has a mathematical form that is universal to all scintillators,
though they may work well for certain materials in a restricted range of specific
energy loss.

7.1.5 General Discussion

The discussion of our results in the context of finding a universal model for
ionization quenching is rather straightforward. None of the four models we
tested seems to be a good candidate for such a function, since none of them
works well for both materials we tested. Based on our model-independent
fit, we derived mathematical features (slopes, inflections points, etc.) that
a phenomenological model must be able to reproduce; these are given in
our journal publication. Based on these, it appears that a generic model
would need at least four parameters. The merit of our analysis is that it is
free of theoretically imposed bias. The apparently necessary development
of more refined models can now be partially based on our results, though
measurements with a broader range of materials are required. A first step
would be the comparison of our data to the more complicated models anchored
in quenching kinetics.
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Figure 7.4: Extrapolation of the quenching functions shown in Figure 7.3 to the range
of specific energy deposition that is of interest to the RadMap Telescope. The ordinate
is shown in logarithmic scale to better visualize the differences between the models.

In the context of the RadMap Telescope, that fact that none of the models
works well for both scintillators is not particularly important. Our analysis for
SCSF-78 fibers shows that Chou’s model with kB fixed at zero is favored over
all others, despite the visually obvious deviation from the model-independent
behavior at medium and large energy-loss density. It thus seems to be the
obvious candidate to use. In Figure 7.4, I nonetheless show an extrapolation
of all four models to the range of specific energy loss that is of interest to
the RadMap Telescope. The figure also shows exemplary dE / dx ranges for
some ions stopping in the ADU. There are, however, two critical weaknesses in
extrapolating from our experimental data:

1. The range of specific energy loss in our experiment was limited to that
achievable by protons. Chou’s model already significantly deviates from
the model-independent behavior at the upper end of the energy-loss-
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7.1. Ionization Quenching in SCSF-78 Fibers

density range we studied. How well it fits experimental data at even
higher specific energy loss is unclear. It is therefore an open question
whether the true quenching function approaches zero at large dE / dx or
whether it settles on a stable non-zero value, as suggested by Birks (see
Equation 4.17 [Bir64]). Unfortunately, our model-independent analysis
is inconclusive on this question.

2. Our measurements were performed with protons only. An extrapolation
to (heavy) ions, even in the range of energy-loss-density we covered, is
thus questionable at best. Laplace et al., for example, studied quenching
for protons and carbon ions in several plastic scintillators using the mod-
els of Birks, Chou, and Voltz et al. (among others) and found that none
of the models could adequately describe the behavior for both particle
types [Lap+22]. Other studies found that different parameter values
are required for different ions types [Nyi+14]. Tammen et al., among
others [Dlo+92], observed a similar effect in inorganic scintillators and
were able to derive a semi-empirical model based on that of Birks, which
can partially predict the quenching behavior of heavy ions in the two
materials they tested [Tam+15].

To address these open questions, systematic studies with multiple (organic)
materials using ions over a broad range of energy are required. So far, only
few, selective studies with ions were performed at all (e.g., [Tam+15; Hit21]),
and none has approached quenching systematically. Recently published studies
often still rely on Birks’ model [Alm+17; Pac+22], even though our analysis
and that of others show that better models are needed [Lap+22]. In some of
those studies, the same Birks’ coefficient is used for different ions even though
their experimental data does not support this approach [Biz+12].

In the absence of a systematic experimental treatment of heavy-ion quench-
ing in organic scintillators, we need to rely on our analysis based on the
energy-loss density of protons. However, to fully understand to what extent
quenching affects measurements of the RadMap Telescope, more comprehen-
sive measurements are needed.

7.1.6 Discussion in the Context of the RadMap Telescope

In light of the model insufficiencies already apparent at the energy-loss densities
of stopping protons, it is worth investigating what impact our current lack of
knowledge has on the identification of heavy ions via Bragg curve spectroscopy.
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Figure 7.5: Application of the four evaluated quenching models to energy-deposition
profiles of protons and carbon ions measured at NSRL [Bro24], using our model
parameters determined from proton data (see Table 7.1). The smaller panels show the
relative difference of Chou’s, Wright’s, and Voltz’s model to that of Birks.
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Figure 7.6: Application of the four evaluated quenching models to energy-deposition
profiles of silicon and iron ions measured at NSRL [Bro24], using our model parameters
determined from proton data (see Table 7.1). The smaller panels show the relative
difference of Chou’s, Wright’s, and Voltz’s model to that of Birks.

209



7. INVESTIGATION OF SCINTILLATING-FIBER PROPERTIES

For this purpose, I again make use of the energy-deposition profiles of stopping
ions recorded at NSRL with the help of HDPE absorbers and an ionization
chamber [Bro24]. Similar to Figure 6.9, Figs. 7.5 and 7.6 show the four
quenching models applied to the (unquenched) energy-deposition profiles of
protons, carbon ions, silicon ions, and iron ions. For the model parameters,
I use the values listed in Table 7.1. The larger panels show the respective
profiles of the visible energy deposition, ⟨dE / dx⟩vis. The smaller panels show
the relative difference of Chou’s, Wright’s, and Voltz’s model to that of Birks.

The upper panels of Figure 7.5 demonstrate that the four models result
in very similar profiles for protons, with differences between them reaching
about 20%. Chou’s and Voltz’s models predict visible energy densities greater
than that of Birks, while Wright’s model lies somewhat lower. The relatively
good agreement between the Bragg curves predicted by the models is not
surprising, given that we used protons to determine their parameters in the
first place. The lower panel of the figure, however, shows that this agreement
is essentially gone at the energy densities created by carbon ions. Wright’s
model differs from Birks’ one by about 50% in the Bragg peak; the other
two models completely invert the energy-deposition profile. In addition, the
uncertainties of Voltz’s model become so large that it is practically rendered
unusable. Figure 7.6 shows that the situation gets worse for heavier ions. In
the extreme case of iron ions, Chou’s and Voltz’s model predict essentially
zero visible energy deposition except in the fragmentation tail. This not only
seems intuitively unphysical but would also render particle identification and
energy measurement impossible. Wright’s model, on the other hand, predicts
overall weaker quenching, which would likely increase the accuracy of particle
identification.

This naive application to heavy ions of models whose parameters were
tuned to the small energy-deposition densities of protons is, of course, highly
questionable, for reasons discussed in the previous section. It does, however,
further highlight the urgent need for comprehensive measurements with heavy
ions to precisely understand the quenching mechanism of SCSF-78 fibers (and
plastic scintillators in general). The seemingly unphysical behavior of Chou’s
model at very high energy-deposition densities underlines its disagreement
with our measurements that were already apparent in Figure 7.3. Despite their
worse agreement with our data at low energy densities, the models of Birks
and Wright exhibit behaviors at large energy densities that at least intuitively
appear to make more sense. Without experimental data in this regime, however,
such a statement is at best an educated guess and must not be relied upon to
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Figure 7.7: Comparison of quenched Bragg curves resulting from the four evaluated
models for ions of comparable nuclear charge and range. To maintain readability, the
large uncertainties of Voltz’s model (see Figs. 7.5 and 7.6) are not shown in the lower
two panels. Original data from NSRL [Bro24]; quenching parameters from Table 7.1.

211



7. INVESTIGATION OF SCINTILLATING-FIBER PROPERTIES

draw definite conclusions about the validity of the models.
Despite the obvious need for better and more generally valid models, we
can conclude that the accurate identification of light ions via Bragg curve
spectroscopy is certainly possible, no matter which model is closer to the true
quenching function. This is illustrated in the upper panel of Figure 7.7, where
I compare the quenched energy-deposition profiles of protons and helium ions
using all four models. The collections of predicted curves for the two ion species
are very well separated, even when considering that the additional uncertainty
introduced by straggling is not taken into account here. For carbon and oxygen
nuclei (see the middle panel of Figure 7.7), the separation is smaller, though
it should still be large enough for a sufficiently accurate identification. For
titanium and iron (see the bottom panel of Figure 7.7), however, the curves
for Birks’ model largely overlap and can surely not be accurately separated.
Wright’s model, on the other hand, appears to generally forecast a larger
separation. Based on its predicted curves, and depending on the strength of
straggling for such heavy nuclei, a separation may be possible.

As in Section 7.1.5 above, the extrapolation of quenching models to higher
energy-deposition densities severely suffers from the lack of experimental
data. I use it here only to illustrate to which extent quenching impedes the
identification of heavy nuclei.

7.2 Position Dependence of the Light Yield

In most contemporary applications of scintillating fibers, for example in track-
ing detectors that only record whether a fiber was hit or not [Ruc96; DAm+96],
the impact of attenuation—i.e., the loss of photons due to self-absorption and
other effects (see Section 7)—is minimal. Is such systems, the resulting worsen-
ing of the signal-to-noise ratio in the photosensors to first order only constrains
the permissible length of the system. In our detectors, however, we also need
to measure the energy deposition of particles, and attenuation hence neces-
sitates a position-dependent correction of the measured light yield. We must
therefore know the attenuation behavior of the fibers we use to a precision
matching the energy resolution we want to achieve. Similar challenges arise in
other applications of energy-sensitive fiber detectors, for example in the fields
of radiation therapy [Arc+05], radiation protection [PMS11; Gil+18], and
calorimetry [Kir87; Her+90; App+97].
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Another factor relevant to the performance of our detectors is optical
crosstalk. For many tracking detectors, photons moving between fibers are not
necessarily a detrimental effect, especially in multi-layer ribbons where the
distribution of scintillation light in adjacent fibers can provide information that
improves the position reconstruction [JHL15; Bei+10; Kir17]. In applications
that require good spatial resolution and a high detection efficiency in single
layers of fibers, however, optical crosstalk can be a challenge [SHG95]. This is
especially true for detectors that must be sensitive to particles creating only
few scintillation photons (i.e., MIPs), in which case a single photon moving to
an adjacent fiber might not make it through the noise threshold in that channel
and is therefore effectively lost.

In our applications, we do not only need to identify the primary particle
entering the detector and measure its energy. We also need to reconstruct
the tracks of secondary particles, for example created in the annihilation of
antiprotons. This requires good energy and tracking resolutions, as well as
the separation of closely spaced tracks that may originate from a single vertex.
Attenuation and optical crosstalk are therefore key parameters determining the
performance of our detectors. In our early prototypes (see Section 6.5), we
tried to suppress crosstalk by wrapping fibers with aluminum foil. This was not
only a time-consuming process but lead to highly variable, position-dependent
light yields. We also observed large reductions in light output whenever glue
crept between the foil and the fiber.

This made us realize that—contrary to widely held belief—light trapped by
the cladding significantly contributes to the light transport in fibers as short
as those in our detectors. The position-dependent light yield of short fibers is
thus closely linked to the material used to suppress optical crosstalk. Since we
could not find a systematic study of the effect of coating or wrapping fibers
with different materials, we needed to perform our own investigation.3

7.2.1 Theoretical Considerations

The attenuation of light in scintillating fibers is caused by a combination of
intrinsic and extrinsic effects. Intrinsic losses arise from the physical and
chemical structure of the fiber material and as such cannot be fully eliminated
[Whi+18]; they include self-absorption in the scintillator’s matrix or dopants
(dyes and wavelength shifters), Rayleigh scattering, and the excitation of

3Much of the rest of this section is largely a verbatim copy of our journal publication in Radiation
Measurements [LPP24], of which I am the lead author.
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molecular vibrations and electronic transitions [Reb+99]. Extrinsic losses
are caused by impurities and imperfections introduced during the fabrication
or handling of the finished product, and can thus be minimized by material
purification and through an optimization of the fabrication process [Whi+18].
They include absorption by contaminants and absorbed water, scattering at
impurities such as microscopic voids and dust particles, and reflection losses
due to imperfections at the core–cladding and cladding–air interfaces [Dec15].
The magnitude of intrinsic effects for a given combination of scintillator matrix
and dopants is strongly wavelength-dependent [Whi+18]; for the SCSF-78
fiber, re-absorption in the secondary wavelength shifter is the dominant effect
[Eke16]. This leads to the disproportionate loss of photons at the blue end
of the emission spectrum for longer propagation paths [Dre+95; PLL08]. All
intrinsic and extrinsic losses in the bulk material scale with the integrated
path length of the photon through the fiber. Only scattering losses due to
imperfections at the core-cladding and cladding-air interfaces scale with the
number of reflections and are independent of the bulk material properties.

In a simplified picture, in which we average over the scintillator’s emission
spectrum and over all possible path lengths of photons trapped under different
angles (with respect to the fiber axis), we can define an effective bulk attenua-
tion length, ΛB, such that the light yield, I, at a distance d from the ionization
source is given by

I(d) = I0 · e−d/ΛB , (7.7)

where I0 is the initial photon intensity at the emission point. ΛB is the distance
over which the intensity of the integrated scintillation spectrum is reduced
to 1/e and is typically specified by manufacturers. This simple model does,
however, ignore the plethora of wavelength- and path-length-dependent effects
listed above. In a more refined yet still approximate picture, the observable
light yield as a function of distance from the source can be parametrized as

I(d) = I0 · ((1− α) · e−d/ΛL + α · e−d/ΛS), (7.8)

where ΛL and ΛS are two attenuation lengths, and α specifies their relative
magnitude [Bau+13]. The introduction of these additional parameters is often
motivated by the fact that light with short wavelengths (ΛS) is attenuated more
strongly in the fiber (core) than light with long wavelengths (ΛL) [ABL90].
This may be justifiable for longer length scales but cannot be generalized. The
intrinsic and extrinsic losses cited above all have a different position-dependent
attenuation behavior; the losses dominating ΛL and ΛS in a three-parametric
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Table 7.2: Attenuation lengths for Kuraray SCSF-78MJ round, double-cladded fibers of
different diameter D as specified by Kuraray and measured by Beischer et al. (2010),
Baulin et al. [Bau+13], Yearwood [Yea13], and Bravar & Demets [BD22]. The
parameters listed refer to those used in Eqs. 7.7 and 7.8.

Source D α (%) ΛB (cm) ΛL (cm) ΛS (cm)

Kuraray 1 mm - 467 - -
Beischer et al. (2010) 250µm 55± 8 - 745± 194 126± 22
Baulin et al. (2013) 1 mm - 387± 26 - -
Baulin et al. (2013) 1 mm 30 - 486± 54 75± 22
Yearwood (2013) 250µm 46± 4 - 533± 57 74± 14
Bravar & Demets (2022) 250µm ? - 337± 62 16.4± 4.1

model (Equation 7.8) will thus differ depending on the range of path lengths
covered in a given study. We therefore prefer to state that a double-exponential
model is the simplest model that parametrizes the position-dependent light
yield with reasonable accuracy over a broad length range. A more accurate
description has been developed, for example, by Rebourgeard et al. but is too
complex to be of practical use for our work [Reb+99].

For their round fibers, Kuraray quotes an attenuation length of double-
cladded fibers equal to that of fibers with single cladding [Kur14]. In light
of our analysis, this may not be true for short fibers (see Section 7.2.4).
However, in the absence of a published characterization of single-cladded
SCSF-78 fibers, we must use the attenuation lengths for multi-cladded fibers
available in the literature as initial references. Table 7.2 lists attenuation
parameters obtained from studies performed with untreated fibers that used
one-parametric (Equation 7.7) and three-parametric (Equation 7.8) attenuation
models. The different results lead to variations in the predicted relative light
yield of up to 30 percentage points for propagation lengths in the range of
150 cm to 200 cm. We also expect sizable differences of several percentage
points for short fibers with lengths up to 10 cm (see Figure 7.8), as studied
in our investigation. These uncertainties in the attenuation translate into
uncertainties in the position dependence of the effective light yield, which
decrease the energy resolution of fiber-based detectors. They also cast doubt
on the validity of extrapolating models based on measurements at long fiber
lengths to short distances.

In the following, I briefly review the principle of light transmission in a
fiber. At the macroscopic level, the emission of photons in the scintillator core
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Figure 7.8: Relative light yield of SCSF-78 scintillating fibers as a function of the
distance from the ionization source for the different parameter sets listed in Table 7.2.
The inset shows the same information for longer distances. Adapted from [LPP24].

is isotropic [Reb+99]. Since the refractive index of the cladding is smaller than
that of the core, photons can be totally reflected at the interface between the
two and thus travel along the fiber if their emission angle is smaller than the
critical angle, θCC (see Figure 7.9a; note that angles are measured from the
surface, not from the surface normal). I refer to Rebourgeard et al. [Reb+99]
for a complete mathematical treatment of the trapping process that takes into
account the full fiber geometry. In the literature, most authors assume that
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Figure 7.9: Transmission of photons in a scintillating fiber. (a) Reflection at the
core-cladding interface; (b) reflection at the cladding-air interface; (c, d) reflection of
untrapped photons at mirror surfaces. Scattering at interfaces or in the bulk material,
as well as absorption at reflecting surfaces are not shown. Note that angles are
measured from the surface, not from the surface normal. Adapted from [LPP24].
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Figure 7.10: Transmission of photons in a scintillating fiber. (e) reflection of untrapped
photons at diffuse reflector; (f) reflection of trapped photons at diffuse reflector; (g, h)
absorption of untrapped photons. Scattering at interfaces or in the bulk material, as
well as absorption at reflecting surfaces are not shown. Note that angles are measured
from the surface, not from the surface normal. Adapted from [LPP24].
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reflections at the cladding–air interface (for angles smaller than the critical
angle θCA; see Figure 7.9b) do not contribute much to the light propagation in
a fiber [Leu95; Eke16; Reb+99]. This assumption is based on two arguments:
(1) photons emitted under larger angles must undergo significantly more
reflections to reach the end of the fiber and hence are more strongly attenuated
by intrinsic losses (because of the longer path length); and (2) the surface
quality of the cladding–air interface is inferior to that of the core–cladding
interface—due to production defects or damage caused by handling—resulting
in a higher loss probability for photons due to scattering. For long fibers, the
resulting decrease in trapping efficiency, even if small, eventually leads to the
loss of (almost) all photons trapped by the cladding. In short fibers, however,
photons must undergo far fewer reflections and have a correspondingly shorter
path length, such that a large fraction of those with emission angles smaller
than θCA can reach the end of the fiber and thus contribute to the light yield
[ABL90; Reb+99].

The purpose of wrapping or coating fibers is twofold: (1) to improve their
light yield by increasing the number of trapped photons and (2) to prevent
photons leaving one fiber from entering a neighboring one (optical crosstalk).
Supposing that we could wrap a fiber in an ideal mirror, photons would be
trapped via specular reflection (see Figure 7.9c) and propagation losses would
be due to intrinsic attenuation in the fiber core and the cladding only. For
lack of better alternatives, thin reflective foils—e.g., made from aluminum or
aluminized Mylar—can be wrapped around fibers. Although not offering a
completely flat surface, they can be approximated as piece-wise ideal mirrors,
with flat areas of different sizes oriented at small but random angles to each
other (see Figure 7.9d). The angle under which photons re-enter the fiber thus
depends on the local orientation of the reflecting surface. In addition, there
is a small yet significant probability for photons to be absorbed upon hitting
the reflector. In combination, these effects result in a randomly fluctuating
transmission efficiency along the fiber and thus lead to a non-uniform position
dependence of the light yield. The path-length-dependent intrinsic attenuation
only exacerbates the effect. If we use a diffusely reflecting material like
polytetrafluoroethylene (PTFE) instead, the outgoing direction of a photon is
(nearly) independent of its angle of incidence (see Figure 7.10e). The resulting
light yield is lower than for an ideal mirror but more uniform than for reflecting
foils. If we want to suppress optical crosstalk without enhancing the light yield,
we can wrap fibers in an opaque material that efficiently absorbs untrapped
photons (see Figure 7.10g). As in untreated fibers, any non-uniformity of the
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light yield in this case is only due to intrinsic and extrinsic attenuation losses.
Figs. 7.10e through 7.10h illustrate the effect of directly applying a (dif-

fuse) reflector or absorber (e.g., absorbing paint) to a fiber: Without air gap
(Figs. 7.10f and 7.10h), the change in refractive index at the outer cladding
surface disappears and photons directly hit the reflector or absorber instead.
Total reflection at the cladding–air interface is thus replaced by either diffuse
reflection or absorption, leading to an overall light yield that is lower than that
of untreated fibers. For this reason, the use of diffuse reflectors for enhancing
the light yield of long, fiber-like scintillators without cladding is usually discour-
aged in the literature: Consistently keeping an air gap in the application of a
material like PTFE tape over the length of a fiber is impractical. Yet in any area
without air gap, however small, the conditions for total internal reflection at
the scintillator–air interface are destroyed, leading to a decrease of the overall
light yield. For long fibers, in which reflections at the cladding–air interface do
not significantly contribute to the photon transport, this may not be problem-
atic. We, however, expected a measurable impact on the light propagation in
short fibers and hence included samples treated with diffuse reflectors in our
experiment to study the contribution of the cladding–air interface.

7.2.2 Experimental Setup

We studied the light attenuation in short scintillating fibers and the effect of
wrapping and coating them with different materials. We used an experimental
setup that allowed us to excite fibers at well-defined locations with a beam of
charged pions. All our studies were performed with Kuraray SCSF-78 fibers
with a square cross-section and a thickness of 2 mm that we polished at both
ends. At about 8 cm, the length of the fibers roughly equalled the size of
the RadMap Telescope’s main detector (the ADU). At one end of each fiber,
we detected the scintillation light with PM3325-WB-B0 SiPMs from KETEK
[KET17], which have a pixel size of 25µm and an active area of 3 · 3 mm2. We
used the same type of sample holders previously described in the context of the
measurement of ionization quenching (see Section 7.1.3), holding eight fibers
each (see Figure 7.11). On these frames, the fibers were clamped down by
two structures made from black POM (white POM in case of the sputter-coated
samples). On the side where the SiPMs were attached, the fibers protruded
only about 3 mm from the plastic to ensure they were well centered on the
photosensors. The SiPMs were soldered to a PCB and glued to the fibers with
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EPO-TEK® 301 optical epoxy [Epo23]. Again, the frames were installed in the
experimental setup using knurled screws, allowing us to easily swap them out.
We tested eight different materials for coating and wrapping fibers. For our
early prototypes (see Section 6.5), we wrapped fibers in aluminum foil in a
labor-intensive procedure that yielded highly variable quality. We nevertheless
wanted to study this solution in detail to better understand the performance
of our legacy systems. In preliminary measurements with beta electrons
from a 90Sr source, we identified sputter-coating with aluminum as the best-
performing alternative (for reasons discussed below). We hence equipped
one frame each with fibers treated in these two manners (frames A & B). In
both cases, the end faces opposite of the SiPMs were also sputter-coated with
aluminum since we already knew this to have a negligible impact on the light
yield from the measurements with beta electrons and the samples were already
available. As potential alternatives, we identified coating with aluminum by
vapor deposition, wrapping with PTFE tape, coating with EJ-510 scintillator
paint, and applying various acrylic paints (white, Lascaux Studio Bronze 995
Aluminium, Lascaux Studio Bronze 996 Britannica silver). The latter two
incorporate non-oxidizing metallic pigments, which we hoped would provide
a higher (diffuse) reflectivity than white paint. We left the end faces of all
fibers except for the ones sputter-coated and vapor-coated untreated because
we did not know the potential impact of the other surface treatments on the
overall light yield in advance. Three samples of each material were distributed
among three frames (frames C–E), such that each frame was equipped with
one fiber of each sample class in addition to an untreated fiber. We calibrated
all SiPMs using an LED flasher before mounting them to the frames and tested
all fiber-SiPM assemblies with a 90Sr source after gluing.

To precisely control the position of the primary ionization along the fibers,
we used two trigger detectors to select from a wide beam only those particles
that traversed the fibers along a well-defined axis. The detectors consisted
of two orthogonally mounted SCSF-78 fibers, creating an overlapping area of
2 mm ·2 mm. We placed one detector upstream and one downstream of the
sample frame (see Figure 7.11) and recorded only those events with coincident
signals in the two vertical trigger fibers and all eight sample fibers. We did not
use the horizontal trigger fibers to allow for vertical misalignment between
the frames and the trigger detectors. The horizontal and vertical positions of
accepted beam particles were thus constrained to within 2 mm. We changed
the lateral position of the so-defined beam axis by moving the sample frames
transversely to the beam using a high-precision motorized linear stage. The
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7.2. Position Dependence of the Light Yield

SiPM signals were digitized using the same multichannel mezzanine-sampling
ADC system [Man+09] described in Section 7.1.3 above and the same active
shapers to match the signal length and amplitude to the ADCs’ input range.
The whole setup was placed inside a light-tight steel vessel.

We again performed the experiment at the πM1 beam line of the high-
intensity proton accelerator at PSI, making use of its ability to deliver beams
of (negatively charged) pions with momenta between 100 and 500 MeV/c at
a resolution of about 1% [Reg+17]. We selected a momentum of 450 MeV/c,
which corresponds to βγ ∼3.2 and hence to the minimum-ionizing regime
(see Section 3.2.6). At this energy, pions have a constant energy-loss density
throughout the setup, creating on average an equal number of primary scin-
tillation photons in each fiber. This allows us to directly compare the light
yields without applying corrections. The beam intensity was chosen such that
the pile-up probability was practically zero. We recorded 13 measurements
for each frame, covering distances from the SiPM between 1.2 cm and 6 cm in
4-mm steps.

7.2.3 Results

We determined the signal amplitude of each sample (at every position) by
fitting the recorded waveforms with a multi-parametric model of a SiPM
signal. Figure 7.12 exemplarily shows the resulting signal-amplitude spectrum
at an arbitrary position for a fiber sputter-coated with aluminum. We then
determined the most probable signal amplitude of each measurement by fitting
a normal distribution to the respective spectrum in the region around the
maximum. We interpret these amplitudes as the mean absolute light output
in arbitrary units, as given by the model we used to fit the SiPM waveforms.
To check the validity of using a Gaussian distribution to approximate the
maximum, we fitted a subset of the obtained spectra with a convoluted Landau-
Gaussian distribution. The resulting most probable value (MPV) of the signal
amplitude in nearly all cases agreed to better than 0.1% with the Gaussian-only
approach and never exceeded a 0.5% difference.

Using a single set of calibrated read-out and data-acquisition electronics
obviates the need for normalization when comparing absolute light yields of
different samples. For the discussion of the position dependence of the light
yield, however, we normalized the data of each sample to its light yield closest
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Figure 7.12: Signal-amplitude spectrum for a fiber sputter-coated with aluminum
(frame B). The black line shows a fit with a Gaussian distribution in the region around
the MPV of the Landau-Gaussian model. Adapted from [LPP24].

to the SiPM. Since it was not relevant to our work, we did not perform a
calibration that would allow us to express the light yield in terms of number of
photons per unit of energy deposited.

Small Sample Populations (Frames C–E)

Figure 7.13 and 7.14 show the position-dependent absolute and relative (nor-
malized) light yields for the three frames holding differently treated fibers
(frames C–E). We observe significant differences in absolute yield and position
dependence between sample populations, as well as dissimilar sample-to-
sample variations within each population. In the following, I present the
results in descending order of absolute light yield:
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Figure 7.13: Position dependence of the absolute light yield of SCSF-78 fibers wrapped
in or coated with different materials. Colors indicate the three different test frames
(red – frame C, blue – frame D, black – frame E). The untreated fiber in frame
C (marked accordingly) was excluded from further analysis (see Section 7.2.4 for
explanation). The sample populations are ordered from high to low yield. Note the
different scales for the vertical axes. Adapted from [LPP24].
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Figure 7.14: Position dependence of the relative light yield of SCSF-78 fibers wrapped
in or coated with different materials. Colors indicate the three different test frames
(red – frame C, blue – frame D, black – frame E). The untreated fiber in frame
C (marked accordingly) was excluded from further analysis (see Section 7.2.4 for
explanation). The data for each fiber was normalized to the light yield measured at
the beam position closest to the SiPM (1.2 cm). Adapted from [LPP24].
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Untreated Fibers The light output of the untreated fibers is the highest of all
samples we tested, though there is one outlier with a significantly lower yield.
The position dependence is almost linear and, at less than 20% reduction over
the full distance range, among the smallest.

PTFE-Wrapped Fibers Fibers wrapped in PTFE have the highest light output
of the treated samples but show large sample-to-sample variations in both
absolute and relative light yield. For the latter, we observe a reduction of 20%
to 35% that is significantly non-uniform.

Fibers Sputter-Coated with Aluminum The absolute light yield of fibers
sputter-coated with aluminum is noticeably lower than that of PTFE-wrapped
ones but has the lowest spread of all samples. The normalized yield shows a
reduction of 20% to 35% over the full distance range.

Fibers Vapor-Coated with Aluminum Fibers that were vapor-coated with
aluminum show a light yield comparable to that of sputter-coated ones, but
with slightly larger spread. The sample-to-sample variance of the position
dependence is the smallest of all sample populations. The 45% to 50% relative
reduction in light yield is, however, the largest.

Fibers Coated with EJ-510 The average light yield of samples coated with
EJ-510 is slightly lower than that of aluminum-coated ones but exhibits a much
larger variance. The position dependence (20% to 50%) is not only the second
largest but also has the largest spread of all samples.

Fibers Coated with White Paint The light yield of fibers coated with white
acrylic paint is substantially lower than that for samples coated with EJ-510
but has smaller variance. The relative reduction in light yield (20% to 35%) is
also smaller and exhibits less variance.

Fibers Coated with Metallic Paint Fibers coated with metallic paints have
the lowest overall light output with the largest sample-to-sample variations.
Their position dependence of 20%, however, is comparably weak and similar
to that of untreated fibers.

Large Sample Populations (Frames A & B)

Figure 7.15 shows the position-dependent absolute light output of the two
frames with foil-wrapped (frame A) and sputter-coated (frame B) fibers. Results
are shown as standard box plots to illustrate the distribution of the mean light
yields of the eight fibers of each sample population. Depending on the distance
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Figure 7.15: Comparison of the absolute light-yield distributions of SCSF-78 fibers
wrapped in aluminum foil (frame A) and sputter-coated with aluminum (frame B). The
data shown are from all eight fibers in each frame. Whiskers extend to the minimum
and maximum value of the respective distribution, boxes extend to the upper and
lower quartiles. The black line shows an interpolation of the average data of the
untreated fibers shown in Figure 7.13. Adapted from [LPP24].

to the SiPM, the light output of fibers wrapped in aluminum foil is between 52%
(at 1.2 cm) and 93% (at 6.0 cm) higher than that of sputter-coated ones. This,
however, comes at the cost of larger variations: The average standard deviation
of the mean light yield is 17.4±0.4 % and 5.7±0.1 % for foil-wrapped and
sputter-coated fibers, respectively—about a factor of three difference. The
situation is slightly worse when considering the full range of values at each
position: The average difference of the minimum and maximum values relative
to the mean of each distribution is 56.7±0.7 % for foil-wrapped samples. At
16.7±1.5 %, the variations for sputter-coated fibers are about a factor of 3.4
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Figure 7.16: Same data shown as in Figure 7.15, but normalized at the position
closest to the SiPM (1.2 cm). The dashed lines show fits with a double-exponential
attenuation function (Equation 7.8) using the standard deviations of the distributions
at each distance as uncertainties. Adapted from [LPP24].

smaller but still significant. The black line in Figure 7.15 is an interpolation
of the average data of the untreated fibers in frames D and E, with the outlier
of frame C excluded (see Section 7.2.4 for a justification of this exclusion).
It reveals that the mean light yield of both sample populations is lower than
that of untreated fibers. The light output of some foil-wrapped fibers, however,
exceeds that of untreated ones. Figure 7.16 shows the position-dependent
relative light yield. For foil-wrapped samples, the yield falls off quickly for
short distances but levels off at around 87% for distances larger than 4.5 cm.
The sputter-coated samples show a much steeper decrease down to 70% that
does not level off in the distance range we studied.
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Table 7.3: Results from fitting a double-exponential attenuation function (Equa-
tion 7.8) to the relative light-yield distributions of frames A and B (see Figure 7.16).
The percentages in parentheses are the relative uncertainties of the parameters.

Al Foil Al Sputtered

I0 1.474 ± 0.076 (5.2%) 1.518 ± 0.133 (0.9%)
ΛL 98.65 ± 17.52 cm (17.5%) 54.90 ± 6.10 cm (11.1%)
ΛS 0.66 ± 0.07 cm (10.1%) 1.06 ± 0.03 cm (2.9%)
α 0.374 ± 0.028 (7.5%) 0.488 ± 0.003 (0.6%)

To quantify the position dependence of the two sample populations, we
fitted the data shown in Figure 7.16 with the double-exponential attenuation
function of Equation 7.8 using the lmfit package [New+23]. We used the
standard deviation of the distribution at each position as uncertainty; since
we normalized to the first data point at 1.2 cm, we chose its uncertainty to
correspond to the average Gaussian width of the signal-amplitude spectra
(see Figure 7.12) and hence set it to 0.1%. The fit results are shown in Fig-
ure 7.16 as dashed lines and summarized in Table 7.3, where the percentages
in parentheses give the relative uncertainties of the parameter values. The
initial photon intensities are larger than unity because we did not normalize at
zero distance to the SiPM.

The attenuation lengths for both sample populations are much shorter than
reported in the literature (see Table 7.2). The relatively larger attenuation
of sputter-coated fibers is mostly reflected in two parameters: a shorter ΛL

(54.90 cm versus 98.65 cm) and a larger α (0.488 versus 0.374), and thus a
stronger contribution of ΛS. The difference in ΛS further reinforces the impact
of the other two parameters but is less pronounced. The fit uncertainties for
the sputter-coated samples are generally smaller than those for foil-wrapped
fibers. The overall accuracy of our analysis is limited by the fact that we only
measured at distances that are about an order of magnitude shorter than ΛL.
We were not able to noticeably improve the fit quality by using attenuation
models with fewer or more free parameters (e.g., single- or triple-exponential
models).

7.2.4 Discussion of Results

In all tested samples, we expect some light-yield variations to result from the
glue coupling between fiber and SiPM, which was not well controlled during
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the assembly of our setup. The small variance observed for vapor-coated fibers
does, however, show that this effect is likely small. Since such moderate effects
can be corrected for if detectors are properly calibrated, we did not study the
fiber-SiPM coupling in more detail.

Large reductions of the light yield can occur, however, when glue creeps
between the fiber and the material surrounding it, thus destroying the air
gap required for internal reflection at the cladding–air interface. This effect
explains the untreated fiber with much lower light in frame C (see Figure 7.13):
A visual inspection revealed that glue between the fiber and the black POM
structure locally replaced the cladding–air interface with a cladding–absorber
interface (Figure 7.10h), reducing the efficiency of light transmission and
hence the observed light yield. Control measurements with a different set of
fibers using beta particles from a 90Sr source confirmed that the light output of
untreated fibers (relative to all other treatment options) is in line with the two
samples with higher yield. We thus excluded the outlier from further analysis.

The reduced light yield of fibers wrapped in aluminum foil (see Figure 7.15)
can be explained analogously. An inspection of many foil-wrapped fibers re-
vealed that in most samples glue had crept between the foil and the cladding.
This explains the observed reduction with large sample-to-sample variations
instead of the net increase expected in the ideal scenario (depicted in Fig-
ure 7.9d). The light output of some samples indeed exceeds that of untreated
fibers, confirming the validity of the theoretical scenario and showing that
conditions approximating the ideal case can be achieved through careful pro-
duction. The large variations of the relative light yield (see Figure 7.16) are
likely caused by the randomization of reflection angles at the aluminum foil.
Likewise, glue creeping between the PTFE tape and the cladding close to
the SiPM probably contributes to the observed reduction in light yield of the
respective samples in frames C–E. In addition, the application of the tape
presumably does not produce a consistent air gap between the cladding and
the diffuse-reflecting PTFE, leading to a random mix of the scenarios depicted
in Figure 7.10e and f. This might not only explain the relatively high overall
light yield but also cause the large sample- and position-dependent variations
(see Figure 7.14).

The large reductions in light yield observed for all samples in which we pur-
posely removed the cladding–air interface—i.e., those coated with aluminum
or paints—strongly confirm the large contribution of this interface to the light
transmission. The paint-coated samples can all be thought of as mixtures
between the scenarios depicted in Figure 7.10f and h, with differences primar-
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ily stemming from the refractive indices of the paint bases (water-soluble vs.
acrylic) and from the optical properties of the pigments (titanium dioxide vs.
metallic particles). A visual inspection of the samples indicated that additional
variance may be caused by the uneven application of the paints, though its
strength relative to the above effects is uncertain.

In sputter- and vapor-coated samples, aluminum atoms are deposited on
the cladding surface such that they perfectly follow its microscopic surface
roughness, producing a layer that very much acts like an absorber with only
little residual (diffuse) reflectivity. Differences lie in the velocity distributions—
and hence penetration depths—of the sputtering and evaporation processes
[Mat10] and may cause the stronger position dependence of vapor-coated
fibers. Despite the larger variance in relative light yield of sputter-coated
samples (about 10% at a distance of 6 cm, see Figure 7.16), their smaller
overall position dependence (about 30%, compared to almost 50% for vapor-
coated ones; see Figure 7.14) makes them the most attractive option for our
applications.

Comparison to a Simple Photon Transport Model

To quantitatively assess the role of the cladding–air interface in the light
transmission, we determine the theoretical limits to the photon transport in
the core and in the cladding and compare them to the fit results summarized
in Table 7.3. To do so, we assume that the number of photons arriving at the
SiPM is determined purely by the fiber geometry, thus neglecting any losses
and inefficiencies. For simplicity, we also assume that for particles traversing
the fiber very close to the SiPM, all light emitted towards the sensor (50%) is
detected because it covers half the solid angle. To then estimate the fraction of
light emitted at some distance d and transmitted in the core to the SiPM (either
directly or via internal reflection at the core–cladding interface), we calculate
the solid angle covered by a square pyramid (see Appendix C of [BG11]) with
opening angles φx = φy = θCC, where the latter is the critical angle of the
core–cladding interface (see Figure 7.17):

Ωcore = 4 · arcsin (sinφx sinφy) = 4 · arcsin
(
sin2 θCC

)
(7.9)

With θCC = π/2− arcsin(nclad/ncore) and normalizing to half the solid angle,
we obtain the fraction of scintillation light guided to the SiPM in the core:

fcore =
Ωcore

2π
=

2

π
· arcsin

(
sin2

(
π

2
− arcsin

(
nclad

ncore

)))
(7.10)
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Figure 7.17: Definition of the angle φx for reflections at the core–cladding (left)
and cladding–air (right) interfaces. φy is defined analogously for the other (short)
dimension of the fiber. Note that angles are measured from the surface, not from the
surface normal [LPP24].

With nclad = 1.49 and ncore = 1.59, we obtain fcore = 7.8%. This value is
reasonably close to the empirically determined trapping efficiency of 4.2%
quoted by Kuraray for long fibers (in which light is mainly transported in the
core). For fibers mirrored at the end opposite of the SiPM, Ωcore doubles but
must be normalized to the full solid angle; the value of fcore therefore does not
change.

Similarly, we can determine the fraction of light transported in the core and
in the cladding by calculating the maximum emission angle (in the core) for
which photons refracted at the core–cladding interface undergo total reflection
at the cladding–air interface. With θCA = π/2−arcsin(nair/nclad), we calculate
the corresponding angle in the core (see Figure 7.17):

θ∗CA =
π

2
− arcsin

(
nclad

ncore
sin
(π
2
− θCA

))
=

π

2
− arcsin

(
nair

ncore

)
(7.11)

In analogy to Equation 7.10, we then calculate the fraction of scintillation light
guided to the SiPM in both core and cladding:

fcore+clad =
2

π
· arcsin

(
sin2

(
π

2
− arcsin

(
nair

ncore

)))
(7.12)
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With nair = 1, we obtain fcore+clad = 41.3%. Without attenuation, fcore and
fcore+clad are constant along the fiber.

At decreasing distance to the SiPM, the maximum emission angle at which
photons directly hit the sensor (without reflections) increases sharply and
exceeds the critical angles θCC and θ∗CA, thus dominating the light yield. To
assess whether we need to account for this in our model, we calculate the
fraction of half the solid angle covered by a square pyramid with base length
wx = wy = 2mm (ignoring the thickness of the cladding) as a function of the
distance to the SiPM, d:

fdirect =
2

π
arctan

 wxwy

2d
√

4d2 + w2
x + w2

y

 (7.13)

For fdirect to become relevant (larger than fcore), d must be less than about
3 mm, and thus much smaller than the distances covered in our measurements.
We can therefore assume that the light yield is fully governed by fcore and
fcore+clad.

Finally, we need to scale the initial photon intensities, I0, of Table 7.3 such
that we can compare our fit results for sputter-coated and foil-wrapped fibers
to the theoretically derived upper limits of the photon transport. Neglecting
attenuation, we assume that the light output of untreated fibers is equal
to fcore+clad at the shortest distance covered by our measurements. When
normalized to fcore+clad, Equation 7.8 evaluated for a treated sample at 1.2 cm
distance, Imodel(1.2 cm), must hence be equal to the ratio of the measured light
yields of the treated sample population, Itreat, to that of untreated fibers, Iuntr,
at 1.2 cm:

Itreat(1.2 cm)

Iuntr(1.2 cm)
=

Imodel(1.2 cm)

fcore+clad
(7.14)

Replacing Imodel with Equation 7.8 in the above expression, we can calculate
the scaled values for I0 that allow us to compare the results presented in
Table 7.3 to Eqs. 7.10 and 7.12:

I0 =
Itreat
Iuntr

· fcore+clad

((1− α) · e−1.2 cm/ΛL + α · e−1.2 cm/ΛS)
(7.15)

The normalization to Iuntr removes the need for an absolute calibration of our
measurements and allows us to ignore the photon detection efficiency of the
SiPMs when comparing experimental data to theoretically derived quantities.
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Figure 7.18: Fraction of detectable scintillation photons as a function of the distance
of the primary ionization point to the SiPM. The curves for the treated samples are
derived from Equation 7.8, with attenuation parameters (ΛL, ΛS, α) obtained by our
fits (see Table 7.3) and I0 scaled via Equation 7.15. The curve for untreated fibers is
an interpolation of their average data, matched to fcore+clad at a distance of 1.2 cm.
The dotted lines indicate that the extrapolation towards zero distance to the SiPM is
for illustration only and is not backed by measurements. Adapted from [LPP24].

Figure 7.18 shows the position-dependent light yield of untreated (frames
D and E), foil-wrapped (frame A) and sputter-coated (frame B) fibers in
absolute terms—i.e., given as the fraction of detectable scintillation photons
as a function of the distance between the point of primary ionization and
the SiPM. The curves for the treated samples are derived from Equation 7.8,
with attenuation parameters (ΛL, ΛS, α) obtained by our fits to experimental
data (see Table 7.3) and I0 scaled via Equation 7.15. The curve for untreated
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fibers is an interpolation of their average data, which we matched to fcore+clad

at a distance of 1.2 cm. The extrapolation of all three curves towards zero
distance to the SiPM (dotted lines) is for illustration only and is not backed
by measurements. Figure 7.18 also shows the theoretically derived fractions
fcore, fcore+clad, and fdirect. The results illustrate that the light yield of all
three sample populations, though lower than fcore+clad, is larger than fcore at
distances up to 10 cm.

The yield of untreated fibers is more than 25 percentage points higher
than fcore over the full distance range. This result is roughly in line with
measurements performed by Amos et al. [ABL90], who found that in SCSF-
81 fibers and for distances shorter than 30 cm light trapped by the cladding
dominates over photons guided in the core alone. It also does not contradict
findings for long fibers, in which the cladding–air interface only plays a minor
role due to the high density of surface defects of the cladding [Whi+18;
Bau+13; Tur+19]. The yield of foil-wrapped fibers is almost 20 percentage
points larger than fcore at distances between 3 cm and 10 cm, but the large
fiber-to-fiber variations—shown as uncertainty band in Figure 7.18—give rise
to a 1-σ light-yield uncertainty of 10.6%. In the same distance range, the light
output of sputter-coated fibers is only about five percentage points higher than
fcore but has a lower uncertainty of 2.5%.

Figure 7.18 also illustrates the limitations of our simple model. First, we
can only use the data of two untreated fibers for the scaling via Equation 7.15
and therefore cannot calculate reliable uncertainties for Iuntr. Second, the
observed position dependence of their light yield shows that the simplifying
omission of attenuation is not generally valid for the distance range we studied.
Third, and as a consequence of the previous point, the assumption that the
yield of untreated fibers is equal to fcore+clad at a distance of 1.2 cm is flawed
and leads to the respective extrapolated curve exceeding fcore+clad. The scaling
would thus need to be performed as close as possible to the SiPM. Since we lack
respective data and did not want to scale using extrapolated models, we chose
to accept the uncertainties introduced by the normalization at 1.2 cm. Judging
from the extrapolation of the curve for untreated fibers, a normalization at a
shorter distance would shift all three curves down by a few percentage points
and bring the one for sputter coated-fibers close to fcore.

Our simple model demonstrates that internal reflection at the cladding-air
interface significantly contributes to light transport in short, cladded scintil-
lating fibers. It also shows that wrapping or coating fibers mostly reduces
their light yield, even if only small areas of the cladding surface are altered
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(as is the case for foil-wrapped fibers). Measurement uncertainties and model
simplifications do, however, limit the accuracy of quantifying these findings.
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Conclusion

We demonstrated that reflections at the cladding–air interface significantly
contribute to the transport of photons, and hence to the light yield, in short
scintillating-plastic fibers. Consequently, we can state that attenuation in
short fibers is largely caused by extrinsic effects (i.e., reflection losses) at
the outer cladding surface. Though we only tested square samples with a
thickness of 2 mm, this finding is applicable to fibers of any shape and diameter.
Though not experimentally verifiable based on our measurements, this large
contribution of the cladding casts doubt on the assumption that single-cladded
and multi-cladded fibers exhibit the same attenuation behavior, at least at short
distances. Our results also indicate that models with more free parameters
than Equation 7.8 are likely needed to describe the light yield of fibers over
long distance ranges.

We found that sputter-coating fibers with aluminum to suppress optical
crosstalk gives the most consistent results while being the easiest to achieve.
Alternative coatings involving paints of various kinds result in clearly inferior
performance. Though wrapping fibers in aluminum foil or PTFE tape leads to a
higher overall light yield, it comes at the cost of a significantly larger variance
and thus a reduced energy resolution. Only fibers vapor-coated with aluminum
deliver a comparable yield and uniformity, though some samples show a larger
variance and many were unusable due to production issues. The latter problem
may be addressed by using processing parameters better adapted to plastic
fibers. Vapor deposition has, for example, successfully been used for bulk
scintillators [Kre+05], for which the surface quality may have been more
suitable to the deposition process than the relatively inhomogeneous outer
surface of cladded fibers.

Our studies are limited by the small number of samples we tested—three
for each sample population in frames C–E and eight for those in frames A
and B. These limits were imposed by the available measurement time at PSI
and the small geometrical acceptance, and hence low count rates, of our ex-
perimental setup. The superiority of sputter-coated over foil-wrapped fibers
was, however, established using the larger sample populations of frames A
and B and is statistically significant. Here, the decisive factor is the smaller
light-yield variance of the former, which facilitates the calibration of detectors.
For applications that require precise energy resolution, the individual charac-
terization of at least a subset of the fibers used may still be required to study
the remaining variation resulting from the coating process. We also did not
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study the effect of the coating on the spectrum of the photons arriving at the
SiPM, which has a wavelength-dependent detection efficiency. Our results may
thus slightly change quantitatively, though likely not qualitatively, if different
photodetectors are used.

7.2.5 Discussion in the Context of the RadMap Telescope

Despite the associated lower light yield, our investigation clearly identified
sputter coating as the best approach for crosstalk suppression. Especially
for the ADU of the RadMap Telescope, we can safely trade a fraction of the
light output for a superior uniformity because even for sputter-coated fibers,
minimum-ionizing particles will generate signals well above the dark count
spectrum of SiPMs. Because an aluminum layer of about 100 nm is sufficiently
light-tight to suppress all crosstalk, the process also adds only minimally to
the thickness of the fibers (in contrast to wrapping them with foils or tapes,
or coating them with paint). This has two advantages: (1) It only adds little
insensitive material between fibers and (2) allows us to tightly pack them in
their holding structure. These aspects are advantageous for achieving good
energy and tracking resolutions, respectively.

Our study also demonstrates that achieving a high energy resolution in our
detectors requires careful calibration of the strong position dependence of the
light yield in the scintillating fibers. This is nicely illustrated by Figure 7.18,
which shows that the fraction of detectable scintillation photons arriving from
an interaction site at the far end of a fiber is more than 50% smaller than for a
particle crossing close to the photosensor. Using the detected signal amplitudes
in their uncorrected form would thus lead to huge uncertainties in determining
the particle energy.

Furthermore, our data shows that there are fiber-to-fiber variations of the
light yield on the order of a few percent. While these may seem somewhat large
at first, it is important to keep in mind that our goal is to perform an event-
by-event analysis of the data recorded by the RadMap Telescope. This entails
that the fiber-to-fiber variations must be compared to event-level variations,
most importantly to the magnitude of energy straggling. An illustration of the
latter is given in Figure 7.12, which shows a representative signal-amplitude
spectrum of a single fiber with a FWHM of some 48%. The average event-to-
event variation of the energy loss of particles with identical energy is therefore
an order of magnitude larger than mean variation caused by the sputter-coating
process.
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Despite these encouraging results, it is nonetheless necessary to perform a
careful light-yield calibration of every fiber in a fully assembled detector for
several reasons:

1. Even though the standard deviation of the mean light yield is small com-
pared to energy straggling, the average minimum–maximum variations—
which is the more relevant quantity—are about 16.7% and thus sig-
nificant. Figure 7.15 also shows that the outliers are systematically
asymmetric, possibly hinting at single fibers with significantly different
quality. Lacking an empirical proof for this hypothesis, the best approach
is to determine the position-dependent light yield of each fiber.

2. The optical coupling between fiber and SiPM depends on the proper-
ties of the glue, which may differ from production batch to production
batch. Though we use the same glue used here (EPO-TEK® 301) for the
production of the final detectors, we have not systematically studied its
influence on the light yield.

3. We also did not perform a systematic study of production variations.
All tested samples were sputter-coated in a single batch, which is not
possible for the number of fibers needed to produce full detectors (given
the limitations of the machinery). It is therefore possible that larger
variations occur if fibers from different production runs are used. They
may even be larger if fibers are coated on different machines.

4. Last but not least, a reduction of the light-yield uncertainty to negligible
levels simplifies the uncertainty propagation in the final data analysis.

Based on the results of this study, we thus determined that a detailed calibration
of all detector modules is required (see Section 8.5).
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Concluding Remarks

The two studies presented in this chapter show how crucial a detailed under-
standing of the scintillating-fiber properties is for the interpretation of data
gathered with the RadMap Telescope’s ADU. Without a careful light-yield cal-
ibration, no energy measurement with acceptable resolution is possible, no
matter the energy or charge of the particle traversing the detector. Ionization
quenching, on the other hand, somewhat influences measurements at the
energy-loss densities of protons but becomes disproportionately more impor-
tant for ions with higher charge. It is exactly in this regime that no systematic
studies of the quenching behavior of our fibers (or any others, for that matter)
exist yet, though investigations of some inorganic scintillators seem to show
that an extrapolation from protons to heavy ions is hardly straightforward.
It is thus imperative that such studies be conducted to enable high-precision
measurements of heavy-ion fluxes with the tracking calorimeters we develop.

241





Chapter 8

Flight Detector Design, Test,
Production, and Calibration

In the previous two chapters, I summarized the many lessons we learned from
constructing and testing prototype detectors, as well as from measurements
that furthered our understanding of the various factors affecting the light yield
of scintillating fibers. In this chapter, I describe how we incorporated these
lessons into the final design of the flight detectors for the RadMap Telescope.
Using a simple sensitivity analysis, I also highlight what measurement range
and accuracy we expect the instrument to achieve. Lastly, I summarize the
tests we conducted to ensure that the detector design meets our requirements
in terms of energy resolution and tracking performance.

8.1 Mechanical and Electrical Design

One of the most important lessons we learned while integrating the 900-
channel prototype for the stratospheric balloon flight (see Section 6.5) was
that using a common support structure for all scintillating fibers is a bad idea,
as a single issue during the integration process can render the full detector
unusable. Insufficient manufacturing precision—especially when using a 3D-
printed structure—can lead to cumulative offsets that not only affect the
assembly process but also the final placement of the fibers. The biggest design
change we introduced was therefore the division of the detector into four
modules of equal size and design. These modules are stacked between two
aluminum frames that are held together by four long screws (see Figure 8.1).
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Figure 8.1: Stacking of four 256-channel tracking-calorimeter modules between two
aluminum frames for the RadMap Telescope’s Active Detection Unit (ADU). The frames
are held together by four long screws. The assembled detector is mounted to the
instrument’s structure via feet on the lower aluminum frame.

The assembled detector is mounted to the instrument’s structure via four feet
on the lower aluminum frame. One of the biggest challenges of this approach is
to ensure not only that the modules can be joined together with high precision
but also that, ideally, the spacing between the upper and lower layers of
adjacent modules is equal to the layer spacing within each module. The other
is to ensure that fibers are well centered on their SiPMs.
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Figure 8.2: Arrangement of fibers in a 256-channel tracking-calorimeter module.
Each module has eight layers, with every second one rotated by 90 degrees. The
arrangement in the orientation not shown here is identical but shifted down by 2.1 mm.

We introduced other design changes as well, most notably the slight enlarge-
ment of each fiber array from 30 to 32 fibers. This we did mainly to better
match the number of fibers (and hence sensors per SiPM array) to the number
of read-out channels of typical ASICs, which usually is a power of two. Another
major change was the shift of each second layer of an orientation, which I in-
troduced in Section 6.3.2, but which we had never implemented in a full-scale
detector or prototype before.

8.1.1 Module Design

Each of the four modules shown in Figure 8.1 comprises 256 scintillating fibers
of type SCSF-78 with a square cross-section of 2×2mm2 and a length of 80 mm.
The fibers are sputter-coated with aluminum for crosstalk suppression, with
only one end open for the detection of scintillation light via SiPMs. They are
arranged in eight layers of 32 fibers each, with every second layer rotated
by 90 degrees. As mentioned above, every second layer of each orientation
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2.4 mm SiPM

Figure 8.3: Cut-away view of the uppermost fiber layer to reveal the alternating
placement of SiPMs at opposite ends of each layer. Such arrangement allows for the
use of sensors with a 3× 3mm2 active area, significantly relaxing the requirements for
aligning fibers and SiPMs.

is shifted by half the intra-layer fiber distance (see below) to increase the
detection efficiency.

The fibers are held in a single plastic structure, which also provides the
mounting points for the SiPM arrays and the features required for precisely
joining together multiple modules. The structure has a frame-like layout, with
slots for each layer on opposite sides of it (see Figure 8.2). The fibers are
therefore held only at their ends, and the region where the layers of different
orientation overlap is completely free of additional material. The slots have
dimensions of 65.6 × 2.1mm2, which for each fiber translates into 2.05 mm
and 2.1 mm room in the horizontal and vertical direction, respectively. These
clearances are to account for the 2% variation of the fiber thickness stated
by the manufacturer [Kur14], for the additional thickness of the aluminum
coating, as well as to absorb any manufacturing tolerances. The intra-layer
fiber spacing is hence 2.05 cm, and neighboring layers of the same orientation
are shifted by 1.025mm against each other. In vertical direction, the layers
are spaced 2.1 mm apart, such that the distance between two layers of the
same orientation is 4.2 mm. The fibers are read out on alternating sides of
each layer (see Figure 8.3) to allow for the use of SiPMs with a 3 × 3mm2

active area, which significantly relaxes the requirements for aligning fibers
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Figure 8.4: Dimensions of the fully stacked RadMap Telescope ADU. The four SiPM
arrays on the right are not shown to reveal the scintillating fibers. Only every second
fiber is visible because the others are recessed and read out on the opposite side of the
detector (see Figure 8.3). The vertical dimension does not include the mounting feet
because they are application-specific and are not required for mechanical integrity
of the detector itself. The horizontal dimensions include the screws that hold the
SiPM arrays. The micro-coaxial signal connectors add about 2.4 mm to the overall
horizontal dimensions when plugged into the receptacles.
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and photosensors. Fibers read out at the opposite end are recessed by 2.4 mm,
preventing glue from forming a light guide between them and the SiPMs. This
is to reduce the crosstalk intensity in case their end faces are not fully light
tight—e.g., due to scratches or insufficiently thick coating.

The plastic support structure is designed for a gap-less stacking of the
modules—i.e., the layer-to-layer distance is the same throughout the detector.
The challenge of this design is that the material holding the uppermost and
lowermost layers is just 1 mm thick. We initially attempted additive manu-
facturing using various high-resolution 3D printers, but achieved only mixed
results. Most problems we encountered were related to the discrete steps
in printing resolution; others were due to deformations upon removing the
necessary supports (see Figure 8.5). We then attempted machining with a
five-axis CNC mill and found that this ‘traditional’ manufacturing approach is
in principle feasible. The only challenge was the choice of material. To comply
with the outgassing and flammability requirements of the ISS program, we
initially tried PTFE. Its high elasticity and softness, however, make it difficult
to machine and led to significant smearing and deformation of the thinnest
parts of the structure (see Figure 8.5). We encountered similar problems with
POM, despite its generally better machinability. Ultimately, we found that ABS
behaves exceptionally well in our case. After realizing that we needed a safety
exception for the use of flammable PS-based scintillating fibers anyway, we thus
settled on machining the support structure from black ABS. We also received
approval for using it on the space station from the NASA safety engineers,
primarily because the total mass of the four structures is only about 83 g and
hence well below the limit for ‘safety-critical’ classification. A similar exception
for the use of 358 g of scintillating fibers was made on the same grounds.

8.1.2 SiPM Arrays

The scintillating fibers are read out individually by SiPMs with a sensitive area
of 3× 3mm2. To avoid saturation effects, we chose a microcell pitch of 25µm,
which means that the 2× 2mm2 end face of a fiber is covered by about 6 400
cells. Assuming that light is only transported in the core (because we destroy
the cladding–air interface in the sputter-deposition process, see Section 8.2
below), we expect a light yield of about 134 photons for a MIP with an energy
loss of 0.2 MeV/mm traversing a fiber transversally, that is, along one of its
short dimensions (see Section 6.3.1). Based on a maximum ∆Evis of 15 MeV
for iron nuclei at transversal incidence (see Figure 6.11), this translates into
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Figure 8.5: Evolution of the plastic support structure holding the SiPMs: initial 3D-
printed variant with clearly visible deformations (top), version machined from POM
with deformations and material smearing (middle), and final variant machined from
ABS (bottom).
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Table 8.1: Characteristics of the PM3325-WB-D0 SiPM [KET18].

Parameter Value Unit

Active area 3.0 × 3.0 mm2

Microcell pitch 25 µm

Number of microcells 13,920

Breakdown voltage (Vbr) at 21 ◦C min. 24.0, max. 25.0 V

Variation of Vbr ±0.125 V

Temperature dependence of Vbr 22.0 mV/K

Recommended overvoltage (Vov) 2.0 to 5.0 (max. 6.0) V

Gain at Vov = 2.5V 0.87 ·106
at Vov = 5.0V 1.74 ·106

Temperature dependence of gain 0.3 %/K

Terminal capacitance 1 nF

PDE at 430 nm at Vov = 2.5V 31 %
at Vov = 5.0V 45 %

Dark count rate at Vov = 2.5V 50 kHz/mm2

at Vov = 5.0V 125 kHz/mm2

Dark current at Vov = 2.5V 0.15 (max. 0.2) µA
at Vov = 5.0V 0.7 (max. 1.0) µA

Crosstalk probability at Vov = 2.5V 12 %
at Vov = 5.0V 26 %

Afterpulsing probability at Vov = 2.5V 1 %
at Vov = 5.0V 5 %

an upper limit of 5 025 detectable photons. A PDE of 45% then results in a
dynamic range of 60 (for MIPs) to 2 262 (for iron nuclei) photoelectrons—i.e.,
1% to 35% of the microcells covered by a fiber give a signal for particles with
transversal incidence. This, of course, does not take into account that the path
length of particles can be much longer than 2 mm, and the amount of light
produced correspondingly larger. Using a Geant4 simulation that subjected
the detector to an omnidirectional flux of MIPs, we showed that path lengths
between zero and 4 mm—twice the fiber thickness—account for more than
95% of all particle tracks. This extends the upper end of the dynamic range
to about 70% of the available (i.e., exposed) microcells, for which we do not
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expect significant saturation. The tail of the path-length distribution is rather
flat beyond this point, and covering it completely would require choosing
SiPMs with the smallest microcell pitch available, at the cost of a substantially
reduced PDE. This would in turn lead to a reduced sensitivity and resolution
for MIP-like particles, which make up the majority of the cosmic-ray spectrum
and are thus essential to our measurements.

Our analysis of the light yield of sputter-coated fibers (see Section 7.2)
furthermore showed that the number of photons arriving at the SiPM can
be significantly higher than for transmission in the core alone if a particle
traverses a fiber close to the photosensor. When accounting for the systematic
normalization offset, Figure 7.18 in particular shows that the light output
of coated fibers is essentially dominated by reflections at the core–cladding
interface for distances from the SiPM greater than about 3 cm, thus validating
the above calculation of the dynamic range. It can, however, be roughly
twice as high very close to the SiPM. For highly non-transversal tracks and
for particles hitting a fiber very close to its SiPM, saturation effects can hence
become significant. However, the rate of occurrence of such events is so low
that we chose not to sacrifice sensitivity at the lower end of the energy-loss
spectrum to account for them.

The only other strict requirement was that the SiPMs must have a (nearly)
symmetric package that is only slightly larger than their sensitive area. Oth-
erwise, the tight packing of fibers would not have been possible, even when
reading them out at alternating ends. At the time when we finalized the ADU
design, the only product with a 25-µm microcell pitch fulfilling this require-
ment was the PM3325-WB-D0 SiPM manufactured by KETEK GmbH [KET18],
whose characteristics are summarized in Table 8.1. At 3.315× 3.315mm2, its
packaging is only slightly larger than its sensitive area. This is made possible
by the replacement of bond wires used on older generations of sensors with
a grid-like structure, which comes at the cost of 480 fewer microcells at the
outer edges of the sensitive area (where it is irrelevant to our application).

The 256 scintillating fibers in each tracking-calorimeter module are read
out by four 64-channel arrays of PM3325 SiPMs that are attached directly
to the plastic support structure. Figure 8.6 shows how the photosensors are
arranged in four rows on each array, accounting for the shift of every second
fiber layer by half the intra-layer fiber distance. The bias voltage (supplied
via one miniature SSMCX coaxial connector) is common to all sensors but is
filtered via individual R–C–filters (51Ω resistance, 10 nF capacitance) placed
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Figure 8.6: 64-channel array made of KETEK PM3325-WB-DO SiPMs. Top: The
photosensors are arranged in four rows, accounting for the shift of every second fiber
layer by half the intra-layer fiber distance. Bottom: The bias voltage common to all
sensors is supplied via one SSMCX connector (left); the unamplified signals are routed
to one 50-pin and one 30-pin micro-coaxial connector (center). The IC at the center
of the array is a MCP9700A analog-output temperature sensor.

close to the anode1 of each SiPM. The unamplified signals are routed directly
to one 50-pin and one 30-pin receptacle for the micro-coaxial cables used to
transmit them to the front-end electronics. In addition, each array has a single
Microchip MCP9700A analog-output temperature sensor [Mic21] at its center.
The arrays are mounted to the support structure via four M1.6 screws.

8.2 Production of Scintillating Fibers

Our studies of different options for preventing optical crosstalk revealed that
sputter-coating them with a thin aluminum layer was not only the best one
but also the easiest one to achieve (see Section 7.2). Preparing the fibers for
integration into the detector modules was nevertheless a time-consuming effort

1The SiPMs are biased with a negative voltage, see Section 10.5 for details.
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that required great care. After initial tests with small sample populations, we
settled on the following seven-step production process:

Step 1: Cut pieces of about 86 mm length from the coil of SCSF-78 fiber. To
keep the mechanical stress on the fibers minimal2, we used cutters with
one flush and one angled edge. Most stress is imparted by the angled
edge; during cutting, the flush edge must thus always point to the piece
of fiber that is to be used. This requires the cutting of short waste pieces
of roughly 10 mm length.

Step 2: Remove the curvature of the fiber pieces by heating them between two
aluminum plates to a temperature of 60 ◦C for four hours. We chose this
lower temperature because we discovered that heating to 80 ◦C (which
we previously had done, see Section 6.5) resulted in irregularities on the
aluminum surface being imprinted on the cladding.

Step 3: Polish the fibers to the final length of 80 mm. Polishing was done
in batches of 255, with the fibers stacked into and held by a support
structure of the desired length.

Step 4: Clean the fibers with isopropyl alcohol to remove residue of the pol-
ishing paste, as well as any other contamination that may prevent the
aluminum layer deposited during the sputter-coating process from stick-
ing. Usually, scintillators must not be cleaned with alcohol because it
evaporates at room temperature. The evaporation causes the plastic
surface to rapidly cool down, forming microscopic cracks in the process.
Acting as scattering centers, these cracks diminish the light yield of the
scintillator. This would also apply to the cladding–air interfaces of the
fibers. The sputtering process, however, destroys this interface anyway;
on the end face where the SiPM is attached, glue fills up any cracks that
may form. Using alcohol for cleaning is thus not an issue in our case.

Step 5: Cover one end of each fiber with polyimide (Kapton) adhesive tape
to prevent it from being coated with aluminum during the sputter-
deposition process. The piece of tape must not be much larger than
the 2× 2mm2 end face to avoid shadowing effects.

Step 6: Sputter-coat the fibers with aluminum of at least 100 nm thickness to
ensure the layer is fully opaque.

2To ensure, for example, that the adhesion between fiber core and cladding is not weakened.
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Step 7: Remove the polyimide tape covers.

Figure 8.7 shows fibers after each production step. Our initial tests showed
that we had to expect that at least 10% to 15% of the fibers would have serious
production flaws that rendered some unusable. Most of these were either due
to peeling of sections of the cladding after polishing or due to large portions
of the aluminum coating flaking off. The former was clearly attributable to
the mechanical stress and vibrations induced during polishing; the most likely
explanation for the latter was remaining contamination of the cladding surface
after cleaning.

8.2.1 Module Assembly

The assembly of the ADU modules was performed completely manually, as a
semi-automatic production was neither deemed feasible nor necessary. After
inserting fibers into the support structure, we used plastic tools (to avoid
scratching the coating) to pull each fiber out of its final position by a few
millimeters, always on the side where it would be read out. We did this to
address the main challenge of mounting the SiPM arrays, namely to ensure
that each fiber end is in close contact with its photosensor. Since the friction
between them hardly allowed us to move single fibers without changing the
position of those surrounding it, we needed to attach the arrays on opposite
sides of the detector at the same time. After pulling out the fibers on each layer,
we thus loosely attached the two arrays on long screws that acted as guide
rails (see lower picture of Figure 8.8). We then pushed them onto the fiber
ends and into their intended position, after which we swapped the long screws
for shorter ones to hold the arrays in place. This approach ensured that all
fibers were pushed back into a final position where they were in contact with
the SiPM surface at the same time.

To ensure good optical coupling between fibers and SiPMs, we used EPO-
TEK® 301 epoxy, which has a NASA-certified low-outgassing classification
[Epo23]. We applied a drop of epoxy onto each SiPM prior to the installation
of an array on the guide screws. The surface tension of the glue was high
enough to keep it in place during the assembly process (see upper picture of
Figure 8.8). The epoxy not only ensures good optical contact but also provides
additional mechanical stability because it creeps between adjacent fibers due to
capillary action. Though this is advantageous from a structural point of view, it
also means that an optical path is provided for photons that inadvertently leave
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Step 1
Cut pieces from coil

Step 2
Heat and press to straighten

Steps 3 & 4
Polish and clean

Step 5
Apply polyimide tape cover

Step 6
Sputter-coat with aluminum

Step 7
Remove tape cover

Figure 8.7: Fibers after each of the seven production steps.
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Figure 8.8: Assembly of the tracking-calorimeter modules for the RadMap Telescope’s
ADU. Top: Drops of EPO-TEK® 301 epoxy on the individual sensors of a SiPM array.
Bottom: SiPM arrays on guide screws prior to pushing them into their final position.

a fiber due to defects in the coating, thus enhancing optical crosstalk. Similarly,
the glue creeps between adjacent photosensors, creating an optical channel for
photons that are reflected and scattered at a SiPM’s surface [TRE22]. With the
dense packing of fibers we wanted to achieve, these effects are unavoidable.
After installation of all four SiPM arrays, we heated the modules to 60 ◦C for
two hours to cure the epoxy.
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8.3 Prototype Tests

To validate the major changes we implemented in the design of our tracking
calorimeter concept for the RadMap Telescope’s ADU, we initially assembled
a single 256-channel module. This not only allowed us to try out the various
production and assembly processes, but also to qualify the detector’s perfor-
mance. For the latter, we performed another test campaign at the πM1 beam
line of PSI, which we had previously used for testing all our prototypes.

This time, our experimental setup was centered around a mechanical sup-
port for the ADU module that allowed to move and turn it in the beam (see
Figures 8.9 and 8.10). The system had four degrees of freedom (two trans-
lations and two rotational ones): Its base was a rotary table that allowed to
rotate the rest of the assembly around the vertical axis. Mounted on top of it
were two linear axes that allowed to translate the detector laterally to the beam
in both horizontal and vertical direction. Finally, the module was mounted to
vertical axis via a miniature rotary stage that enabled horizontal rotations. The
system thus provided all degrees of freedom required for validating the detec-
tor’s ability to track charged particles with isotropic incidence. To constrain
the trajectory along which particles traverse the module, we used the trigger
detectors consisting of two overlapping scintillating fibers (one horizontal, one
vertical) that we previously used for our coating studies (see Section 7.2). We
thus effectively selected a 2× 2mm2 portion of the beam, which gave us ample
spatial accuracy for testing the detector’s capabilities. The setup was again
placed in a light-tight vessel, though we did not operate it under vacuum.

To digitize the signals of all 256 SiPMs simultaneously, we used a larger but
functionally equivalent version of the multichannel sampling ADC that we had
previously used for prototype tests [Man+09].3 This data-acquisition system
was triggered externally by the two trigger detectors. We again used shaping
amplifiers (based on the same design we implemented before) to match the
SiPM signals’ length and amplitude to the input characteristics of the ADCs.

The primary objectives of the test campaign were (1) to assess the channel-
to-channel signal variations, (2) to measure the crosstalk probability for each
channel, (3) to confirm the module’s ability to track charged particles, and
(4) to quantitatively assess the achievable angular resolution. For these in-
vestigations, we used a beam of negative, minimum-ionizing pions with a
momentum of 450 MeV/c. In addition, we recorded a limited amount of data

3The system was graciously lent to us by the NA64 collaboration at CERN.
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Figure 8.9: Setup used for testing the first ADU prototype module, which is mounted to
moving table with four degrees of freedom (two translation, two rotation) that allows
to freely orient it in the beam. Trigger detectors placed upstream and downstream
from the module define the beam axis.
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Figure 8.10: ADU prototype during testing at PSI. The module is mounted to a
mechanical support with four degrees of freedom. The color-coded signal cables are
for the readout via the multichannel sampling ADC.

with 350-MeV/c protons to assess changes of the energy-deposition profile
upon rotation of the detector.

8.3.1 Signal-Height Variations

Channel-by-channel variations of the signal height upon excitation with MIPs
(which have a constant energy-loss density throughout the detector) have two
sources: (1) light-yield variations in the scintillating fibers and (2) variations
of the breakdown voltage (and hence gain) of the SiPMs. Testing with a fully
integrated detector does not allow to completely disentangle these effects. They
can, however, be partially separated by exploiting the position dependence
of the fibers’ light yield (see Section 7.2). A third source, which we did not
investigate in this first test of an ADU module, can be the read-out electronics
(see Section 8.4 below).
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To investigate the signal-height variation in the test module, we only analyzed
data for which the detector was oriented perpendicular to the beam, such that
particles traverse the fibers along one of their short axes. This ensures a narrow
distribution of the average path length in the fibers, which translates into a
small variation of the ∆Evis. Since we know that the light yield of coated
scintillating fibers has a strong position dependence (see Figure 7.18), it is
also imperative to only compare the data of particles that traversed fibers at
(about) the same distance from their SiPM. With this analysis, we were able to
gain a first understanding of the light-yield variations in the individual detector
channels.

8.3.2 Crosstalk Probability

Crosstalk between neighboring channels can be caused by a variety of effects.
The first category, optical crosstalk, encompasses the previously described
detection in a SiPM of photons that either inadvertently escaped a directly
neighboring fiber (which is read out at the opposite end of the layer) or that
were reflected at the surface of neighboring SiPMs. Photons causing optical
crosstalk therefore primarily originate in the two channels to left and the two
channels to the right of the channel under investigation. The second category
encompasses all forms of electrical crosstalk, primarily the induction of signals
in PCB traces running closely parallel to each other. As such, electrical crosstalk
is not necessarily limited to neighboring channels but depends strongly on
the design of the SiPM arrays and read-out electronics, as the signal traces of
spatially distant photosensors may run close to each other on a PCB. Based on
the test data, we were able to determine that no significant electrical crosstalk
was present in the prototype module. We could, however, identify single
channels with substantial optical crosstalk.

8.3.3 Tracking Performance

What we describe by the term ‘tracking performance’ is the detector’s ability
to record cleanly reconstructable tracks. This measure can be encoded in the
probability for a track to be split into multiple tracklets, or fragments, due to
fiber layers in which a particle should but does not produce a (measurable)
signal. There are many possible causes:

1. Under non-perpendicular incidence, a particle may have a very short path
length in a fiber. The number of photons reaching the SiPM is thus small,
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and the correspondingly low signal amplitude is indistinguishable from
dark counts or noise. It thus does not make it through the background-
suppression thresholds of the data-acquisition system.

2. The light yield of a fiber may be small enough for energy-loss straggling
to similarly result in a low-amplitude signal that is indistinguishable from
noise or dark counts.

3. The particle track may run through the insensitive region between two
fibers. The probability for this to happen may be higher if significant
irregularities in the placement of fibers are present.

4. A detector channel may be completely ‘dead’—i.e., not producing a signal
at all. The most likely cause for this scenario is a non-working SiPM or
ADC channel.

It can be expected that the tracking performance is not uniform throughout
the detector module. In addition, there may be a (strong) dependence on the
particles’ angle of incidence, primarily due to the effect described in the first
item of the above list. Based on the test data, we were able to confirm that
some of the above effects may be observable in the prototype module, though
the lack of an external high-precision tracking setup providing the exact path
of the particles through the detector limited the precision of our analysis.

8.4 Mass Production

For the RadMap Telescope, our objective was to construct two working tracking
calorimeters of comparably good quality. This required us to assemble at least
eight ADU modules. Because we were aware that the assembly of a single
module would not have reliably revealed all possible challenges and issues
during the integration process, we aimed for at least twelve fully assembled
modules. To account for issues during the integration of fibers into the support
structures, we added three additional modules that would not be equipped with
SiPM arrays. Since we also knew that we needed to account for at least 15%
unusable fibers, the total production volume grew to about 4 500 individual
scintillating fibers.

We performed all production and assembly steps exactly as we had done
for the prototype module. The only difference in our procedures were the
quality-control measures we introduced to ensure that we would end up with
eight usable ADU modules.
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Figure 8.11: Setup used for the quality control of the sputter-coated scintillating
fibers. Fiber from each production batch were irradiated by a 90Sr at precisely the
same location. We then compared their signal-amplitude spectra recorded by a MCA4
multichannel analyzer.

8.4.1 Quality Control: Scintillating Fibers

We individually inspected every scintillating fiber after each production step
(see Section 8.2) to reveal (1) damages of the cladding after heating and
polishing, (2) irregularities of the aluminum coating, (3) scratches of the
coating due to handling, and (4) any partial coating of the supposedly clean
fiber end after removal of the protective polyimide tape. However, we did not
individually test all fibers as we had done for the 900-channel prototype (see
Section 6.5), simply because of the prohibitively large production volume and
the limited manpower available to us. Instead, we tested a randomly selected
subset of fibers of each production batch to monitor their quality.

The setup we used to perform these tests consisted of a single PCB with a
PM3325-WB-B0 SiPM [KET17] on it, fixed in vertical orientation on an optical
bench. A support structure machined from PTFE, which was likewise fixed
on the bench, allowed the positioning of the fiber under test such that it was
precisely centered on the photosensor. We did not use any means of optical
coupling (e.g., grease or silicone) but lightly pressed the fiber against the
SiPM’s surface. Another holding structure allowed the placement of a 90Sr
at precisely the same location above the fiber during every test. We used a
Keysight B2987A electrometer to supply bias voltage to the SiPM; the noise on
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Figure 8.12: Distribution of the peak positions of the 90Sr/90Y spectrum for all 31
randomly selected quality-control fiber samples. The green area marks the range of
one standard deviation above and below the mean.

its built-in voltage source is specified at a RMS value of 3.0 mV between 10 Hz
and 20 MHz by the manufacturer [Key20]. At our operational point of 4 V
overvoltage, this translates into a gain variation of 0.075%, which is negligible
for the purposes of quality control. At the same time, the B2987A can monitor
the current drawn by the SiPM (in the range up to 2µA) with a resolution
of 1 pA and an accuracy of better than 0.1% of the measurement range. To
digitize the SiPM signals, we used a MCA4 multichannel analyzer from FAST
ComTec GmbH, which allowed us to perform a pulse-height analysis of the
unamplified sensor waveforms at a resolution of 16 bits (over a 10-V input
range) and at a rate of more than 106 events per second [FAS15]. We operated
the setup inside a laboratory that was temperature-controlled to better than
2 ◦C, where we placed the fibers and the SiPM inside a darkbox.
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The beta electrons emitted by 90Sr (with maximum energy of 0.546 MeV)
and its decay product 90Y (with a maximum energy of 2.28 MeV) generate
a broad ∆Evis spectrum in a scintillating fiber. The central part of such a
spectrum can be well approximated by a Gaussian to find the peak of the
distribution (corresponding to the most probable energy deposition), which
can then be used as a measure of a fiber’s (relative) light yield. We used two
fibers as references for detecting any changes in the setup or in the noise
environment; every time a quality-control measurement was performed, their
spectra were measured first and compared to the baselines we established
at the start of the production [Eck20]. Figure 8.12 shows the results of the
quality-control measurements with a total of 31 fibers. The data reveals a
standard deviation of the mean light yield of 11.2%. Though we had initially
hoped for a better uniformity, such moderate variation is nevertheless sufficient
for our purposes and can be corrected for through calibration of the assembled
detector modules.

8.4.2 Quality Control: SiPM Arrays

Variations in the characteristics of the SiPMs can have a significant effect on the
measurement accuracy we can achieve. The most important parameters for our
application are the breakdown voltage, its temperature dependence, the gain,
and the crosstalk probability. To keep the variation in these parameters—and
thus, for example, the variation in the overall gain per detector channel—as
small as possible, we only used SiPMs produced from a single silicon wafer.
This ensured their characteristics stayed within the parameter ranges listed
in Table 8.1. Nevertheless, the intrinsic 250-mV range of possible breakdown
voltages, for example, leads to an uncertainty of the individual amplification of
5% (at Vov = 5V) to 2.5% (at Vov = 10V), if left uncorrected (see Section 4.5).
We did not determine the breakdown voltage individually for each SiPM.

The assembly of the arrays was performed by KETEK, to leverage their
in-house expertise in accurately placing and soldering the photosensors. The
functional testing we performed ourselves with the help of a pulsed light source
[Ulu21; Kre20]. For these tests, each SiPM array was biased to Vov = 5V with
a standard laboratory power supply inside a darkbox. The signal outputs were
connected via a test fixture to a 64-channel TRB3 TDC system equipped with
PaDiWa leading-edge discriminators [Nei+13] (see Figure 8.13). With this
system, we used the ToT method (see Section 6.5.2) to measure the amplitude
of the SiPM signals when they were subjected to light pulses generated by a
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Figure 8.13: Setup used for the quality control of the custom SiPM arrays assembled
for us by KETEK. Each array was illuminated with a single LED flasher; the SiPMs
were read out via PaDiWa leading-edge discriminators and a TRB3 TDC.

simple flasher circuit [Bec17; Kap+85]. We only used a single LED as light
source and did not try to ensure that the light intensity was constant over
the array’s surface. We simply checked whether each SiPM produced signals
that were within ∼20% of the average. As a consequence, the non-linearity
of the ToT method was unimportant. Nearly all arrays performed well; only
a few had non-functional channels, most of which we could recover through
re-soldering the resistor of their bias-voltage filter.

8.4.3 Quality Control: Module Assembly

During assembly of the detector modules, we integrated each fiber into the
support structure individually. The two critical challenges were to (1) avoid
scratching the aluminum coating and to (2) ensure that each fiber was installed
in the correct orientation. The latter was complicated by the fact the sputter-
coated and open ends of the fibers are nearly indistinguishable. We inspected
each fiber before integration and initially only used those with a perfect coating.
We could not, however, discard all fibers that had small defects because it would
have increased the required production volume by another 30%. Later modules
were thus equipped with an increasing fraction of fibers with a limited number
of small defects (abrasions, scratches, flaked-off sections).
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Figure 8.14: Assembled modules prior to installation of the SiPM arrays. The fibers in
the upper pictures are of good quality; the coating of those in the lower pictures shows
substantial signs of abrasion, scratching, and flaking (exemplarily marked in red).
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We visually inspected all modules prior to the installation of the SiPM
arrays to determine their overall quality. To be able to identify the position
of defects in the coating, we illuminated the fibers ends with a high-power
UV LED (Thorlabs CS20K2 [Tho20]) to excite the wavelength shifter in them.
Figure 8.14 exemplarily shows the result for four different modules. The upper
two pictures show modules with fibers of good quality; every second fiber (in
a layer) emits light over its entire cross section, the other fiber ends are coated
nearly perfectly and therefore do not emit any light. The few visible small
defects may cause minor cross talk but not at a significant level. The coating of
the fibers in the lower two pictures, on the other hand, shows substantial signs
of abrasion, scratching, and flaking. The red arrows and frame exemplarily
highlight some of the more severe defects, both on the end and longitudinal
faces of the fibers. While the former can cause significant optical cross talk,
the latter are of less concern. That is because for photons to be able to move
between adjacent fibers, defects on both of them at more or less the same
position are required. The probability for a photon to exit a fiber through a
defect, reflect back and forth between the aluminum coating of neighboring
fibers, and then enter another through a defect is likely very small. We did not,
however, experimentally verify this hypothesis.

We preferentially installed SiPM arrays on modules with (near-)perfect
fibers. The three ones with the lowest-quality fibers we singled out and did
not use at all. During installation, few additional quality-control measured
were possible. The only thing we really could do was to check the correct
fiber–SiPM alignment in the top and bottom layers of each orientation. Doing
this, we realized that in some modules, some fibers still exhibited a slight
residual curvature. Since we designed the slots holding the layers wide enough
for absorbing any tolerances in fiber thickness—which, as we had painfully
learned while assembling previous detectors, could be much larger than the
2% stated by Kuraray—such slightly bent fibers led to irregular spacing in some
modules. We tried correcting any substantial misalignment but were obviously
only able to do so in the uppermost and lowermost layers. I describe the issue
of fiber placement and its implications for the design of future detectors in
more detail in Section 12.1.1.
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8.5 Calibration

Identifying a particle and determining its energy with an ADU-style tracking
calorimeter requires precise knowledge of the energy it lost in each fiber it
traversed. It is thus imperative to understand how to determine this energy
loss from the signal amplitude generated by each SiPM. A number of factors
influence the transfer function from ∆Evis to the signal amplitude:

Fiber coating. The sputter-coated aluminum layer not only affects the overall
light yield of each scintillating fiber but also its position dependence (see
Section 7.2). Precise knowledge of both is the single most crucial prerequisite
for a precise energy reconstruction.

Fiber–SiPM (mis-)alignment. The fact that we use SiPMs with an active area
of 3×3mm2 allows a misalignment of up to 0.5 mm between each photosensor
and its fiber. In some modules, however, the residual curvature of single fibers
led to unwanted shifts inside a layer that resulted in larger deviations from
the optimal position. In these cases, we observed a few fibers that were only
partially covered by their SiPM, leading to a lower overall light yield in these
channels but to no changes in the position dependence.

Optical coupling. The optical coupling between fibers and SiPMs is primarily
defined by the glue we applied during assembly and can likewise affect the
overall light yield. Scattering centers like dust particles and air bubbles cannot
be visually detected after assembly, though.

SiPM characteristics. Variations in the characteristics of the SiPMs, most
importantly in their breakdown voltage and the dependence of the gain and
PDE on it, affect the signal amplitude (i.e., the charge released by the sensor)
that is generated for a given number of photons impinging on their active area.
Though all SiPMs we used were manufactured from the same wafer, slight
variations still occur.

Some of these factors—for example the SiPM characteristics—may to a
certain degree be assessed before assembly. Ultimately, however, it is the
combination of all of them that determines the channel-to-channel differences
in signal amplitude. A careful calibration after assembly is therefore required.

To perform this calibration, we conducted yet another measurement cam-
paign at the πM1 beam line of PSI. The experimental setup was similar to the
one we used for testing the first module prototype (see Section 8.3), with only
three major differences. First, we did not operate the system inside the steel
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Figure 8.15: Photo of the detector setup used for calibrating the ADU modules. The
module under test is visible in the center of the picture. The trigger detectors are
housed in the aluminum boxes in the foreground on the left and in the background
on the right. All detectors are mounted on aluminum profiles that are somewhat
visible at the bottom of the assembly. During operations, the setup was wrapped into
a light-tight blanket.

vessel that we used in all previous campaigns, primarily because operations
in vacuum were not required, and we needed to be able to quickly swap out
the module under test. We instead used an aluminum frame and a blanket to
ensure the modules were operated in a completely dark environment. Second,
the ADU modules were mounted on a fixed structure, as we did not need to
move or rotate them. Third, we used scintillator plates in place of the fiber
trigger because we did not need to constrain the beam position on the detector.
The plates had dimensions of 8 × 8 × 0.5 cm3 and were thus slightly larger
than the active area of the detector modules. Mechanical alignment between
the trigger detectors and the modules was ensured via a system of aluminum
profiles (see Figure 8.15). We made no changes to the data-acquisition system—
i.e., to the shaping amplifiers and the 256-channel sampling ADC—and used a
Keysight B2987A electrometer [Key20] for biasing the SiPMs.
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We selected a 450-MeV/c beam of negative, minimum-ionizing pions to ensure
the test particles had a constant energy-loss density throughout the whole
setup. The large trigger scintillators allowed us to record essentially every pion
traversing the detector, so we defocused the beam to irradiate as much of it as
possible. However, since the maximum beam size was limited by the magnets
of the beam line, we needed to record two data sets for each module and move
it laterally (both horizontally and vertically) to the beam by a few centimeters
in between. For this, we used a precision three-axis translation stage provided
by our PSI colleagues, on which we mounted our complete setup.

8.5.1 Calibration of Read-Out Electronics

To be able to separate signal-amplitude variations intrinsic to the detector
modules from those caused by the shaping amplifiers and ADCs, we needed
to calibrate the latter. We used a test fixture connected to the micro-coaxial
cables that the SiPM arrays would be connected to for injecting pulses into
the data-acquisition chain. This ensured that our test signals saw exactly the
same transmission paths, connectors, shapers, buffer amplifiers, and ADCs
as the actual detector signals. For generating the pulses, we used a Keysight
33621A waveform generator [Key23]. We modeled the SiPM signals by a
nearly instantaneous rise4 to a given amplitude, followed by an exponential
decay. Since the SiPMs are biased with a negative voltage, we inverted the
waveform to test with a signal of negative polarity.

For each of the 256 channels of the read-out electronics, we recorded
approximately 2000 test pulses for each of three different amplitudes (-50 mV, -
200 mV, and -750 mV) [Eck20]. A combined analysis of the data for all channels
revealed that the channel-by-channel variation of the signal amplitude follows
a roughly Gaussian distribution. Only at very large amplitudes—much larger
than relevant to measurements with MIPs—a non-Gaussian structure emerges.
The standard deviation for the three pulse amplitudes we used to calibrate
the electronics was between 1.4% and 1.8% [Eck20]. These values must be
compared to an intrinsic variation of the amplitudes generated by the waveform
generator of, which are of the same order of magnitude. The data-acquisition
chain therefore did not have a significant effect on the precision of our final
calibration results.

4Constrained by the 4-ns minimum rise time of the waveform generator.
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Table 8.2: Classification of the produced ADU modules based on our simple analysis
of the calibration data. The most probable signal amplitude and its standard deviation
are derived from a Gaussian fits to the maximum of the fiber’s signal-amplitude spectra;
the value given here is the average of all fibers in a module. The ranking is according
to the number of channels in a module that belong to the 10% of all fibers with the
lowest light yield (across all modules). Adapted from [Eck20]. *ADU013 has a single
channel with exceptionally low light yield. **ADU007 has a single non-functional
channel.

Module # Fibers in Worst 10% Most Probable Amplitude Std. Dev.
(mV) (%)

ADU005 3 33.6 14.6
ADU010 4 33.4 16.0
ADU004 5 31.7 16.1
ADU006 8 32.5 14.9

ADU009 16 30.2 18.5
ADU003 23 28.4 15.3
ADU013* 23 27.9 15.6
ADU008 28 29.0 18.2

ADU007** 28 27.8 14.8
ADU002 42 27.1 15.6
ADU015 43 27.3 16.2
ADU001 46 26.4 14.8
ADU014 64 25.4 15.8

8.5.2 Overall Signal-Amplitude Variations

We initially performed a very simple analysis of the recorded calibration data to
assess the overall signal amplitude of each channel upon exposure to minimum-
ionizing pions. We fitted the recorded SiPM waveforms with a multi-parametric
model of a SiPM signal to determine their amplitudes. We then determined the
most probable signal amplitude of a detector channel by fitting a Gaussian to
the region around the maximum of the Landau-distributed amplitudes. Finally,
we used the calibration of the read-out electronics to convert the value of the
most probable signal amplitude from arbitrary units to millivolts.

The results of this initial, simple analysis are summarized in Table 8.2. The
13 modules are ranked based on the number of their channels that belong
to the 10% of all fibers with the lowest light yield (across all modules). The
table also lists the average most probable signal amplitude of all fibers in a
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module, as well as its standard deviation. The four best modules are marked
in green, the four next best ones in orange, and the remaining five in red.
However, module ADU013, which is generally one of medium quality, has a
single channel with exceptionally low signal amplitude; it should thus not be
used for flight and is correspondingly marked in red. ADU007 has a single
non-functional channel and should similarly not be used. These two channels
account for only 0.06% of all detector channels we produced.

Based on this ranking, the four modules marked in green are the primary
candidates for constructing the flight detector of the RadMap Telescope. The
three modules marked in orange can serve as back up in case one of the ‘green’
modules cannot be used for some reason. The flight spare can be assembled
from the remaining best-ranked modules.
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Chapter 9

Sensitivity Analysis

The sensitivity of the ADU, the tracking calorimeter at the heart of the RadMap
Telescope, to charged particles of different type and energy, is primarily de-
termined by the size and geometry of its scintillating-fiber stack. The same
applies for its ability to identify radiation particles and measure their energy.
In this chapter, I summarize the results of a sensitivity analysis of the detector
design described in the preceding chapters. This analysis is mostly based on
Monte Carlo simulations we performed using multiple software tools, though I
also supplement their results with analytic calculations for consistency checks.

9.1 Data Representation & Coordinate System

Each data point generated by RadMap’s tracking calorimeter consists of the
energy deposition in every fiber per one event—i.e., the coincident (within
the time resolution of the photosensors and read-out electronics) passing of
one or multiple particles through the detector. Before discussing simulated
and actual interactions of radiation particles with the ADU here and in the
following chapters, it is necessary that I introduce the way we visualize and
parametrize the data we gather.

The ADU’s scintillating fibers are arranged in two orthogonal directions, as
shown schematically in Figure 9.1. The figure also illustrates the orientation
of the coordinate system we use. The hit information from the fibers oriented
along the x-axis allows us to determine the z-position of a particle in each
detector layer. It also allows us to determine which layers along the y-axis
were hit, though only for half the layers. The missing information for the other
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y

z

Particle track

Figure 9.1: Definition of the coordinate system and spherical coordinates θ and ϕ used
to parametrize the orientation of particle tracks in the ADU. The red and blue arrows
indicate the projections we use to visualize events via two two-dimensional graphs.
See text for a description of the coordinate system’s origin.

half is provided by the fibers oriented along the z-axis, which also encode
the x-position of the track in each layer. Since it is cumbersome to always
work with three-dimensional graphs, we usually present the detector data
in the form of two projections: In the yz-projection, the information of the
fibers oriented along the x-axis is projected onto the yz-plane; correspondingly,
the information of the fibers oriented along the z-axis is projected onto the
yx-plane in the yx-projection. These projections correspond to what you would
see if you looked at the detector along the directions indicated by the red and
blue arrows in Figure 9.1.

We use the spherical coordinates θ and ϕ to describe the direction of a
particle track in the detector. θ is the angle between the z-axis and the track
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and ranges from 0 to π. ϕ is the angle between x-axis and the track’s projection
into the yx-plane; it can have values between −π and π. The absolute position
of the track in the detector is not of primary interest to us because our detector
is small compared to the spatial variations of the radiation field it observes.
The origin of the coordinate system can thus be chosen freely. The only scalar
(i.e., spatial) parameters we are interested in is the length of the track, which
we typically specify (to first order) via the number of fibers hit. For particles
not traversing the detector along one of the coordinate axes, a correction of
the length is, however, necessary and requires the choice of a well-defined
reference point. Unless stated otherwise, we place the coordinate system’s
origin at the center of the detector’s x- and z-dimensions. For reasons related to
how we model the instrument’s housing, the origin’s position along the y-axis
lies about 8 mm below the lowest fiber layer.

9.2 Geometric Factor

One of the most important parameters describing a detector—no matter
whether it is used for radiation monitoring or astrophysics investigations—
is its geometric factor. It quantifies the system’s gathering power, and as such
allows us to derive the absolute flux of particles (with a specific set of prop-
erties) from the count rate registered by it. I introduced the general concept
of the geometric factor, GF, in Section 4.1, which in its general form (see
Equation 4.5) is often difficult to compute analytically. Due to its large number
of individual sensitive elements (the fibers), this is also true for our tracking
calorimeter. I therefore introduce a method to compute the ADU’s geometric
factor using a Monte Carlo simulation. However, before doing so, I approx-
imate GF analytically to have a reference value to compare our simulation
results against.

9.2.1 Analytic Calculations

The most naive ansatz for calculating the geometric factor of the four stacked
ADU modules is to think of them as three orthogonally arranged planar de-
tectors (see Figure 9.2). This approach is valid if we count any particle that
interacts with the detector, no matter how deep it penetrates into the sensitive
material. The area of the planar detectors can be considered as the effective
sensitive area the stack of fibers presents in a given direction, and each of them
is exposed to the full solid angle. The total geometric factor is then simply the
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Figure 9.2: Illustration of the decomposition of the geometric factor of RadMap’s ADU
into that of three orthogonally arranged planar detectors with areas Ax, Ay, and Az.

sum of the factors of the three planar detectors:

GF = Gx +Gy +Gz . (9.1)

For the following calculations, I assume a fiber length, lf , of 80 mm, a core
thickness, wc, of 1.92 mm, and a value of 2.1 mm for both the intra-layer fiber
spacing, df , and the layer spacing, dl. With these parameters, the simplest
approach is to determine the total fiber-core area facing into the direction
of each coordinate axis in Figure 9.2. According to Equation 4.8, the total
geometric factor can then be calculated via

G1
y = 2πA1

y = 2π · 32wclf (9.2)

G1
x = G1

z = 2πA1
x = 2π ·

(
16wclf + 16 · 32w2

c

)
(9.3)

G1
F = 2G1

y + 4G1
x = 854.84 cm2sr . (9.4)
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Such a simple approach ignores the fiber-to-fiber and layer-to-layer distances of
the detector stack, as well as the shift of every second layer of each orientation.
Taking these aspects into account, we can calculate the geometric factor in a
more refined effective-area ansatz:

G2
y = 2πA2

y = 2π · (31df + 1.5wc) · lf (9.5)

G2
x = G2

z = 2πA2
x = 2π · (31dl + wc) · lf (9.6)

G2
F = 2G2

y + 4G2
x = 1015.46 cm2sr . (9.7)

Even though G2
F should be closer to the true geometric factor, G2

y and G2
x still

do not accurately reflect the effective area of the surrogate planar detectors.
This is highlighted in Figure 9.3, where the respective areas taken into account
are marked by filled rectangles. A supposedly still more accurate approach
accounts more truthfully for the shape of the exposed fiber areas:

G3
y = 2πA3

y (9.8)

= 2π · ((31df + wc) · (15dl + wc) + (lf + sf) · (15dl + wc)) (9.9)

G3
x = G3

z = 2πA3
x = 2π · (31dl + 1.5wc) · (lf + sf)− 34sfwf (9.10)

+ 2 ·
(
lf − (31df + 1.5wc)

2
+

sf
2

)
· (31dl + 1.5wc) (9.11)

G3
F = 2G3

y + 4G3
x = 1031.22 cm2sr . (9.12)

Here, sf = 2.4mm is the length by which neighboring fibers in a layer are
shifted against each other to suppress optical cross talk (see Figure 9.3). It
is likely that this ansatz somewhat overestimates the geometric factor, pri-
marily because df and dl include the insensitive areas between the fiber cores
(cladding, coating, etc.). The values of G2

F and G3
F should nonetheless provide

reasonable reference values for other calculation approaches.
The approach of using three planar detectors as surrogates for the three-

dimensional arrangement of scintillating fibers is obviously limited to the
scenario where we are interested in the total count rate in the detector. In
this case, every particle that hits the surface of one of its side faces produces a
count, even if it only has enough energy to penetrate as deep as one fiber (or
less). Such events are, however, not reconstructible, that is, they do not contain
enough information for us to be able to identify the particles or determine their
energy (unless we have prior knowledge of their identity).
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Figure 9.3: Effective areas and variable definitions used for the analytic calculation of
the ADU’s geometric factor. The color coding is the same as in Figure 9.2.
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9.2.2 Simulation-Based Calculation

To assess the more general case, where we require a particle to hit n fibers
for reconstruction to be possible, we use a Monte-Carlo method proposed by
Sullivan [Sul71] and, independently, by Crannel and Ormes [CO71] in 1971.
Their approach has been picked up by multiple authors since [Leh04; Pak+18;
ZWX11; Seo+23].

The basis of the method is the definition of the geometric factor as the
factor of proportionality between the incident particle flux and the count rate
in the detector. As such, it replaces the analytic integration of Equation 4.5.
Sullivan summarized the approach in a four-step process [Sul71]:

Step 1: Choose a random point and trajectory on the opening aperture of
the detector such that the ensemble of many such choices follows the
intensity and angular distributions of the incident particle flux.

Step 2: Follow the trajectory through the detector and determine whether
it meets all conditions for being registered. This may include simple
parameters like the number of sensitive elements hit, but also more
complicated aspects, for example the propagation through the magnetic
field of a spectrometer.

Step 3: Record the results of step 2 and, if applicable, calculate any parameter
of interest—e.g., the path length of the trajectory in the detector or the
number of sensitive elements hit.

Step 4: Repeat steps 1 through 3 enough times to generate a statistically
meaningful data set. The required number of simulated events depends
on the size and complexity of the detector.

The advantage of this method is that in step 2 conditions for the reconstructibil-
ity of events identical to those applied in the analysis of real data can easily
be taken into account. Using the results of this simple process, the geometric
factor of a detector with arbitrary geometry is given by [CO71]:

GF = πAF · number of detected trajectories
total number of simulated trajectories

. (9.13)

Here, AF is the aperture of the detector, and πAF its geometric factor. Since the
number of ‘detected’ trajectories only includes those that fulfill all conditions for
full registration in the detector, the aperture can in principle be chosen larger
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than the true one (which may be defined, for example, by the first element of
a particle telescope). This, however, increases the number of simulated events
required to generate a data set of adequate size.

Modern simulation software—such as Geant4, PHITS, or the MCNP code—
enable not only the tracing of particle trajectories through a given detector
geometry (and magnetic field) but also allow accounting for the interactions
between particles and the detector material. Depending on the mass and energy
of the incident particles, such interactions—primarily energy loss, absorption,
and scattering—can have a large effect on the size of the geometric factor.
Using such software, it is thus possible to determine energy- and particle-
dependent geometric factors that enable a precise calculation of particle fluxes
from the count rates in the detector.

If we do not apply any reconstructibility conditions, the ADU tracking
calorimeter is, to first order, equally sensitive from all directions. For its
entrance aperture, we can thus either use the effective surfaces illustrated in
Figure 9.3 or simply a sphere with a radius large enough that the full detector
is contained in it. Using the latter does not depend on the effective areas being
accurately modeled and is therefore the more general approach.

Geometric Factor for the Total Count Rate

The geometric factor for any detectable interaction of the space radiation
field with the ADU is a crucially important quantity because we can use it
to compare the total count rate in the detector to those recorded by other
sensors that have a similar range of sensitivity, even if they cannot resolve the
nature or energy of particles as well. Being able to do so is a fundamental
requirement for assessing the on-orbit performance of the RadMap Telescope.
It is also the quantity that we can most easily compare to the analytic results
of Equations 9.7 and 9.12.

To first order, we disregarded the instrument’s housing and internal systems
except for the detector itself, implicitly assuming that they do not appreciably
shield the latter. For the simulation of particle trajectories, we used a spherical
aperture centered on the ADU stack. The origin of trajectories is distributed
randomly on this surface; their angular distribution follows a cosine profile to
achieve an isotropic flux inside the sphere. As test particles, we used minimum-
ionizing protons with an energy of 3 GeV. We considered every particle that
deposited at least 0.4 MeV (corresponding to the energy deposition of a MIP in
2 mm of PS) in a single fiber as registered by the detector.
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According to Equation 9.13, the geometric factor can be calculated via

GF =
nhit

ntot
Gsphere , (9.14)

where nhit is the number of simulated particles creating a measurable signal,
ntot the total number of simulated particles, and Gsphere = 4π2r2 the geometric
factor of a sphere with radius r. With this definition and a Geant4 simulation
of 100 million minimum-ionizing protons, we obtain a geometric factor for the
ADU of [Pös22]:

GMC
F = 1013.16± 0.24 cm2sr (9.15)

This value is consistent wih the analytic approximations of Equations 9.7
and 9.12, showing that our calculation approach works. In contrast to the
analytic solutions, however, the simulation method allows us to easily calculate
the geometric factors for arbitrary event-selection conditions—for example
requiring a particle to traverse a minimum number of fibers or to deposit a
minimum total energy in the detector.

Dependence on Number of Fibers Hit

For reasons summarized in Section 9.3 above, a minimum number of fiber
hits are needed for track reconstruction, particle identification, and energy
reconstruction to work. To gain a general understanding of how a respective
detection condition affects the geometric factor, we can perform a simulation
study to determine the GF as a function of fiber hits along a trajectory. Though
not of interest for the preliminary measurement results presented in this thesis,
doing so will be crucial to derive particle-type dependent fluxes from the data
gathered by the RadMap Telescope.

Dependence on Particle Type and Energy

One objective of operating the RadMap Telescope in the space radiation field is
to gather particle-dependent energy spectra for cosmic-ray ions and determine
their individual fluxes, and not just the total flux of particles impinging on the
detector. To be able to do so, we need to know the sensitivity of the ADU to
a given particle type and energy; for calculating the respective particle flux,
we also need to know the energy-dependent geometric factor for each particle
type. So again, additional studies are required to understand the geometric
factor’s dependence on the required event-selection criteria.
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Influence of Shielding

So far, we have disregarded the fact that the ADU is located inside the RadMap
Telescope instrument—i.e., that it is surrounded by read-out electronics, power
converters, the flight computer, the housing, and so on. All of this material is
not distributed evenly around the detector but rather concentrated beneath its
face pointing in negative y-direction (See. 9.1). The least material is located
on top of the detector (in positive y-direction). The lower end of the energy
range the detector is sensitive to thus varies with the direction of incidence
(see Section 9.3), which also effects the count rate and the geometric factor for
low-energy particles. For a precise reconstruction of the total incident particle
flux and of its angular distribution, integrating the shielding into the simulation
for determining the geometric factor will be necessary.

9.3 Energy Sensitivity

The primary quantity of interest for understanding the sensitivity of the RadMap
Telescope’s tracking calorimeter to the space radiation environment is the
energy range in which particles of a specific type can be detected. Here, we
must differentiate between mere detection—i.e., a particle deposits enough
energy in a single fiber to cross the noise-suppression threshold of the read-
out electronics—and the ability to reconstruct its type and energy. For the
latter, a minimum number of ∆Evis measurements are required to record an
energy-deposition profile along a clearly identifiable track. The exact number
of fiber hits we can only determine once we have gained first experience in
operating the detector in a representative radiation field. Simulations (backed
by the beam tests we performed) seem to indicate that a minimum of three
fiber hits per projection (for a total of six hits) are required for tracking and
particle identification to work reliably [Pös22], though this number may change
depending on noise, background events, and other aspects that are hard to
quantify without on-orbit measurements. For many of our simulations, a total
of four fiber hits are required for at the least the energy deposition to be
measurable reliably [Los+21].

Figure 9.4 shows the energy sensitivity ranges of the ADU for cosmic-ray
nuclei up to iron. The (hatched) blue bars visualize the energies for which
each ion type produces a detectable signal in the tracking calorimeter. The
ranges are calculated using data from SRIM [ZZB10], assuming that a particle
must have a range of at least 2 mm in PS to produce a sufficiently large number
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Figure 9.4: Energy sensitivity ranges of the RadMap Telescope’s ADU for cosmic-ray
nuclei up to iron. The (hatched) blue bars show the energy ranges for which each
ion type has a range of at least 2 mm in PS (data from SRIM [ZZB10]). The yellow
bars show the range of energies for which the respective nuclei have a range between
16 mm (four fibers per projection) and 64 mm (full detector under perpendicular
incidence). The red bars show the same cuts but for a full Geant4 simulation of ADU,
including all insensitive materials and the housing surrounding it.
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of scintillation photons. Even though particles with shorter range (but higher
stopping power) may also be detectable, the left end of the bars nevertheless
represent a somewhat ideal lower limit because the calculation does not take
into account any material (cladding, coating, structures, and housing) other
than the scintillating fibers’ cores. The yellow bars show the range of energies
for which the respective nuclei have a range between 16 mm and 64 mm in
PS, again determined with the help of SRIM. This covers the range between
traversing four fibers in each layer orientation and the full detector (32 fibers).
Fibers not traveling along the coordinate axes shown in Figure 9.1 obviously
can traverse more material. Finally, the red bars show the results of a full
Geant4 simulation of the detector, including all insensitive material and the
surrounding housing [Los+21]. The condition of stopping particles with at
least four fiber hits per projection in this case leads to much narrower sensitivity
ranges.

9.4 Event Reconstruction

The ADU is a conceptually simple detector built from functionally simple com-
ponents. Even though that means it requires, to some degree, less care building
it, the unfortunate truth is that the complexity of the data analysis required
to achieve high-precision results often scales inversely with the complexity of
the instrument. It is certainly true in our case. One of the biggest challenge
we had, and still have, to grapple with is the development of data-processing
algorithms that can fully reconstruct the characteristics of single particles.
Much of this challenge is rooted in the fact that Bragg curve spectroscopy was
originally devised for ensembles of particles and suffers largely from range and
energy-loss straggling, as well as from nuclear interactions and, in particular,
fragmentation. Another important impediment is ionization quenching (see
Section 7.1.5).

Since we started working on the tracking-calorimeter concept, we tested
multiple approaches for event reconstruction. The initially most promising one
was a Bayesian particle filter [Los+17] that calculates a particle’s energy loss
by inverting its CSDA range, taking into account energy-loss straggling and
multiple scattering. It allowed us to tackle the non-Gaussian nature [Aru+02]
of the energy loss and straggling via Monte Carlo methods, approaching the
optimal Bayesian estimate for a large number of samples. Alternative ap-
proaches included simulated annealing [LA87] and a Markov Chain Monte
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Carlo [CKK09]. Though some of these methods produced acceptable results in
a limited parameter space [Hol19], their biggest drawback was the computing
effort required, which resulted in processing times per event upward of 15 min-
utes [Mil16]. Though some improvement could possibly have been achieved
by further parallelizing the Monte-Carlo sampling, we saw little chance of
achievable processing rates.

We therefore investigated the use of machine-learning algorithms, in par-
ticular different architectures of neural networks. They are trained on data
generated by a (somewhat) realistic Geant4 simulation of the ADU. This work
has been performed by a number of students under the supervision of my
colleague Thomas Pöschl [Kho17; Han18; Aga18; Hol19; Bie19; Hös20]. I
therefore do not describe in detail the development that led to the current
generation of networks and also do not explain their exact architecture. In-
stead, I only show the final projected capabilities of the latest networks, which
have been developed and are being further refined by my colleague Luise
Meyer-Hetling [Mey18; Mey21]. She generated and provided to me all graphs
that I show in the remainder of this chapter.

9.4.1 Track Reconstruction

The first step in the analysis of ADU data is the reconstruction of each event’s
track, that is, the determination of the angles θ and ϕ that describe in what
direction the particle traversed the detector. We determine these angles sep-
arately from the data of the two projections shown in Figure 9.1, and then
combine the information to calculate the track’s orientation in three dimen-
sions. We also determine its position in relation to the origin of the coordinate
system described in Section 9.1 above. Along the reconstructed track, the
direction of motion is encoded in the energy-loss profile, with the particle
traveling in the direction of increasing ∆Evis in the fibers. For particles in the
minimum-ionizing regime (and beyond) that have a quasi-constant energy-loss
density, the direction can therefore not always be identified unambiguously.

Figures 9.5 and 9.6 show the performance of our latest neural network for
the reconstruction of the track angles. It was trained with 10 million Geant4-
generated events, for the creation of which we exposed the detector to a fully
isotropic flux of cosmic-ray nuclei (up to iron) with energies of 70 MeV to 5 TeV.
The graphs show the result of a validation with a separately generated set of
simulated events with the same flux and energy distributions. We chose a bin
width of 1◦ for the parameter space in θ and ϕ.
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Figure 9.5: Accuracy of the neural network-based reconstruction of the track angle θ,
shown as the difference between the reconstructed angle and the true one determined
from the Geant4 simulation. See text for an explanation of the three different distribu-
tions. Courtesy of Luise Meyer-Hetling.

The histograms show that we can reconstruct the track angles with fairly
high precision, considering that the effective pixel size of the two detector
projections is approximately 2 mm by 2 mm. They show the distributions for
three populations of events: The one for all validation events, including both
stopping and through-going particles, is shown in blue. The orange and blue
curves show the accuracy of the reconstructed angles for particles that stop
in the detector. For the former, we selected events based on our knowledge
of the Geant4 track parameters. For the latter, we first used a neural network
to determine whether a particle stopped in the ADU, and then fed only those
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Figure 9.6: Accuracy of the neural network-based reconstruction of the track angle ϕ,
shown as the difference between the reconstructed angle and the true one determined
from the Geant4 simulation. See text for an explanation of the three different distribu-
tions. Courtesy of Luise Meyer-Hetling.

events into the network for the angle reconstruction. The central part of
distributions for both angles shows that the reconstruction is apparently a little
less accurate for stopping particles.

Figure 9.6 also shows the effect the selection has on the small fraction of
events for which the particle’s direction is not correctly identified (leading to a
180◦ shift in ϕ): For the neural-network selected events there is little difference
visible; using only Monte Carlo-selected events, on the other hand, leads to
a clear decrease in wrongly reconstructed angles. It thus appears that more
or less the same fraction of events for which the reconstruction determines
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Figure 9.7: Accuracy of the neural network-based identification of cosmic-ray nuclei
up to fluorine. The graph compares the reconstructed identity (element) to the true
one, revealing how the network misclassifies events.

a wrong direction also confuses the network for detecting stopping particles.
Generally, however, the expected overall angular resolutions of σθ = 1.15◦ and
σϕ = 1.02◦ are excellent for a detector that completely lacks high-resolution
tracking elements and more than sufficient for the purposes of operational
radiation monitoring.

9.4.2 Particle Identification

One of the core capabilities of the RadMap Telescope is its ability to identify
cosmic-ray nuclei on an event-by-event basis. This requires developing an

288



9.4. Event Reconstruction

F Ne Na Mg Al Si P S Cl Ar K Ca Sc Ti Va Cr Mn Fe Co

True identity

F
N

e
N

a
M

g
Al

Si
P

S
C

l
Ar

K
C

a
Sc

Ti
Va

C
r

M
n

Fe
C

o

R
ec

on
st

ru
ct

ed
 id

en
tit

y

78.2 13.0 3.0 1.6 1.0 0.8 0.6 0.5 0.4 0.4 0.3 0.3 0.3 0.3 0.3 0.2 0.2 0.1 0.2

13.4 63.8 12.0 2.4 1.0 0.5 0.4 0.2 0.2 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0 0.0

3.5 15.5 64.3 18.9 4.3 2.1 1.3 0.9 0.7 0.6 0.4 0.3 0.3 0.2 0.2 0.1 0.1 0.1 0.1

1.2 2.4 11.9 52.3 15.3 3.4 1.7 1.0 0.7 0.5 0.3 0.3 0.2 0.2 0.1 0.1 0.1 0.1 0.1

0.3 0.8 2.5 15.7 53.8 18.1 4.0 1.6 0.8 0.5 0.3 0.3 0.2 0.1 0.1 0.1 0.0 0.1 0.1

0.3 0.5 0.9 2.4 13.9 44.2 13.8 3.6 1.5 0.8 0.4 0.3 0.2 0.2 0.1 0.1 0.1 0.1 0.1

0.8 1.2 1.7 2.5 5.0 21.1 47.2 16.9 5.5 3.1 2.0 1.4 1.1 0.8 0.6 0.5 0.4 0.3 0.3

0.0 0.0 0.1 0.3 0.7 3.2 19.5 45.4 17.7 4.4 1.7 0.8 0.4 0.3 0.2 0.1 0.1 0.1 0.1

0.2 0.2 0.4 0.6 0.9 1.8 4.7 19.5 45.6 22.4 6.9 3.1 1.8 1.1 0.6 0.4 0.3 0.2 0.2

0.7 0.7 0.9 1.0 1.2 1.5 2.1 3.9 15.4 36.8 16.6 5.3 2.9 2.2 1.5 1.2 1.0 0.8 0.8

0.0 0.1 0.1 0.1 0.2 0.4 0.8 1.8 5.1 19.2 43.1 21.4 6.6 2.7 1.2 0.6 0.4 0.3 0.2

0.1 0.1 0.1 0.1 0.1 0.2 0.3 0.6 1.2 3.5 15.2 35.7 17.4 5.4 1.9 1.1 0.8 0.5 0.4

1.1 1.2 1.5 1.6 1.7 1.8 2.3 2.5 3.0 4.3 7.8 21.2 39.8 21.5 8.0 4.6 3.3 2.8 2.4

0.1 0.2 0.2 0.3 0.3 0.4 0.6 0.7 1.0 1.5 2.5 5.9 21.1 41.5 24.1 8.8 4.8 3.3 2.5

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.6 2.2 11.4 27.2 11.4 2.9 0.9 0.5

0.0 0.0 0.0 0.1 0.1 0.1 0.2 0.3 0.4 0.5 0.7 1.4 2.8 7.8 26.6 49.3 29.0 10.3 5.0

0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0.3 0.4 0.5 0.6 0.9 1.7 3.5 13.4 32.6 20.9 7.5

0.1 0.1 0.1 0.1 0.2 0.1 0.2 0.3 0.3 0.5 0.5 0.7 1.0 1.4 2.3 5.1 17.2 38.0 25.9

0.0 0.0 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.3 0.3 0.4 0.6 1.0 1.5 2.8 6.5 21.1 53.7

0

20

40

60

80

100

%

Figure 9.8: Accuracy of the neural network-based identification of cosmic-ray nuclei
between fluorine and iron. The graph compares the reconstructed identity (element)
to the true one, revealing how the network misclassifies events. Courtesy of Luise
Meyer-Hetling.

identification algorithm that can reliably detect a particle’s nuclear charge, Z, in
the presence of straggling, nuclear reactions, and quenching. The architecture
of the neural networks we developed for this task has evolved significantly over
the years. For reasons that we have not fully understood yet in physical terms,
we achieve better results when we split the identification into two ranges of Z.
One network attempts to classify light ions up to fluorine and throws all events
that cannot be identified as one of these elements into a ‘garbage-collector’
bin for heavier elements. A second network attempts to identify elements
between fluorine and iron, again moving all unclassifiable events into a bin
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Figure 9.9: Effect of allowing events to be classified with ∆Z = 2 (Z ± 1) or ∆Z = 4
(Z ± 2). Courtesy of Luise Meyer-Hetling.

for even heavier elements. The networks can either run consecutively (as in
our case), or potentially be fed by a pre-selection network that classifies events
into ‘light’ and ‘heavy’ categories, similar to the one separating stopping from
through-going particles.

We again trained both networks with Geant4-generated data sets of 10
million events with energies between 70 MeV to 5 TeV, but this time included
elements up to cobalt. Figures 9.7 and 9.8 show the results of the validation
with independent data sets. The first, immediately obvious observation is that
the identification works best for light particles, with an increasing fraction
of misclassified events for heavier ones. The accuracy for H (protons) and
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Figure 9.10: Mean energy resolution for protons with energies between 70 MeV and
1 GeV. Courtesy of Luise Meyer-Hetling.

He is at 99.7% and 98.8%, respectively, allowing us to measure the bulk of
the cosmic-ray flux with high precision. For the C-N-O group, we still achieve
accuracies of about 95%. For heavier elements, the accuracy gets significantly
worse and dips well below 50%.

A very precise identification of the nuclear charge of heavy elements is,
however, not necessarily required (though it also does not hurt). Figure 9.9
shows what happens if we allow events to be classified with ∆Z = 2 (Z ± 1)
or ∆Z = 4 (Z ± 2): The accuracy increases drastically and in the latter case
exceeds 85% all the way to iron. For radiation-monitoring purposes, such
values are perfectly acceptable. The lower precision can be justified by the
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similar biological effectiveness of nuclei with almost the same charge.

9.4.3 Energy Measurement

Lastly, once each event’s track and particle type has been identified, we can
attempt to reconstruct its energy. Here, we trained separate networks for the
individual elements, thus relying on a fully functional particle identification
prior to running the energy reconstruction. Figure 9.10 exemplarily shows
the mean energy resolution for protons with energies between 70 MeV and
1 GeV (for a network trained with similar data sets as those used for the angle
reconstruction). Interestingly, the graph reveals that our initial assumption that
we would be able to most accurately determine the energy of particles stopping
in the tracking calorimeter (based on the principle of Bragg curve spectroscopy)
does not appear to hold true. There at least seems to be a decrease of the
resolution at the low-energy end of the graph, though we cannot currently
exclude that it is due to edge effects in the network training. Generally, the
energy resolution of the detector is surprisingly good, starting at about 3.5%
at 100 MeV and decreasing to about 10% at 1 GeV. The transfer of this result to
heavier elements is currently ongoing.
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Concluding Remarks

The (preliminary) results presented in this chapter demonstrate that the
RadMap Telescope’s ADU is ideally suited for crew radiation monitoring. Its
sensitivity perfectly matches the energy range in which cosmic-ray nuclei are
most harmful to the human organism. Its large geometrical acceptance allows
gathering statistically significant data sets in short amounts of time. And its
ability to accurately determine a particle’s identity and energy over a wide
range in Z enables the precise determination of the biological effectiveness of
incident radiation. The major caveat is, however, that most of these results are
based solely on the analysis of simulation data. Though we tried using what-
ever experimental data we gathered with protons and MIPs for benchmarking
our Geant4 framework, we have not yet performed measurements with helium
or even heavier ions. Such tests are therefore urgently required to verify the
signatures of highly-ionizing nuclei, not least because we need to understand
the effects of quenching and nuclear interactions.
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Chapter 10

The RadMap Telescope on the
International Space Station

The development of what we now call the RadMap Telescope began in 2012.
We initially started looking into technologies that would allow us to construct
a charged-particle detector for a CubeSat-based astrophysics mission. After
investing a few years of effort into the project, we christened the detector
the MAPT because we felt the name most accurately reflected its capabilities
and working principle. Shortly thereafter, we began pitching the concept
to multiple space agencies as a radiation monitor. The proposal that was
ultimately accepted, submitted in cooperation with our partners at Airbus U.S.
Space & Defense1, was titled Multi-Purpose Active-Target Particle Telescope on
the International Space Station (MAPT-I). Both name and acronym, however,
were too cumbersome and unintuitive to be used on a daily basis by a large
team of engineers and astronauts not particularly familiar with the device and
its function. We thus suggested to NASA to call the instrument the RadMap
Telescope—short for radiation-mapping telescope—which everyone agreed was
a much more descriptive and intuitive name. In light of this re-naming, we
decided to also change the name of the detector at the heart of the RadMap
Telescope from MAPT to Active Detection Unit (ADU).

In this chapter, I describe the design, development, operational concept, and
acceptance testing of the RadMap Telescope, a technology-demonstration exper-
iment whose main objective is the validation of the ADU tracking calorimeter

1Formerly called Airbus DS Space Systems, Inc. (ADSH).
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as a radiation monitor for applications aboard crewed and uncrewed space-
craft. The primary intention behind the development of the RadMap Telescope
(which I often lazily refer to as RadMap) is not necessarily to outperform exist-
ing instruments in their respective areas of specialization. Instead, we aim to
combine as many measurement capabilities as possible in one compact device
to reduce the number of instruments that will be required on future missions.
As such, the RadMap Telescope is designed to be a general-purpose instrument
for area monitoring. It cannot in any way replace personal dosimeters worn
by the crew. We do, however, hope that instruments based on our concept
may in the future make the use of simple (active or passive) area-monitoring
dosimeters redundant.

The RadMap Telescope comprises multiple radiation sensors, most impor-
tantly the tracking calorimeter described at length in the preceding chapters.
Additional sensors include the M-42 dosimeter based on a silicon diode and two
commercially available transistor-based dosimeters. We had initially foreseen
to add a sensor capable of detecting (counting) neutrons as well, but were
unable to do so because of time and manpower constraints.

I begin by introducing the scientific, technical, and operational objectives
we aimed to achieve by operating the instrument on the ISS. Doing so comes
with a range of requirements and constraints specific to human space missions
in general and the ISS program in particular, which I also briefly summarize.
I then describe one of the most important aspects of the work on RadMap,
namely the development of read-out electronics for the ADU that can be re-
used for future missions. After describing the other radiation sensors, I give an
overview of the overall design of the instrument, including its mechanical, elec-
trical, and thermal-control systems. Finally, I discuss the integration into the
ISS infrastructure and the tests we were required to perform before deploying
the RadMap Telescope to the space station.

10.1 Objectives, Requirements, and Constraints

The RadMap Telescope primarily serves as technology-demonstration experi-
ment for the ADU tracking calorimeter. Most of the objectives therefore relate
to this sensor, with additional ones for the two dosimeters. Besides the sci-
entific focus, we also pursued a range of technical and operational objectives
concerning the integration of the instrument into the infrastructure of a crewed
spacecraft and its operation from the ground.
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10.1.1 Scientific Objectives

Based on an analysis of available instruments and the capability gaps identified
by NASA and others (summarized in Chapter 5), we formulated a set of core
scientific objectives and requirements that, from our perspective, should be at
the focus of new sensor and instrument developments for radiation protection
of the astronaut crew. These translate into capability objectives for the RadMap
Telescope. They are closely related to the general requirements and constraints
for the ADU, which I introduced in Chapter 6.

Sensitivity to Cosmic-Ray Protons and Nuclei. The radiation exposure of
astronauts and spacecraft is to a large extent caused by cosmic-ray protons and
nuclei, with only a small fraction contributed by electrons and other particles
(see Section 5.2). It is therefore imperative that an instrument designed to
monitor crew radiation exposure is sensitive not only to protons but also to
heavier ions. To include all nuclei that significantly contribute to the absorbed
dose, the sensitivity range must extend at least up to iron. Electrons and other
particles are of minor importance—either because their flux is low or because
they can be easily shielded—and need not necessarily be covered, though
their detection may help to study secondary radiation created in interactions
of cosmic rays with a spacecraft’s shielding. Sensitivity to neutrons would
likewise be of immense value for investigating secondary radiation, as they
can contribute significantly to the total dose astronauts are exposed to. The
detection of neutrons is a complicated business, however, and would likely
require employing a different measurement principle than is required for
charged particles. For RadMap, we therefore concentrated on protons and
nuclei and did not investigate in depth how the instrument could be used to
detect other (charged and uncharged) particles, though its primary detector
material may allow doing so (see Section 12.2.2).

Sensitivity in a Biologically Meaningful Energy Range. Unlike detectors
built for astrophysical investigations, the RadMap Telescope is not meant to
provide highly accurate data on cosmic rays (i.e., measurements of their kinetic
energy) in an unnecessarily broad energy range. Not only would this capability
not be particularly useful for radiation-monitoring applications, it would also
very likely result in a prohibitively large and power-hungry instrument. Instead,
we aim for sensitivity to the part of the cosmic-ray spectrum that is most
interesting and important from a medical perspective. The instrument shall,
after all, provide biologically meaningful measurements of the radiation dose
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and the dose rate astronauts are exposed to. It is therefore designed to be most
sensitive to nuclei most harmful to the human organism—i.e., to those with
energies of tens to hundreds of MeV per nucleon (see Section 5.2 for details).
Faster nuclei must still be detected and their deposited energy recorded; but
since their energy loss is near constant along their path through the human body
and only depends little on their initial kinetic energy, a precise determination
of the latter is not required to accurately determine the delivered dose.

Precise Identification of Protons and Nuclei. A crucial capability of the
RadMap Telescope, setting it apart from many existing instruments, is its
intended ability to (unambiguously) identify protons and nuclei. Many existing
sensors only record the LET and thus cannot do so. While knowledge of
the LET allows to determine the biological effectiveness of incident radiation
to some degree—and therefore results in a more precise calculation of the
effective dose than the measurements of a simple counting dosimeter can
provide—it does not allow to unambiguously identify it. The recording of
particle-dependent energy spectra, on the other hand, enables the precise
determination of the biological effectiveness and of the depth-dose distribution
of incident radiation particles. Ideally, the energy range across which particle
identification works reliably extends well beyond the core region of interest
(see previous paragraph). Though the total energy (dose) deposited by highly
energetic nuclei is on average much lower than for stopping ones, the biological
effectiveness of the ionization channels created by heavy nuclei is nonetheless
much higher than for protons and other light particles.

Omnidirectional Sensitivity and Tracking. A determination of the direc-
tionality of incident radiation allows to measure the shielding effectiveness of
a spacecraft and identify potential areas of increased production of secondary
radiation (e.g., due to inadequate shielding composition). Up to now, gathering
such data requires the repeated (manual) turning of, for example, a particle
telescope like CPDS [Lee+07] to compensate for its narrow field of view. Doing
so leads to significant uncertainties in the gathered data, primarily because
measurements usually take place over several days or weeks (mostly owing
to low counting statistics and to constraints in the crew schedule). The result-
ing temporal variations of the radiation environment must be duly corrected
before conclusions about the spacecraft shielding can be drawn. The RadMap
Telescope is, to our knowledge, the first instrument that can track charged
particles with omnidirectional acceptance—i.e., with a field of view covering
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the full solid angle. This capability enables the instantaneous measurement
of radiation hitting the instrument from random directions and should there-
fore significantly enhance the resolution of shielding measurements; it also
eliminates the need for interventions by the crew.

Real-Time Capability. A sizable contribution to astronaut radiation exposure
in missions beyond LEO is expected to come from solar particle events. This is
due to the fact that spacecraft and crew are not protected by Earth’s (residual)
magnetosphere once they leave the planet’s vicinity. The nature of these events
and our limited understanding of them (see Chapter 2) greatly constrain our
ability to predict if and when a burst of high-energy particles emitted by the
Sun will hit a spacecraft. However, to minimize their radiation exposure,
astronauts must move to areas of a spacecraft or surface habitat that provided
better shielding (‘shelters’) during events with harmfully hard energy spectra.
With only limited predictive capabilities, radiation sensors are required that
analyze the radiation environment in real time and can alert the crew to shelter.
As the onset of powerful solar storms is sudden, and the rise in radiation
intensity to dangerous levels can last mere minutes, an analysis on the ground
will not be possible for future missions into deep space due to the delay of
communications. At least a basic level of real-time analysis on the instrument
itself will therefore be required.

To the best of our knowledge, this set of (intended) capabilities is unique
to the RadMap Telescope. While there is a number of instruments that meet
the first two objectives, few can precisely identify protons and nuclei. Of these,
none has omnidirectional sensitivity. Though there are some real-time capable
dosimeters (like the M-42 presented in Section 10.3), they at most provide
information on the LET of incident radiation. Demonstrating that the ADU
tracking calorimeter and its read-out and data-acquisition electronics can meet
all of the above objectives is the most important motivation for operating the
RadMap Telescope on the ISS.

10.1.2 Technical and Operational Objectives

Besides the scientific objectives aimed at demonstrating the suitability of the
ADU as general-purpose radiation monitor, we also formulated a set of technical
and operational objectives that aim at demonstrating that RadMap-derived
instruments may in the future be used widely aboard crewed spacecraft.
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Space-Qualified Read-Out Electronics. The development of a set of space-
qualified read-out electronics suitable not only for operations on the ISS but
also on future deep-space missions was a central technical objective of the
RadMap Telescope project. The electronics we used for our beam tests were not
only too large in every respect (volume, mass, and power consumption) but also
required a relatively long shaping of the SiPM signals, thus limiting the achiev-
able count rate and risking signal pile up in high-rate environments. Though
developed for accelerator-based experiments, they were also not designed
with radiation hardness in mind. Besides the requirements and constraints
imposed by the space environment, the fact that the detector concept requires
electronics that can cope with the large dynamic range of SiPMs presented an
additional challenge, as most commercially available ASICs cannot handle the
charge released by a fully illuminated sensor.

Real-Time Capable Data Acquisition. With the requirement for the real-time
delivery of measurements also comes the requirement for a real-time capable
data-acquisition system. In the context of the RadMap Telescope, the term ‘real-
time’ must not be understood as strictly as in some other applications. When we
call for a real-time capability, we essentially require three things: (1) the fully
parallel digitization of all 1 024 sensor channels of the ADU, (2) a predictable,
constant, and short (< 10ms) delay between the passage of a particle through
the detector and the availability of the digitized SiPM signals, and (3) the
ability to cope with the event rate on the ISS. These aspects differentiate the
RadMap Telescope from many legacy systems that integrate measurements
over a certain time, with data becoming available at fixed intervals.

Real-Time Event Processing and Data Delivery. Alerting the crew in re-
sponse to the increased radiation intensity of a solar particle events requires
not only the sensor data to be acquired in real time but also the real-time
processing of it. While a full analysis including particle identification and
precise energy determination may not always be required, at least a certain set
of parameters—for example the count rate, the approximate energy deposited
by each particle, or the rough directionality of tracks—should be determined.
The system should also be capable of storing or forwarding its measurements
continuously at the maximum event rate achievable by the read-out electronics.
This ensures that parameters that are too complicated for real-time analysis
can be determined from recorded data at a later point in time.
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Integration Into Spacecraft Infrastructure. Operating an instrument on a
spacecraft is significantly different in many aspects from operating one in the
laboratory or at an accelerator-based experiment. Not only are resources like
mass, volume, power, and data bandwidth severely constrained. One of the
biggest challenges is that instruments cannot be easily fixed while on orbit, lest
they be designed specifically for being maintained by the crew. Since we had
never built and operated in instrument in space before, deploying the RadMap
Telescope to the ISS gave us the opportunity to gain experience in a lot of the
aspects specific to the space environment. At the same time, we also needed to
demonstrate that RadMap could seamlessly integrate into the infrastructure of
the space station. This included handling of the instrument by the crew.

Semi-Autonomous Operations. Future radiation monitors based on the
tracking calorimeter concept shall be able to operate fully autonomously aboard
spacecraft that will be travelling as far as Mars. On such missions, the amount
of data that can be sent back and forth will be severely limited, and the round-
trip communications delay can be as much as 45 minutes. Systems of critical
importance to crew health must thus not depend on constant monitoring and
control by operators on the ground. An objective of the RadMap Telescope
therefore is to demonstrate that it can operate semi-autonomously for extended
periods of time.

Data for Fine-Tuning of Simulations. Developing tracking and reconstruc-
tion algorithms requires accurate knowledge of the expected signatures that
the different cosmic-ray nuclei of interest create in the detector. We generally
rely on simulated events generated with the Geant4 framework to develop
our algorithms. However, such simulations can approximate the true event
signature only as good as we understand aspects like the signal-generation
process, crosstalk, background events, and noise. Since the radiation environ-
ment inside the ISS can hardly be artificially re-created on Earth, a crucially
important objective of RadMap is to collect a large data set that we can use to
fine-tune our simulation models.

Benchmarking Against Flight-Proven Instruments. By far one of the most
important objectives is the benchmarking of ADU measurements against the
data of other, flight-proven sensors. Such comparison allows us to understand
to what extent the data we gather delivers an accurate picture of the radiation
environment inside the station. In particular, it gives us the possibility to find
the detection thresholds we must set to record all particle interactions in the

301



10. THE RADMAP TELESCOPE ON THE INTERNATIONAL SPACE STATION

ADU’s active volume, which is a prerequisite for recording accurate dosimetric
values. The well-calibrated M-42 dosimeter that is part of the instrument is
one source of data for benchmarking; instruments operated by NASA and other
agencies can be another, if the RadMap Telescope is operated in close enough
proximity that the radiation field the sensors are exposed to can be considered
the same.

These major technical and operational objectives are supplemented by a
range of minor ones that are of no importance to my thesis and are thus not
discussed here.

10.1.3 ISS-Specific Requirements and Constraints

There is a long list of requirements and constraints that must be met before an
instrument can be deployed to and operated on the ISS, or any other crewed
spacecraft. These range from simple things like material constraints to the
rather complicated topic of electromagnetic compatibility. Here, I only give a
high-level overview of the most important requirements that the ISS program
and NASA’s safety engineers placed on the RadMap Telescope.

Material Constraints. The choice of materials that can be used on the space
station is generally restricted to those that are neither toxic nor flammable. This,
for example, usually limits the use of plastics to expensive high-performance
polymers like PTFE, polyetherimide (PEI), and polyether ether ketone (PEEK).
Small quantities of flammable plastics may be approved for use if payload
developers can credibly show that their instrument does not contain ignition
sources and that flames cannot propagate into it from the outside [SSP51721].
Another reason for constraining the use of plastics is outgassing—the release of
gas that was trapped, dissolved, or absorbed in the material. The accumulation
of such gas must be carefully controlled to prevent the buildup of harmful con-
centrations of unhealthy chemicals in a spacecraft’s atmosphere [SSP50005].
For the ISS, NASA often waives the restriction on outgassing if an instrument
contains less than 20 pounds (9 kg) of polymeric material.

Launch Loads. During their ascend into space, payloads must withstand
the acceleration, vibration, shock, and acoustic-pressure loads created by
the launch vehicle [SSP57000]. The maximum static acceleration loads are
specified at 7 g (9.2 g for re-entry upon return to Earth); the design RMS loads
due to vibrations follow a frequency-dependent profile with an overall level
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of 6.8 grms. These values also apply if the payload is launched soft-stowed,
that is, in a foam-lined transport bag or similar, though reduced limits may be
imposed on a case-by-case basis. Shock loads peak at 1 700 g but are generally
not relevant for soft-stowed payloads.

Crew-Induced Loads. Depending on where in the ISS the instrument is
deployed, it may be subjected to mechanical loads by the crew, especially when
it is mounted close to or inside the translation path (i.e., the central corridor in
each module through which the astronauts float from one place to another).
In this case, the crew may accidentally bump into the payload or use it as a
kick-off point, with loads of up to 556.4 N acting on an area of 10 × 10 cm2

[SSP50005; SSP57000].

Touch Temperatures. To avoid pain and skin damage, exposed surfaces of a
payload that can be touched by the crew must not exceed certain temperature
limits. For inadvertent quasi-continuous contact, the maximum allowable
temperature is 45 ◦C [SSP50005]; higher limits apply for incidental contact or
for short intentional contact [STD3001]. Exceptions can be made, for example
for exhaust vents, if hot surfaces are adequately marked and shielded from
accidental contact.

Electromagnetic Compatibility. To ensure that payloads can operate inside
the electromagnetic environment aboard the space station and do not disturb
others in doing so, the ISS program strictly controls the emissions of every
hardware element that draws electrical power to prevent electromagnetic
interference (EMI). Tests must be performed to assess whether a payload stays
within the limits for conducted (via the power supply) and radiated emissions
[SSP30327]. Conversely, payload developers must demonstrate that their
hardware is not susceptible to the electromagnetic environment on the ISS,
especially if it contains safety-critical circuits that may be adversely affected by
external (conducted or radiative) disturbances.

Grounding and Bonding. Proper grounding is crucial for safe crew interac-
tions with the instrument. Electrical systems must be enclosed in a housing
that is either non-conductive or whose parts are bonded via low-resistance
paths to avoid electrical-shock hazards [SSP57000]. If the payload contains
radiofrequency (RF) systems, the bond path must have a resistance of 2.5 mΩ

or less. Stricter requirements apply to the housing and electrical connectors if
voltages above 32 V are present.
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Compliance with these and all other applicable requirements can be es-
tablished via one of three methods: (1) a certificate of conformity, in which
the payload developed certifies that a requirement was adhered to during
the design of the payload; (2) an analytical verification that shows through
calculations or a review of design documentation that a requirement is met;
or (3) a test at a certified facility. As this thesis does not serve as a technical
documentation, I only selectively mention when any of the above requirements
substantially influenced the design of the RadMap Telescope; I do not discuss
in detail how we met all the different requirements placed on the instrument.

10.2 Instrument Overview

Before describing in detail the different subsystems comprising the RadMap
Telescope, I first give an overview of the overall instrument and its charac-
teristics. Figure 10.1 shows an annotated computer rendering of RadMap as
it was designed for operations on the ISS. Besides the ADU, whose working
principle and design is described in detail in Chapters 6 and 8, the instrument
contains two additional dosimeter systems (DLR’s M-42 and commercially
available RADFETs) that are presented in Section 10.3. The three detectors
are contained in a light-tight housing that also accommodates read-out and
data-acquisition electronics, a flight computer, and a power distribution system.
The latter two directly connect to the network and power infrastructure of the
space station.

To keep training for astronauts and the crew time required to operate
the instrument to a minimum, we designed RadMap to appear as simple as
possible on the outside. There are no crew interfaces other than a single LED
to indicate that the flight computer is turned on. The system automatically
boots up once powered by a 28V supply via its electrical interface; there is no
power or reset switch. For the data connection, we use an industry-standard
circular Ethernet connector that allows bandwidths of up to 100 Mbit. Data
transfer is also possible via a wireless network interface. The only mechanical
interface is a stud on bottom of the housing that fits into a seat-track anchor.
The fully integrated instrument weighs 3.08 kg and measures 16× 14× 14 cm3

(excluding the seat-track stud).
Although the ADU’s read-out electronics are already optimized for low

power (see Section 10.4), the flight computer is a commercially available
Jetson TX2i module from Nvidia, which can consume up to 20 W of power. To
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prevent the instrument from exceeding the touch-temperature limits (and to
keep the dark-count rate of the ADU’s SiPMs at an acceptable level), RadMap
has five cooling channels. The primary channel has a large cooling capacity and
regulates the temperature of the flight computer and the power distribution
unit. The four smaller channels have less capacity and keep the temperature of
the read-out and data-acquisition electronics stable.

10.3 Primary and Secondary Radiation Sensors

The RadMap Telescope is equipped with three radiation sensors. The primary
one is the ADU, which is described at length in earlier chapters of my thesis.
It is the most powerful of the three sensors and its on-orbit demonstration is
the primary reason for operating RadMap on the ISS. The second sensor is the
M-42 dosimeter, which is capable of LET-resolved dosimetric measurements.
The least resolved data is gathered by the RADFETs, which can only determine
the integrated dose they were exposed to.

10.3.1 Active Detection Unit

The 1024-channel tracking calorimeter comprises four ADU detector modules
(see Figure 8.1) that each consist of 256 SCSF-78 scintillating fibers and
PM3325-WB-D0 SiPMs. We had initially planned to use the four modules that
our calibration measurements had revealed to be the best ones (see Table 8.2)
but were not able to do so. Unfortunately, in some modules the material
holding the uppermost or lowermost fiber layers slightly deformed while being
heated after attaching the SiPM arrays. Excess optical glue formed columns
between the fibers and the deformed support structure and cured in place,
preventing the latter from reverting into its original shape after cooling down.
This prevented us from stacking the modules as intended because we were
afraid that pressing down too hard on the deformed structure might break the
SiPMs off their PCBs instead of breaking the glue columns. I discuss this issue
and our approach to prevent it in the future in detail in Section 12.1.1.

In selecting the ADU modules for the flight detector, we hence needed
to settle for a compromise between mechanical fit and module quality. The
two best modules, ADU005 and ADU010, were not usable, as was ADU009.
The final detector thus consists of (listed in stacking order, from top to bot-
tom): ADU008, ADU003, ADU006, and ADU004. Figure 10.2 shows the fully
integrated tracking calorimeter atop the base of the instrument’s housing.
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10.3. Primary and Secondary Radiation Sensors

Figure 10.2: Fully integrated flight ADU for the RadMap Telescope. The detector
sits atop the base of the instrument’s housing, with the coaxial cables for the SiPM
bias voltage already attached. From top to bottom, we used the following tracking-
calorimeter modules: ADU008, ADU003, ADU006, and ADU004.

10.3.2 M-42 Dosimeter

The M-42 dosimeter integrated into RadMap is a modified version of the M-42
Split (M-42 S) developed by our colleagues at DLR’s Institute of Aerospace
Medicine [Ber+19]. The sensor measures the energy deposited by charged
particles in a Hamamatsu S3590-19 planar silicon PIN photodiode [HAM23b].
The latter has an active area of 11.0× 11.2mm2 = 1.23 cm2 and a thickness of
300µm. The diode is biased with a reverse voltage of 53 V to ensure full deple-
tion. The charge (electron-hole pairs) created by a particle passing through
the silicon [BW69] is amplified before being fed to a shaper and peak-sensing
circuit (see Figure 10.3). The peak voltage is then digitized by a 16-bit ADC
and stored as a pulse-height spectrum in redundant flash memory that is
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10. THE RADMAP TELESCOPE ON THE INTERNATIONAL SPACE STATION

Figure 10.3: Schematic diagram of the M-42 dosimeter in the version modified for the
RadMap Telescope. The analog signals are transmitted from the sensor head to the
digital electronics via micro-coaxial cables. Adapted from [Ber+19].

attached to a microcontroller. Temperature sensors provide references for
correcting temperature effects. The system internally creates and conditions all
its required voltage buses, including the PIN diode’s bias voltage, from a single
5 V supply. These voltage rails are monitored via the microcontroller’s built-in
ADC. In the version modified for the RadMap Telescope, the dosimeter’s mi-
crocontroller communicates with the instrument via a universal asynchronous
receiver-transmitter (UART) interface. The firmware allows setting a few se-
lected parameters for controlling the dosimeter operation (e.g., date and time,
digitization thresholds, and integration times) via this interface.

The PIN diode and the analog electronics (preamplifier, shaper, and peak
detector) are located on a PCB that is optimized for shielding against electro-
magnetic noise. We refer to this PCB as the sensor head, and it is mounted in
a dedicated compartment on the instrument’s outer wall to ensure it is well
shielded from other systems. The M-42’s digital electronics are located on a sec-
ond PCB that is housed in a separate compartment of RadMap’s housing. The
analog signals are transmitted from the sensor head to the digital electronics
via micro-coaxial cables (see Figure 10.4).

The dosimeter can measure energy depositions between 0.06 MeV and
17.7 MeV. As the amplification and shaping are linear, the 16-bit digitization of
the ADC therefore means that the energy deposition of each particle passing
the detector can be determined with a resolution of 0.305 keV. To reduce the
amount of data produced, the measurements are resampled to 1004 equidis-
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10.3. Primary and Secondary Radiation Sensors

Figure 10.4: M-42 dosimeter before integration into the RadMap Telescope. The sensor
head is on the left, the digital electronics on the right. The two PCBs are connected
via micro-coaxial cables. The S3590-19 PIN photodiode is the large component in the
white ceramic package on the sensor head.

Figure 10.5: The two PCBs (left: sensor head; right: digital electronics) of the M-42
dosimeter integrated into their compartments of the RadMap Telescope housing.

tant bins with a width of 17.6 keV. This width defines the effective resolution
of the energy-deposition measurement, which is hence 29.3% at the lower end
(0.06 MeV) and 0.1% at the upper end (17.7 MeV) of the energy deposition
spectrum. The total absorbed dose is calculated by integrating over the spec-
trum and dividing by the mass of the detector; a conversion factor of 1.23 is
used to convert the result (dose in silicon) to dose in water. Nominally, the LET
spectrum is accumulated over an integration time of 300 s before being stored
in the flash and cleared; the number of counts, the dose rate, and housekeeping
data (temperature and voltages) are stored every 60 s. Both intervals can be
adjusted via the UART interface.
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10. THE RADMAP TELESCOPE ON THE INTERNATIONAL SPACE STATION

Figure 10.6: Schematic diagram of the read-out circuit for one VT02 RADFET sensor;
the circuit for the second one is identical. A 10-µA current forced into the bulk–source
terminal generates a voltage that is proportional to the source–drain resistance, which
increases through irradiation. During exposure, all terminals of both transistors are
grounded, except for the gate of one of them. The latter is biased to 3.3 V to increase
its radiation sensitivity. During read-out, one drain terminal is left floating to only
measure the voltage across one RADFET. The 18-bit ADC allows the measurement of
the absorbed dose with a resolution of 480 mGy or better.

10.3.3 RADFET Dosimeters

For measuring the integrated dose the RadMap Telescope was exposed to during
its operational period on the ISS, we use two Varadis VT02 RADFET sensors
[Var22]. Each sensor consists of two identical RADFETs with common source
and bulk. Their gate has a thickness of 400 nm, a length of 300µm, and a width
of 50µm, a size which is optimized for the measurement of doses between 1 cGy
(1 rad) and 1 kGy (100 krad). Figure 10.6 shows a schematic diagram of the
read-out circuit for one VT02 sensor; the circuit for the second one is identical.
Via a set of five single-pole double-throw (SPDT) switches, the terminals of the
two metal-oxide-semiconductor field-effect transistors (MOSFETs) can either
be connected to ground (in the normally closed position), or connected to a
potential or additional circuitry (in the normally open position). In exposure
mode, all terminals are grounded. In read-out mode, a current of 10µA is
forced into the bulk–source terminal common to both transistors [Tex13],
generating a voltage that is proportional to their source–drain resistance,
which increases through irradiation [HA86; Pej15]. To only measure the
voltage across one RADFET, the drain terminal of the other is left floating
during read-out. The gate of one transistor is always grounded, that of the
other is biased to 3.3 V to increase its radiation sensitivity [Ris+22].
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10.4. Read-Out Electronics for the ADU

Figure 10.7: Accommodation of the two RADFETs in the housing of the RadMap
Telescope. One VT02 is visible on the left, the other is hidden below a shield made of
white POM.

The voltage at the bulk–source terminal is scaled via a voltage divider
with R1 = R2 = 100 kΩ and then digitized by an 18-bit MCP3424 ADC
[Mic09]. RADFETs have a highly non-linear response; the VT02 has a maximum
sensitivity of 0.65 mV/cGy, or 325µV/cGy after the voltage divider. Using
its internal reference, the ADC has a maximum resolution of 15.625µV per
least significant bit (LSB), corresponding to a dose of 480 mGy. Its internal
programmable gain amplifier (PGA) allows to further improve this resolution
by up to a factor of eight. The ADC’s measurements are controlled and retrieved
via an Inter-Integrated Circuit (I2C) bus. Figure 10.7 shows how the two VT02
sensors are accommodated in the instrument housing, with one being partially
shielded by a cover made of POM.

10.4 Read-Out Electronics for the ADU

One particularly important aspect of my work was the development of read-out
electronics for the 1 024 SiPMs of the ADU. While of the instrument’s other
electrical systems were designed only for the technology demonstration on the
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10. THE RADMAP TELESCOPE ON THE INTERNATIONAL SPACE STATION

space station, our express goal for the read-out system was to find a solution
that would also work for future long-term deep-space missions. This did not
necessarily mean that each and every component needed to be fully space-
qualified but rather that in case non-qualified components were used, they
could easily be swapped out in the future. My aim, however, was that at least
the actual digitizing circuits should be fully space-qualified.

10.4.1 Requirements

The requirements driving the design of the read-out electronics almost exclu-
sively derive from anticipated future applications. Many of them—especially
those relating to size, mass, and radiation hardness—could have been formu-
lated less restrictive if we had designed the system only for an ISS experiment.

1. The most important and at the same time most challenging requirement
was that the read-out electronics needed to cope with the large charges
released by fully illuminated SiPMs and at the same time be sensitive
to the small number of photoelectrons created by MIPs. Such large
dynamic range is somewhat unusual in applications of sensors sensitive
to single photons. The PM3325-WB-D0 SiPMs we used for the ADU have
a terminal capacitance of 1 nF, leading to a charge release of 6 nC for
full illumination at the maximum allowable overvoltage of 6 V. At the
minimum overvoltage of 2 V, on the other hand, a MIP releases a charge
of only 5.6 pC (for 134 photons at a PDE of 29%). Table 10.1 summarizes
the charge ranges at different illumination scenarios for a selection of
SiPM models, including recent ones that have only become available
after the completion of the RadMap Telescope.

2. Achieving a high energy resolution requires that the gain of the SiPMs
is as uniform and stable as possible. However, intrinsic differences in
the breakdown voltage and its temperature dependence can lead to gain
variations of several percent. These can be compensated for by adjusting
the bias voltage individually for each photosensor. Since a 1 024-channel
bias supply puts a prohibitively large burden on the instrument’s mass
and power budget, the bias-voltage adjustment must be made by the
read-out electronics.

3. The maximum event rate the system can cope with is not a primary driver
for its design, as precise knowledge of the so-called ‘dead time’—the time
a system needs to digitize signals and cannot accept new ones—can be
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10. THE RADMAP TELESCOPE ON THE INTERNATIONAL SPACE STATION

used to calculate the true fluxes from the measured count rate. This only
works, though, if the system is not fully saturated, that is, if it is not
constantly recording data. In LEO, we expect the highest event rates to
occur while a spacecraft passes through the SAA. From simulations, we
expect event rates on the other of five to ten kilohertz.

4. Achieving a power consumption that is as low as possible is critical
for enabling a wide range of use cases for future radiation monitors
based from the RadMap Telescope’s design. Radiation measurements
are crucially important for ensuring crew health and should therefore be
conducted constantly, even when a spacecraft is in a power-saving state.
Keeping the power consumption of the read-out electronics well below
5 W is therefore an important objective.

5. During long-term deep-space missions, spacecraft (and crew) may be
exposed to radiation doses of tens of krad (hundreds of Gy) or more. All
components of the read-out system must therefore survive such exposure.
Single event effects (SEU and SEL) are not critical as long as they do not
lead to permanent damage.

10.4.2 ASIC Selection

The rising popularity of SiPMs as a compact and easy-to-use alternative to
PMTs has led to the development of a broad range of read-out ASICs over the
past two decades. Many of them—for example the PACIFIC [Cos+18], KLauS
[Yua+19], FastIC [Góm+22], and H2GCROC [Gon23] chips—are designed
for accelerator-based high-energy physics experiments. Others are intended
for medical (e.g., ANGUS [Tri+18], STiC [She+18], ToT-ASIC2 [Ori+23], and
MPPC-CT64 [Ari+23]) applications or for telescopes (e.g., MUSIC [Ber+16b]
and SMART [Ara+23]). There are even a few projects that develop ASICs
specifically for space applications (e.g., [DiS+23; Ted+23; San+24]). The
challenge in using any of the above chips is twofold: (1) Most, if not all, are
tailored to the specific use case of the experiment they are intended for and
(2) they are developed by small groups at universities and research institutes.
This not only means that literally none of them matches the dynamic-range
requirements of our application but also that the devices are more often than
not poorly documented, with the developers unable to offer the comprehensive
support required to use their chips. We therefore decided against considering
any of those ASICs for our project.
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10.4. Read-Out Electronics for the ADU

By now, several commercially offered solutions exist, which are (mostly)
better documented and come with customer support. Commercial products
typically also have a longer life cycle. A broad range of products is offered
by WEEROC [Ahm+21], a company working with the OMEGA laboratory at
Ecole Polytechnique, with many of them based on the first-generation SPIROC
[Aab+21] and EASIROC [Cal+12] chips. PETsys Electronics offers an ASIC
originally developed for the read-out for glspetscan scanners that can, however,
be used more broadly. And Integrated Detector Electronics AS (IDEAS) has
developed multiple ICs that are targeted at space applications. Tables 10.2
and 10.3 list relevant characteristics of the read-out ASICs we considered for
our tracking calorimeters. All are essentially based on a signal chain with
(charge-integrating) preamplifiers, shapers (with substantially varying shaping
times), and peak-sensing circuits, and all except one feature an internal ADC
for the digitization of the SiPM charge. The rate capability differs significantly
from 10 000 event/s up to 1 000 000 events/s.

All except one option (the IDE3380) would consume more power than the
targeted limit of 5 W. More importantly, though: The IDE3380 is the only chip
that can cope with the charge range of the PM3325-WB-D0 SiPM, and would
also work for all potential replacements listed in Table 10.1. Incidentally, it
is to our knowledge also the only IC for which the results of comprehensive
radiation tests have been published [Ste+19]. It is therefore the sole product
that fulfills all our (most critical) requirements.

The IDE3380 [Int19] has 16 channels and one summing channel (see
Figure 10.8 for a schematic diagram), all of which allow measuring charge
(pulse height) and trigger time. Each channel has a current-mode input stage
(CMIS), to which SiPMs can be direct current (DC)-coupled, that is, without
the need for a blocking capacitor. The CMIS has two main purposes: (1) It
scales down the charge generated by the SiPM and (2) it provides a stable
input voltage offset that allows to individually adjust the effective bias voltage
of each photosensor. The stage is designed for large negative charges with a
programmable attenuation of 1/10, 1/100, 1/200, and 1/400, corresponding
to maximum charges of -0.4 nC, -4 nC, -8 nC, and -16 nC, respectively. It can
also cope with large leakage currents of up to -100µA from dark counts. The
input offset is generated via a bias voltage of up to 1 V generated by an 8-bit
digital-to-analog converter (DAC). In addition, a configurable bias current of
up to 90µA can be set to compensate for SiPMs with very small dark current.

The voltage generated by the CMIS is fed into a current integrator (CI)
stage with programmable gain. This is followed by a shaper that optimizes the

317



10. THE RADMAP TELESCOPE ON THE INTERNATIONAL SPACE STATION
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10.4. Read-Out Electronics for the ADU

signal-to-noise ratio of the integrated pulse. Each shaper has a programmable
shaping time, with nominal options of 200 ns, 400 ns, 800 ns, and 1600 ns.
The feedback elements (capacitors, resistors, and bias voltage) can, however,
be individually adjusted to set (slightly) different values. A track-and-hold
(TH) unit tracks the shaper output; its stops tracking and holds the signal
upon assertion of a hold signal. The latter is either created from an internal,
programmable hold delay (see below) or an external signal. The output of the
TH unit can be multiplexed to a 12-bit successive-approximation register (SAR)
ADC or accessed via output buffers for digitization by external ADCs.

Every channel (including the summing channel) has two trigger compara-
tors: a charge comparator (QC) for pulse-height discrimination and a current
comparator (CC) for fast triggering. Either can be used to (1) trigger the hold
delay for the TH unit and to initiate digitization in the ADC, to (2) generate
a timing trigger pulse, and to (3) generate a time-over-threshold signal. The
QC is a level discriminator (with programmable hysteresis) that compares the
output of the CI to a threshold set by an 8-bit voltage DAC individual to each
channel. Similarly, the CC compares the current from the CMIS to a threshold
set by a global 8-bit current DAC. Setting the reference current right above
the noise level allows reducing the time walk inherent to the QC—i.e., the
threshold-dependent delay of the QC trigger signal caused by the finite rise
time of the CI output. Any combination of the 16 timing trigger pulses can be
used to generate a global trigger OR signal.

Because the outputs of the TH units are multiplexed to a single ADC, the
channels can only be read out synchronously. The hold delay and the time
required to digitize the multiplexed signals thus define the minimum time
between consecutive events. The ADC values are sent out via a simple serial
interface. The chip requires an external master clock with a nominal frequency
of 4 MHz, which can be increased to up to 16 MHz. The configuration registers
controlling the chip’s operation can be accessed via a standard Serial Peripheral
Interface (SPI).

The IDE3380 also contains a gain calibration unit (GCU), which allows
identifying and characterizing gain variations and non-linear responses of the
signal chain (excluding the CMIS). A calibration charge can either be generated
internally or supplied externally, and can likewise be triggered from internal or
external sources. Internally, the charge is generated by applying a voltage step
to a resistor–capacitor network, producing a current pulse with exponential
characteristics and a 100-ns decay constant. The voltage step can be configured
with a resolution of 8 bit. The largest charge that can be created is 52.6 pC.
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Figure 10.9: Simplified schematic of the precision current pump we use to bias the
IDE3380 ASICs. One ADA4096 operational amplifier is used as the current source, the
other as a non-inverting voltage follower in the feedback loop to increase the accuracy
of Iout.

10.4.3 Bias Current Generation

All bias currents and voltages required by the IDE3380 are generated by an
internal bias network. This network must be a driven by an external source
supplying a nominal current of 80µA (76µA to 88µA). Each ASIC must be
supplied by its own current source; the 64 chips for the ADU’s 1 024 channels
therefore require 64 current sources.

To the best of our knowledge, there is currently no space-qualified source
on the market that can be configured for 80-µA current, and we did not
want to simply use a resistor to a (potentially unstable) supply voltage. We
therefore generate the bias current via a precision current pump based on two
operational amplifiers [Ana17]. Figure 10.9 shows the circuit that I adapted
from [Won]. The advantage of this design is that the accuracy of the current
output is improved by using a non-inverting voltage follower in the feedback
loop. The output current of the circuit can be calculated via:

Iout =
Vin ·AV

R1
(10.1)

AV =
R4

R2
, R2 = R3, R4 = R5 (10.2)

With R2 = R4 = 100 kΩ, R1 = 31.2 kΩ, and Vin = 2.5V, we get Iout =
80.13µA. All resistors should have an accuracy of 0.1% or better and a low
temperature drift.
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10.4. Read-Out Electronics for the ADU

Figure 10.10: Simplified schematic of the power-conditioning circuitry for the read-out
electronics. The ASICs and their supporting components are powered by two linear
regulators, which are powered by a 3.6 V supply generated by a switching converter in
the power distribution unit.

Though neither the operational amplifiers nor the precision voltage source
we use (LM4132-Q1 [Tex16b]) are space-qualified, they can easily be replaced
by qualified components. For the RadMap Telescope, we chose these particular
components because they offer the low drift and noise characteristics we
require; the full circuit shown in Figure 10.9 also uses only about 860µW of
power and thus does not add significantly to the overall power consumption of
the system.

10.4.4 Power Conditioning

The IDE3380 requires two 3.3 V supplies—one for the analog and one for the
digital components. These can in principle be powered from the same supply,
at the risk that noise induced by the digital components feeds into the analog
part. We thus decided to use separate supplies for the two domains.

In all of the RadMap Telescope, we followed the guiding principle of
placing noise-generating components, for example switching converters, as
far away as possible from noise-sensitive components, for example the SiPMs
and read-out ASICs. The digital and analog supply voltages are therefore
generated by two TLV733P-Q1 low-dropout regulators (LDOs) [Tex20], a type
of DC linear voltage regulators that can operate when its input voltage is very
close to its output voltage. They operate off a 3.6-V supply rail generated
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by a switching converter in the power distribution unit (PDU). A LM3380-Q1
sequencer [Tex21] enables the analog LDO 30 ms later than the digital one;
this sequence is required to protect the analog circuitry of the IDE3380.

Again, none of the components we used here is radiation-hardened or
space-qualified. There exist, however, a sufficiently broad range of products
that allow a direct replacement without impacting the design principle.

10.4.5 Clock Distribution

The read-out ASICs require a single-ended clock signal with a nominal fre-
quency of 4 MHz. This clock directly drives the internal timers and ADC, as well
as the IC’s read-out controller and the serial data output. To improve the conver-
sion speed and rate capability, the clock frequency can in principle be increased
to up to 16 MHz, though the manufacturer does not necessarily recommend
doing so. We generate the main system clock in the data-acquisition electronics
and distribute it to the read-out electronics. There, we use CDCVF2310-EP
clock buffers with a 1:10 fan-out [Tex12] to drive the read-out controllers of
the IDE3380.

10.4.6 Output Buffers

In the first prototype of the front-end electronics, we added buffers to increase
the drive strength of the ASICs serial outputs and other interfaces. Testing did,
however, show that the IC’s internal buffers are strong enough for the short
transmissions paths in the RadMap Telescope. We thus removed them in the
design of the flight hardware, though they can easily be added again in future
instruments.

10.4.7 Design of the Flight Electronics

Since the SiPM arrays are located on four sides of the ADU, it made sense to
split the read-out electronics into four assemblies, each capable of digitizing
the signals of 256 photosensors. Each of those assemblies consists of two PCBs
(see Figure 10.11): one holding 16 IDE3380 read-out ASICs and one serving
primarily as interposer to allow the direct attachment of the micro-coaxial
cables of the ADU’s SiPM arrays. The addition of the interposer was necessary
to comply with the space constraints of the instrument housing, as will become
apparent in later sections of this chapter.
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10.4. Read-Out Electronics for the ADU

Figure 10.11: The four identical PCB assemblies of the read-out electronics. Each
comprises 16 IDE3380 ASICs (recognizable by their white ceramic lids), the bias-
current pumps, and clock-distribution circuitry. Due to space limitations, the assemblies
consist of two PCBs each; the second one mainly functions as an interposer to allow
the direct attachment of the micro-coaxial cables of the ADU’s SiPM arrays. The
connection to the data-acquisition electronics is made via a board-to-board connector
at the bottom of each assembly.
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The PCB holding the read-out chips also contains all the circuitry required
to operate them, including the bias-current pumps, the clock distribution,
and the power conditioning. The electrical connection to the data-acquisition
system is made via a 100-pin right-angle board-to-board at the bottom of the
PCB. Due to space constraints, the placement of the micro-coaxial receptacles
for connecting the SiPM arrays was not possible, which is why we needed to
add an interposer that allows routing signal from micro-pitch board-to-board
connectors to the receptacles. The only other circuitry on this second PCB is an
ADS7828-Q1 8-channel ADC [Tex16a] for reading the temperatures sensors on
the SiPM arrays and read-out PCBs. The signals of the latter are transmitted
via spare pins on the micro-coaxial cables.

10.5 Electrical Design

Through they are a crucial part of the demonstration of our tracking-calorimeter
concept, the read-out electronics are but a small part of the electrical systems
of the RadMap Telescope. Figure 10.12 provides a schematic overview of
these systems, and of the interconnections between them. Non-essential
components—such as temperature sensors, buffers, level translators, etc.—are
omitted for clarity. In this section, I briefly describe the systems not already
discussed above, focusing on the most important aspects of each of them. In
describing the read-out electronics, I have often pointed out in the text which
exact components we used. I did so because this system is one which we hope
to adapt for future missions. The systems described in the present section
are tailored for use on the ISS and thus unlikely to be reused. The exact
components we used are therefore of less importance. Nevertheless, for the
interested reader, part numbers are given in the figures.

10.5.1 Data-Acquisition Electronics

The data-acquisition electronics record the digitized information generated by
the read-out electronics, distribute the system clock for driving the IDE3380
ASICs, generate the bias voltage for operating the SiPMs, and contain a 1:64 SPI
demultiplexer through which the flight computer can access the configuration
registers of the read-out ICs. Figure 10.13 shows the assembled data-acquisition
electronics before integration into the instrument.
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Figure 10.12: High-level schematic overview of the RadMap Telescope’s electrical
systems. Non-essential components (temperature sensors, buffers, level translators,
etc.) are omitted for clarity.

FPGA and Microcontrollers

Despite the comparatively low speed at which the 64 front-end ASICs operate
(less than 16 MHz), we chose to use an FPGA for the acquisition of their data
for several reasons:

1. Interfacing with the 64 read-out chips requires more than 128 signal pins
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(64 serial links, 64 trigger outputs, plus a few additional signal lines).
Few, if any, microcontrollers or low-power processors offer that many
general-purpose input–output (IO) pins, whereas even the least powerful
FPGAs offered by most manufacturers do.

2. The IDE3380 works asynchronously, that is, it starts sending data on
its serial output once the trigger hold delay has passed, and it starts
multiplexing the TH voltages into its ADC immediately thereafter. That
means that the time at which each serial link sends data cannot be
controlled, and they can therefore not be multiplexed but must be read
fully in parallel. FPGAs are ideally suited for such a task.

3. Even if it were possible, multiplexing the ASICs’ serial links would reduce
the system’s rate capability by at least a factor of 64, or require a high-
speed, power-hungry processor (running at about 1 GHz or faster).

4. In high-rate and time-varying environments, real-time capability is crucial.
This is especially important for taking trigger decisions, checking for time
coincidence, and for being able to with the random nature of the cosmic-
ray particle flux. FPGAs are intrinsically real-time capable.

In the selection of a suitable FPGA, we restricted our search to devices manufac-
tured by Xilinx, simply because our group had substantial experience in using
them and almost none with chips of other manufacturers. The smallest and
least power-hungry device with a large enough number of IO connections of-
fered by Xilinx (now part of Advanced Micro Devices) is the XC7A200T [Xil20].
It belongs to the Artix-7-series of FPGAs and comes in a 676-pin BGA package.
Its 215 360 programmable logic cells and up to 16 high-speed transceivers offer
sufficient resources not only for implementing the data acquisition but also for
first-level event analysis. Being based on static random-access memory (SRAM)
technology, which is susceptible to SEUs, Xilinx’ devices are not intrinsically
radiation tolerant. The Kintex UltraScale XQR (a larger cousin of the Artix-7)
and the older Virtex 5QV have been hardened specifically for space applica-
tions but have prohibitively large price tags for a technology-demonstration
experiment like RadMap. On the space station, however, the Artix-7 will not
even remotely approach its TID limit. Since the instrument is not critical to the
safety of station and crew, it is acceptable if the occasional SEU is dealt with by
reprogramming the device.

Figure 10.14 shows how the FPGA is complemented by two ARM Cortex
M0+ microcontrollers [Mic23], which control it, the bias-voltage generation,
and parts of the read-out electronics. The program controller controls the two
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Figure 10.14: High-level schematic overview of the data-acquisition electronics. The
system’s heart is a Xilinx Artix-7-series FPGA, which is complemented by two ARM
Cortex M0+ microcontrollers. Non-essential components (buffers, level-translators,
etc.) are omitted for clarity.

power-conditioning ICs (switching converters) for the FPGA; they generate all
voltages required by the latter except that for powering the IO banks, which
is supplied directly by the PDU. The controller can configure the device for
different boot modes and program it from a 1 Gbit flash memory. Through a
UART interface, it can also read and write registers in the FPGA. The front-end
controller’s primary task is to provide an interface to the secondary sensors (e.g.,
temperature) of the read-out electronics and the ADU via a multiplexed I2C bus,
as well as to control the fans of the thermal-control system (see Section 10.7
below). Its second task is the control of the bias-voltage generation and read-
back (see below). Both microcontrollers are connected to the flight computer
via a Controller Area Network (CAN) bus.
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Figure 10.15: The (negative) bias voltage for the ADU’s SiPMs is generated by two
Advanced Energy 0.1XS5-N0.1 switching converters. Their output voltage is set via
a DAC, with closed-loop control provided by an ADC connected to the output via a
voltage divider and operational amplifier. The RLC-filter formed by the ferrite bead
and capacitors reduces the ripple of the bias voltage.

Clock Distribution

The system clock (SYSCLK) with a nominal frequency of 4 MHz (and a maxi-
mum of 16 MHz) for driving the IDE3380 ASICs is created by the FPGA and
made available on a standard IO pin. This clock signal is then distributed to
the four PCB assemblies of the read-out electronics via a (partially used) clock
buffer with a 1:10 fan-out.

Bias Voltage Generation

The stability of the bias voltage supplied to the SiPMs directly impacts their
gain stability (see Equation 4.30) and hence the achievable energy resolution.
Choosing an adequate supply is therefore of crucial importance to the overall
performance of the detector. The number of commercially available converters,
especially those capable of supplying negative voltages (the IDE330 ASIC works
with negative charges), is limited and the selection of an appropriate one was
driven by the volume, mass, and power constraints of RadMap. The only
product fulfilling all our requirements is the 0.1XS5-N0.1 switching converter
by Advanced Energy [Adv20]. The module’s output is proportional to the
analog voltage applied to its control input, which we generate using a 2.5-V
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precision voltage reference (allowing a maximum voltage of -50 V) and a 16-bit
DAC (see Figure 10.15). For closed-loop control, we rely on an 18-bit ADC,
driven by a voltage divider and an operational amplifier, to read back the
voltage applied to the SiPMs—i.e., after all voltage-altering components. Since
one 0.1XS5-N0.1 converter can only provide a maximum of about 3 mA (at
32 V), we use two modules in parallel; blocking diodes at the output of each of
them provide reverse-current protection in case of slightly mismatched voltage
output. Solid-state relays allow to use the output of one, two, or none of the
converters. A third relay allows to connect a 10-MΩ bleed resistor.

The converter has an intrinsic output ripple of 50mVpk−pk, which would
result in a gain instability of 1% at an overvoltage of 5 V. The manufacturer
claims that the ripple can be reduced to 10mVpk−pk, resulting in a 0.2% gain
instability, by adding a 100 nF capacitor at the output. The ripple can be even
further reduced by adding a ferrite bead in series as shown in Figure 10.15,
effectively forming an RLC-filter. The current-limiting resistors and capacitors
placed close to each SiPM constitute another layer of low-pass filters that
further reduce the remaining noise.

SPI Multiplexing for ASIC Control

The IDE3380 read-out ASICs are not controlled by the data-acquisition elec-
tronics but directly by the flight computer. To be able to control 64 ICs from
single SPI interface, we use a 1:64 de-multiplexer. This multiplexer only fully
switches the chip-select line of the interface; the clock and serial-data lines are
switched between the four read-out PCB assemblies, where they are connected
to all 16 ASICs in parallel.

10.5.2 Read-Out Node for Secondary Radiation Sensors

The data from both secondary radiation sensors—the M-42 dosimeter and
the RADFET sensors—are collected by a read-out node and forwarded to the
flight computer without any pre-processing. The node consists of only an
ARM Cortex M0+ microcontroller, LDOs for power conditioning, and two
temperature sensors. The data from the M-42 and RADFET sensor is gathered
via UART and I2C, respectively. Like the other controllers, the read-out node is
connected to the flight computer via the instrument’s main CAN bus.
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Figure 10.16: Simplified schematic overview of the RadMap Telescope’s flight com-
puter. It controls the read-out and data-acquisition electronics, as well as the PDU.
Communication with the ISS happens primarily via a 100-Mbit Ethernet interface; a
secondary option is the communication via a PCIe-to-wireless module.

10.5.3 Flight Computer

The flight computer consists of an industrial-grade NVIDIA Jetson TX2i com-
puter module [NVI21]. It comes with a quad-core ARM Cortex A57 processor,
a dual-core Denver 2 processor, and a 256-core Pascal graphics processing unit
(GPU), hence offering more than enough processing power for running the
instrument. The processors share 8 GB of low-power DDR4 SDRAM and 32 GB
of eMMC flash memory. The module runs a modified version of the Ubuntu
16.04 operating system (OS).

Before settling for the Jetson TX2i module, we tested and benchmarked a
variety of compute modules based on different processor architectures, includ-
ing some of Xilinx’ system-on-modules that combine FPGA fabric with ARM
microcontrollers [Ang20]. Though the detailed list of requirements was longer,
we were essentially looking to fulfill three core ones:

1. The flight computer shall not use more than 15 W of power.
2. The computer module shall have the electrical interfaces and processing

power required to simultaneously gather data from all the RadMap
Telescope’s sensors.

3. The system shall run an operating system and a software stack that allows
running algorithms, partially based on neural networks, for processing
ADU measurements in real time. Buffering would only be acceptable

331



10. THE RADMAP TELESCOPE ON THE INTERNATIONAL SPACE STATION

Figure 10.17: Mainboard of the flight computer. The Jetson TX2i modules is plugged
into to large, angled connector located roughly at the center of the PCB. The smaller
angled connector next to it is for the PDU. The green connector at the top edge is the
main power and data interface to the space station infrastructure; an adapter PCB
splits it into two circular connectors that are accessible by the crew. The connector
on the right interfaces to the rest of the RadMap Telescope’s systems, including the
read-out and data-acquisition electronics.
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during passes of the SAA, where we expected event rates to reach the
kilohertz level.

Based on our tests, the only module that fulfilled all these requirements,
though the power-consumption requirement can only be fulfilled by setting
it to certain power modes, otherwise it uses up to 19 W. At the same time, it
was also the only one rated for industrial, vibration-intense applications. As
all other candidates, it is neither rated for space applications nor radiation-
hardened. Considering the breadth of commercial compute hardware operated
on the ISS, we nevertheless concluded that it should survive operations on the
station long enough for us to fulfill our technology-demonstration objectives.

The flight computer controls the read-out electronics via a single SPI in-
terface that is de-multiplexed in the data-acquisition electronics (see above).
The latter is controlled via a CAN bus (microcontrollers) and a USB-to-JTAG
interface (FPGA). The digitized ADU data is sent from the FPGA to the TX2i via
a two-lane Peripheral Component Interconnect Express (PCIe) connection. The
main connection to the PDU is an I2C interface with some additional lines for
control signals. Communication with the ISS happens primarily via a 100-Mbit
Ethernet interface; a secondary option is the communication via a PCIe-to-
wireless module. USB and UART interfaces provide means for debugging and
programming the TX2i module, but are only accessible on the ground.

Figure 10.17 shows the custom mainboard we designed for interfacing with
the Jetson TX2i module. Besides the circuitry required to run the computer, it
also houses a few environmental sensors (temperature sensors, accelerometers,
and a pressure sensor) and the thermal supervisor (see below) that ensures the
instrument’s outer surfaces stay below the touch-temperature limit imposed by
NASA. The PCB also has a connector that provides the main power and data
interface to the space station. In flight configuration, an adapter plugged into
this connector splits it into two circular ones accessible by the crew.

Thermal Supervisor

The only (somewhat) safety-critical electrical system of the RadMap Telescope
is its thermal supervisor, whose task is to monitor the instrument’s temperatures
and to ensure that the touch temperature is not exceeded anywhere on the
outer surface. It is thus implemented in discrete components, i.e., without any
software- or firmware-controlled functionality. Figure 10.18 shows a schematic
overview of the circuits of the thermal supervisor, omitting non-critical ones.
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Figure 10.18: Simplified schematic overview of the thermal supervisor, focusing on its
functionally important elements. The TMP392 temperature switches monitoring the
four cooling channels for the read-out electronics trigger a ‘two-out-of-four’ circuit,
whose output is debounced for ten seconds before turning off all power converters
except those powering the flight computer. The sensors monitoring the main cooling
channel switch off the instrument’s main power converter and trigger a circuit that
re-enables power to the flight computer after about 17 minutes.
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The system is split into two parts: one part that monitors the temperatures of
the four cooling channels of the read-out electronics and one that monitors
the main cooling channel. Both rely on TMP392 temperature switches [Tex19]
integrated into the housing at the cooling-channel exhausts to monitor whether
temperatures exceed the limit of 45 ◦C, in which case they pull a signal line
low. We monitor each location with two sensors and, via a NOR gate, require
both of them to indicate a temperature exceedance. This is to prevent the
system from triggering due to signal fluctuations in one of the sensors if its
temperature is close to the limit.

In the part monitoring the read-out electronics, the trip signals for the
four channels are fed into a ‘two-out-of-four’ logic circuit that only triggers
the supervisor in case the temperature is exceeded in at least two channels.
The resulting trigger signal is then debounced, i.e., it is only passed on if it is
active for at least ten seconds. Any shorter signal will be ignored to ensure the
instrument does not switch off as a result of brief spikes in the temperature.
If the trigger signal is indeed active for longer than ten seconds, the power
supply for the front-end and data-acquisition electronics is switched off.

The part of the supervisor monitoring the main cooling channel has a
somewhat different functionality. Here, the debouncing is applied directly
to the two TMO392 signals, before they are fed into the NOR gate. If they
are active for longer than ten seconds, they trigger a D-type flip-flop, which
switches off the instrument’s main power supply. The flip-flop’s complementary
(i.e., inverted) output triggers a 1-Hz oscillator that feeds into a counter. After
about 17 minutes, the counter’s output resets the flip-flop and re-enables the
main power converter. We implemented this circuit for two reasons:

1. The RadMap Telescope’s main switching converter is hard-wired to turn
on once power is applied from an external source. If the supervisor did
not reset itself, a cycling of the external power supply would thus be
necessary, which requires intervention by the crew.

2. We wanted to design the instrument to be as maintenance-free as possi-
ble. Though disabling the main power obviously switches off all power
converters, the automatic reset only enables that required for the flight
computer to operate, as those for the read-out and data-acquisition elec-
tronics must be enabled manually (see below). The instrument thus
boots up in a low-power state, allowing us to investigate the reason for
its overheating from the ground, i.e, without crew intervention.
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The thermal supervisor thus ensures that the instrument’s power consumption
is reduced, or the instrument is completely switched off, in case the housing
exceeds the touch-temperature limit for longer than ten seconds. The automatic
reset after about a quarter of an hour leaves sufficient time for the system to
cool down before power to the flight computer is re-enabled. In addition to
the thermal switches, temperature sensors are mounted in each location being
monitored, and their data is recorded and transmitted to the ground as part of
the instrument’s telemetry.

10.5.4 Power Distribution Unit

The power distribution unit converts the supply voltage of 28 V to the different
voltage rails required to operate the instrument, except for the SiPM bias
voltage, which is generated by the data-acquisition electronics. It also ensures
compliance with the ISS program’s electromagnetic compatibility requirements
for conducted and radiated emissions.

Figure 10.19 schematically shows the design of the PDU. The main power
converter is a military-grade switching converter of the SynQor MCOTS series
[Syn14], which converts an input between 16 V and 40 V to a fixed voltage
of 12 V. It can deliver a current of up to 4 A at 84% efficiency, thus drawing
a maximum power of 57 W. For EMI suppression, we use a MQPI-18 filter
[Vic14] from Vicor rated for the MIL-STD-461F standard2 that satisfies NASA’s
requirements. To ensure the instrument can survive spikes in the supply voltage
beyond the operational range of the main converter, the input is protected by a
transient-voltage suppression (TVS) diode that limits it to voltages below 50 V.
The inrush current is limited by a surge stopper that also acts as a resettable
fuse: It monitors the current drawn by the instrument via a 0.02Ω shunt
resistor and disconnects the supply if it exceeds 2 [A]. In addition, a slow
one-time fuse (not shown in Figure 10.19) sets a hard current limit of 4 A in
case the surge stopper malfunctions.

The main converter powers the flight computer and the four switching con-
verters generating the voltages that are distributed throughout the instrument:
5.3 V, 3.6 V, 5.0 V, and 3.3 V. The latter two are used to power components
that are not affected by the ripple of the converters or voltage drops caused
by resistances of the connectors. The former two are conditioned to 5.0 V and

2The standards known as MIL-STD are set forth by the U.S. Department of Defense to establish
uniform engineering and technical requirements. Though primarily intended for military
applications, they are often used in the civilian aerospace sector, too.
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Figure 10.19: Schematic design of the PDU. The main power converter accepts 16 V to
40 V, and generates 12 V at a maximum current of 4 A. This output powers the flight
computer and the four switching converters generating the remaining internal supply
rails. The PDU is protected against overvoltages by a TVS diode rates at 50 V; the
inrush and operational currents are limited by a surge stopper, the latter to 2A. An
additional on-time fuse rated at 4 A provides protection in case the surge stopper fails.
Electromagnetic compatibility is ensured by a MIL-STD-rated EMI filter.

3.3 V, respectively, by LDOs close to the noise-sensitive components they power,
for example in the read-out electronics. The voltages and currents of all supply
rails are monitored, as are the temperatures of the converters. Figure 10.20
shows the design of the PDU; all five converters are mounted on the same side
of the PCB, allowing a thermal attachment to the main cooling channel.
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Figure 10.20: Single-PCB design of the PDU. All five switching converters are mounted
to the bottom side of the unit (see bottom picture), allowing a thermal attachment
to the main cooling channel. The connector that plugs into the flight computer’s
mainboard is visible at the bottom edge of the PCB’s top side (see upper picture).

10.6 Mechanical Design

The RadMap Telescope’s structural components are made entirely of aluminum,
and specifically of the aerospace-grade Al7075-T651 alloy. The only exposed
parts of the instrument not made of aluminum are the covers of the Wi-Fi
antennas, which must not be electrically conductive and are made of PEEK. The
housing is composed of three primary sections; the top and middle section form
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Figure 10.21: Explosion view of the RadMap Telescope’s housing components. The top
and middle section form the upper, light-tight compartment that house the ADU and
the secondary radiation sensors. The bottom section makes up the lower compartment
holding the flight computer, PDU, and the main cooling channel.
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the upper compartment holding the ADU, and its read-out and data-acquisition
electronics; the bottom section makes up the lower compartment holding the
flight computer and the PDU. The two compartments are separated by a plate
onto which the ADU and the data-acquisition electronics are mounted. The
M-42 and RADFET dosimeters are attached to the outside of the top section
and protected by individual covers. Since both the ADU and the M-42 are
sensitive to light, the upper compartment is fully light-tight. To comply with
safety requirements concerning (inadvertent) pressure vessels, a light-tight
vent channel enables pressure equalization during launch.

To protect the crew against shock hazards, all exposed parts of the housing
are anodized. The contact surfaces between different elements are treated with
SurTec 650 [Sur22] to prevent corrosion and ensure good electrical contact
for bonding the parts together. An additional electrical path is provided by the
stainless-steel screws holding the housing together.

The instrument’s only mechanical interface is the stud mounted to the
bottom of the housing that fits into one of the standard seat-track anchors
available on the space station. It is made from titanium and closely resembles
the design of the studs used for the legacy foot restraints.

10.7 Thermal Design

One of the biggest advantages of operating an experiment in the pressurized
environment of the ISS is that we do not need to rely on inefficient radiative
transfer to get rid of heat but can instead use ‘conventional’ means of cooling
via fans. The thermal design, then, must ensure that the instrument—with all
its sensors switched on—can be operated continuously without triggering the
thermal supervisor. Ideally, it should also ensure that the SiPMs of the ADU
are kept at around 30 ◦C or less to maintain their dark-count rate, and hence
dark current, at an acceptable level. The most challenging constraint is that
the upper compartment must be fully light-tight. Other challenges arise from
the small size of the RadMap Telescope and from the noise-emission limits of
the ISS program. The latter is critical because smaller fans generate higher
noise levels for the same air flow, and hence cooling capacity.

To satisfy the light-tightness requirement, the four cooling channels for
the read-out electronics are integrated into the outside walls of the housing’s
middle section. The electronics are thermally attached to the inside walls;
exploiting the good thermal conductivity of aluminum, the heat is transferred
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Figure 10.22: Thermal design of the RadMap Telescope. Four cooling channels for the
read-out electronics are integrated into the walls of the housing middle section. The
main cooling channel for the flight computer runs through the lower compartment.

through the walls to fins in the cooling channels (see Figure 10.22). Two
blowers (i.e., radial fans) per channel push air over the fins, thus providing
cooling ‘through the walls’. Though this approach has the advantage of not
requiring openings in the upper compartment’s walls for air flow, it has the
disadvantage that all heat-producing components must be thermally connected
to the housing.
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Figure 10.23: Structural engineering model of the RadMap Telescope’s housing used
for thermal testing. The power dissipation of the major electrical systems was simu-
lated by resistive heaters. The instrument was partially packed in styrofoam to prevent
gravitationally induced convective cooling.

The design of the main cooling channel in the lower compartment was less
challenging because it did not need to be light-tight. We nonetheless chose
to design a central cooling channel instead of just pushing air through the
compartment, for two reasons: (1) to better control the air flow and (2) to
make it impossible for debris to enter or exit the instrument. The latter made it
easier for us to comply with NASA’s safety requirements. The cooling channel
runs diagonally through the instrument (see Figure 10.22); from the bottom,
the Jetson TX2i, the PDU, and the Wi-Fi transceiver are thermally attached to
it. The top cover of the channel is the plate separating the two compartments,
to which the data-acquisition electronics are thermally attached. Four axial
fans push (and suck) air through the heat-exchange fins inside the channel.
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To arrive at this final design, we performed extensive finite-element simula-
tions of the system’s thermal behavior under different load conditions [ALC20].
Because we initially intended to use a different type of SiPM read-out ASIC,
we assumed a total power dissipation of 20 W for the read-out electronics,
distributed across the four cooling channels. For the main channel, we assumed
a heat load of 17 W. After iteratively optimizing the design of the cooling sys-
tem, including a change to more powerful fans, simulations of the final design
showed that the outer surfaces of the instrument would barely stay below the
touch-temperature limit for the full-load case. Within the error margins of the
results, slight exceedances were possible in the regions around the exhaust
vents. We confirmed the accuracy of our thermal model using a high-fidelity
engineering model equipped with heaters, which we partially packed in styro-
foam to suppress convective cooling (due to gravity). Figure 10.23 shows the
structural engineering model we used.

Despite our analysis showing that the touch temperature may be exceeded
in marginal load cases, we stuck to the design. We felt confident doing so
because we assumed a power dissipation of the read-out electronics that was a
factor of five higher than that of the electronics we actually integrated into the
flight instrument. This discrepancy was already apparent when we concluded
the thermal simulations, which is why we decided to not unnecessarily invest
more effort into the matter. A simulation with reduced thermal load [ALC20],
as well as operations on ground and in space confirmed that this decision was
a correct one. During nominal operations—i.e., when the instrument is in its
average load case, not the maximum one—all fans except for one in the main
cooling channel can be switched off.

10.8 Integration into the ISS Infrastructure

We designed the RadMap Telescope for easy integration into the infrastructure
of the ISS program and, more importantly, for easy handling by the crew.
Mechanically, it can be attached to the seat tracks on the front of any payload
rack throughout the U.S. Orbital Segment (USOS) using a standard quick-
connect anchor, as shown in Figure 10.24. This has two advantages: (1)
Astronauts are intimately familiar with these anchors and as such no crew
training is required, and (2) the attachment is rigid, preventing inadvertent
changes of the instrument’s position and orientation over time (i.e., due to
unintended actions by the crew). We use one of NASA’s Ku-band Power
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Figure 10.24: The RadMap Telescope mounted to a payload rack on the ISS, showing
how it is rigidly attached to a seat track. Such tracks are available on most payload
racks throughout the station. Image credit: NASA.

Supplies to convert 120 V into 28 V instead of plugging directly into a 28-V
outlet, for two reasons: (1) The external power supply provides additional
upstream inhibits, including a manual power switch for the crew, and (2) 120-V
outlets are more widely available on the station. One of only two electrical
interfaces of the instrument is a miniature four-pin circular connector, to which
the crew connects the power supply via a custom cable.

The second electrical interface is an industrial-standard M12 circular con-
nector for the Ethernet connection, which we chose because it is smaller than
the widely used RJ-45 standard. Though the flight computer would in principle
be able to support bandwidths of up to 1 Gbps, the connector uses a D-coded
insert that is limited to 100 Mbps. Using this insert was necessary because
all M12 cables and adapters on the ISS use it. When we finalized the choice
of electrical interfaces, most Ethernet switches on the station also only had
D-coded M12 connectors. While many have since been swapped out for devices
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Figure 10.25: Integration of the RadMap Telescope into the communications and
data-handling infrastructure of the ISS program.

Acronyms used in this figure: Airbus DS Space Systems, Inc. (ADSH); Central Com-
mand Processor (CCP); Consultative Committee for Space Data Systems (CCSDS);
Communications Data Processor (CDP); Ethernet Ancillary Data (EAD); enhanced
Functionally Distributed Processor (eFDP); external Private (LAN) (ePVT); Huntsville
Operations Support Center (HOSC); HOSC Payload Ethernet Gateway (HPEG); High
Rate Data Link (HRDL); Joint Station LAN (JSL); Ku-band Communications Unit
(KCU); local area network (LAN); Mission Control Center – Houston (MCC-H); Medium
Rate Data Link (MRDL); network-attached storage (NAS); Network File System (NFS);
Payload Data Services System (PDSS); Payload Ethernet Hub Gateway (PEHG); Pay-
load Multiplexer/Demultiplexer (PL MDM); Payload Network-Attached Storage (PL
NAS); Payload Operations and Integration Center (POIC); Secure Shell (SSH); telecom-
mand (TC); Transmission Control Protocol (TCP); Tracking and Data Relay Satellite
System (TDRSS); telemetry (TM); Technical University of Munich (TUM); User Data-
gram Protocol (UDP); U.S. Laboratory (USL); virtual LAN (VLAN); Virtual Private
Network (VPN); Wireless Access Point (WAP).
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with RJ-45 connectors, the legacy M12 standard remains the smallest one used
on the ISS and thus still is the preferred choice. The 100-Mbit bandwidth also
is more than sufficient for transmitting all the instrument’s raw data, even
during passes of the SAA.

Figure 10.25 shows how the RadMap Telescope is integrated into the com-
munications infrastructure of the ISS program. On the station, the instrument’s
Ethernet cable can be plugged into any of the switches connected to the Joint
Station LAN (JSL), the network infrastructure run by NASA for all partners of
the ISS program. Via the JSL, we have access to a variety of on-board services:
the Payload Network-Attached Storage (PL NAS), which we use to extend the
instrument’s storage capacity for science data (i.e., measurements recorded
with the ADU or the M-42 dosimeter); a Network Time Protocol (NTP) server
providing a GPS reference time; and the Payload Multiplexer/Demultiplexer
(PL MDM), which sends station telemetry (such as orbital position, attitude,
and solar vectors) to the payload in one-second intervals, a service that NASA
calls Ethernet Ancillary Data (EAD). All services are also available in case
RadMap operates off its Wi-Fi interface (in which case the wired Ethernet must
be disabled to avoid network loops).

The RadMap Telescope generates two streams of data: telemetry and
science data. Telemetry encompasses information on the current status of the
instrument, including: (1) housekeeping data of the flight computer, such as
system load and the percentage of storage capacity used, (2) measurements
of temperature and other environmental sensors, (3) the status of the PDU,
including the power drawn on all supply rails, and (4) station telemetry
relevant to the interpretation of our measurements. The values are gathered
in a five-second interval, assembled into packets formatted according to the
CCSDS Space Packet Protocol [Con22], and sent to one of the station’s Payload
Ethernet Hub Gateways (PEHGs) as raw Ethernet frames—i.e., on the data link
layer of the network connection. The packets are then sent to the ground via
the station’s Medium Rate Data Link (MRDL). Using the MRDL for telemetry
has the advantage that packets are buffered in the Ku-band Communications
Unit (KCU) whenever the ISS cannot transmit them to the ground. These
packets are downloaded in regular intervals by NASA’s flight controllers and
can be manually retrieved by payload developers, ensuring gap-less telemetry.

Science data, on the other hand, is sent to one of the PEHGs in the form
of User Datagram Protocol (UDP) packets on the network layer, i.e., via the
Internet Protocol (IP). These packets are transmitted to the ground via the
station’s High Rate Data Link (HRDL) and are not buffered. They are thus lost
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if sent during times the ISS has no data link to the ground. From the EAD
telemetry, the RadMap Telescope can determine whether the link is active or
not and store science data on the PL NAS when it is not available.

Both MRDL and HRDL data are transmitted to the ground in the Ku band via
the Tracking and Data Relay Satellite System (TDRSS), which has its primary
receiving station at White Sands Ground Terminal (WSGT). From there, it is
forwarded to the Payload Operations and Integration Center (POIC) at the
Huntsville Operations Support Center (HOSC), where both telemetry and
science data are encapsulated in an additional layer of UDP packets and sent
to the primary RadMap Telescope ground site at TUM. For the telecommand
(TC) uplink, the TUM ground site, as well as the secondary site at ADSH,
connect to the HOSC Payload Ethernet Gateway (HPEG) via software provided
by the Telescience Resource Kit (TReK), and are then able to establish a Secure
Shell (SSH) connection to the instrument. This data path can also be used to
manually download data from the instrument or from the PL NAS.

10.9 Ground Infrastructure

The ground infrastructure (see Figure 10.26) at TUM consists of the actual
ground station, essentially just a collection of servers, and a control room.
Telemetry and science data arriving from the POIC is received by redundant
gateway servers, which share a common public IP address and hostname. The
gateways forward it to a database server, where it is unpacked and stored in a
database (telemetry) and files (science data). They can also buffer data packets
for several days in case the database server is unavailable. Optionally, science
data can be forwarded from the database server to another server for real-
time analysis, or to external site like the DLR (e.g., for M-42 measurements).
All data (telemetry and science) is regularly backed up to network-attached
storage (NAS) servers centrally run by TUM, which are further backed up to
tape storage every night.

Telemetry, and a summary of science data, can be accessed from a telemetry
(TM) console in the control room using a browser-based interface, which allows
displaying live data and browse through past data for troubleshooting purposes.
The TM console also connects to the HOSC’s Internet Voice Distribution System
(IVoDS) for access to the voice loops required for payload operations. The TC
console connects via a Virtual Private Network (VPN) and TReK software to
the HPEG servers at HOSC for the uplink connection.
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Figure 10.26: Ground station and control room architecture for the RadMap Telescope
at TUM.

Acronyms used in this figure: Central Command Processor (CCP); Domain Name
System (DNS); external Private (LAN) (ePVT); Huntsville Operations Support Cen-
ter (HOSC); HOSC Payload Ethernet Gateway (HPEG); Hypertext Transfer Protocol
Secure (HTTPS); Internet Protocol (IP); Internet Voice Distribution System (IVoDS);
network-attached storage (NAS); Network File System (NFS); Payload Operations and
Integration Center (POIC); Secure Shell (SSH); telecommand (TC); Transmission Con-
trol Protocol (TCP); telemetry (TM); Telescience Resource Kit (TReK); User Datagram
Protocol (UDP); Virtual Private Network (VPN)

10.10 Firmware and Software

In operating the RadMap Telescope, we rely on various firmware and software
components.3 At the heart of the instrument is the FPGA firmware of the data-
acquisition electronics, which collects and builds events from the serial-data

3I would like to acknowledge the huge support of my colleagues Sebastian Rückerl and Peter
Hinderberger, who did most of the software and firmware development. My role has largely
been restricted to defining required capabilities and helping to develop architectures. Only in
few instances have I needed to write code myself.
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Figure 10.27: Schematic diagram of the FPGA firmware as implemented for the data-
acquisition electronics. Event selection on is currently not performed.

streams of the IDE3380 read-out ASICs. Other important components are the
remainder of the on-instrument software, as well as the software running on
the ground station elements.

10.10.1 FPGA Firmware

The FPGA firmware serves two primary purposes: (1) Using the 64 TOR outputs,
it must determine whether serial data sent by the ASICs is relevant or not; and
(2) it must record the serial-data streams in parallel, serialize and augment
them with metadata, and forward them to the flight computer. Figure 10.27
schematically shows how we implemented this data flow in the firmware. The
64 trigger lines are fed into a trigger module that counts how many ASICs have
triggered. Upon receiving an initial trigger signal, a coincidence window of
adjustable length is started, which we typically set to one FPGA clock cycle,
i.e., 10 ns. While the window is open, the trigger signals arriving from other
ASICs are masked (as is the initial one), and only the serial data of those
masked chips is recorded. Until the recording is complete, all other serial
trigger signals and serial streams are ignored. This approach is required since
the IDE3380 operates asynchronously, issuing triggers and starting its internal
conversion process whenever a single channel has crossed over the applied
threshold. Assuming that all particles traversing the ADU travel at close to light
speed, the window length of 10 ns corresponds to a distance of almost three
meters, which is an order of magnitude larger than the ADU. At the same time,
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the probability for two particles hitting the detector within the 10 ns of each
other is very low, even at hit rates in the kilohertz range. Our trigger concept
thus ensures that only the data of those fibers that belong to the same particle
passing are masked and recorded. Since the conversion process of the ASICs
can last up to 100µs (depending on the SYSCLK frequency and conversion
settings), the probability for one or more particles hitting the detector while
data from the previous event is still being recorded is not negligible. This is
why all triggers must be ignored until the recording is completed.

Once a decision has been taken based on the number of ASICs that trig-
gered, the serial streams of the masked chips are recorded in parallel. Before
serializing their data, the firmware allows subtracting the baseline and applying
an amplitude threshold for each channel individually. After serialization, an
additional layer of thresholds (e.g., a minimum number of detector channels
that produced a signal or a minimum total energy deposited in the detector)
can be applied before metadata are added to the event. The latter include a
continuously incrementing event number, a timestamp, and a string identifying
the type of event. During the event-building process, zero suppression can also
be applied. Each event is then transmitted individually to the flight computer
via the PCIe connection, for the implementation of which we used the Xillybus
PCIe core [Xil24].

During nominal operations, the event data is thus sent in its raw form
to the flight computer, where it can be stored, forwarded to the ground, or
pre-processed. In addition, we have the option of adding a pre-processing step
for event selection on the FPGA as well, before the serialized data is built into
an event packet. This is what we plan to do in future instruments derived from
the RadMap design, which will likely not have flight computer as powerful
as the Jetson TX2i, but instead rely on a larger, higher-performance FPGA to
perform all data-handling and control tasks.

10.10.2 Microcontroller Firmware

Except for that built into the M-42 dosimeter, none of the microcontrollers
in the RadMap Telescope has any control function programmed directly into
it. Instead, we use them as extensions of the flight computer by making their
hardware interfaces (e.g., SPI, I2C, and UART) controllable via the instrument’s
CAN bus. This not only reduced the amount of firmware development we
needed to perform but also gives us the flexibility to adjust the functionality of
the controllers during flight.
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10.10.3 Flight Computer Software

The software stack running on the flight computer is to a large extent writ-
ten in Python, with some supplemental scripts written in Bash. We use the
operating system’s system scheduler for calling that must be run repeatedly.
Another important aspect is the abstraction of the microcontroller interfaces:
It separately keeps track of the state an interface should be in and the state it
actually is in, allowing us to unwanted configuration changes, for example due
to SEUs. Figure 10.28 gives a high-level overview of the most important part
of the software, the collection of daemons handling science data from the ADU
and the M-42 dosimeter. As they are not fundamental to understanding how
we gather scientific data, I do not discuss other parts of the software here.

The ADU events transmitted from the data-acquisition system to the flight
computer via PCIe are received by the Xillybus kernel driver, the pendant to the
PCIe core we use on the FPGA. Data received by the driver is made available
to applications in the form of a pseudo-file, which can be repeatedly read to
achieve a stream-like behavior. This is performed by the daqThread inside the
DAQ daemon, which parses the PCIe events and re-synchronizes the data in
case of missing frames or other errors. The received events are then transmitted
to (via process-internal shared memory) and stored in a FIFO buffer, which is
primarily required for dealing with the high rates during passes of the SAA.
The processorThread retrieves events from the buffer and distributes them
sequentially to different data sinks:

1. Storage on the PL NAS in a single, compressed binary file. We use the
Python gzip module, which writes files batch-wise to disk.

2. Storage on the PL NAS in hourly rotated, compressed binary files. The
files are stored in a folder structure that allows easy retrieval of data for
a specific month, day, and time. The same structure is replicated on the
database base server on the ground.

3. Event-wise forwarding via UDP to the store-and-forward daemon. Each
event is compressed using gzip before being forwarded.

4. Event-wise forwarding to real-time analysis modules. This functionality
is currently not implemented on the RadMap Telescope, but may be
introduced at a later time.

The UDP-packed events sent to the store-and-forward daemon are once again
stored in a FIFO and retrieved by the storeAndForwardThread, which sends
them individually to one of the JSL PEHGs via the instrument’s Ethernet
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interface. The thread also enforces the bandwidth limit for the RadMap
Telescope. Via the linkStateUpdaterThread, the state of the Ku-band link is
retrieved from the EAD telemetry, such that events are only sent when they
can be transmitted to ground.

The science and housekeeping data of the M-42 dosimeter is analogously
retrieved and encapsulated into UDP packets by the fm-m42-recording service.
In the store-and-forward daemon, the M-42 packets are handled exactly as the
ADU events.

10.11 Test Campaign at NASA’s Johnson Space Center

Before getting approval to be launched to the ISS, the RadMap Telescope was
required to complete a set of tests to show that it complied with all functional
and safety requirements of the ISS program that needed experimental verifica-
tion. Though the need for some of the most demanding tests (e.g., vibration)
was waived, the program was nevertheless comprehensive, including:

1. Testing the electromagnetic compatibility of the instrument by measuring
the conducted and radiated emissions over a wide range of frequencies.

2. Evaluating the power quality by determining the inrush current and the
PDU’s ability to cope with variations in the power supply.

3. Determining the acoustic noise levels generated by the fans in the differ-
ent operational modes of the instrument (startup, nominal, and thermal-
shutdown).

4. Confirming that the instrument complies with human-factors require-
ments and is safe to be handled by the crew.

5. Testing all modes of communication with the JSL infrastructure, including
sending data via the MRDL and HRDL, access to the PL NAS, and receiving
of EAD telemetry from the PL MDM.

We performed all of these at the facilities available at NASA’s Johnson Space
Center in Houston, Texas. Figure 10.29 shows the RadMap Telescope during
some of the tests. Many other requirements were previously closed via analysis,
review of design files, and other means of documentation.

We met nearly all test objectives, some much better than anticipated,
with two exceptions: (1) The instrument was found to slightly exceed the
continuous-noise limits during nominal operations; and (2) the frequency
response of the PDU showed a minimally too high capacitive load at some
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Figure 10.29: The RadMap Telescope during EMI (top), acoustic (center), and JSL
(bottom) testing at NASA’s Johnson Space Center.
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frequencies. We were able to correct the former by adjusting the speed at
which the single fan that is active in the main cooling channel during nominal
operations turns. A re-test confirmed that this adjustment lead to compliance
with requirements. The latter deviation we could not easily mitigate; it was,
however, deemed to be minor and the ISS program issued an exemption. We
thus received approval to operate the RadMap Telescope on the ISS.
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Chapter 11

On-Orbit Operations and A First
Look at Data

The RadMap Telescope was launched to space from NASA’s Kennedy Space
Center aboard the SpaceX CRS-27 mission on 15 March 2023. After the
Dragon 2 capsule carrying it docked to the ISS, the instrument was unpacked
and installed in the Node 3 module about a month later, on 27 April 2023. In
this chapter, I describe our initial concept for operating RadMap aboard the
ISS and how we partially deviated from this concept. Though our analysis of
the data we recorded is still in its early stages, I also give an initial overview of
some early results.

11.1 Concept of Operations

Since the RadMap Telescope was primarily intended to be a technology demon-
strator, our initial concept of operations foresaw to operate the instrument
for a period of about six months. During this time, it was supposed to rotate
through four locations, each in a different module. We requested this rotation
schedule to assess the differences in the radiation field in different parts of
the station. With RadMap being the first omnidirectionally sensitive radiation
monitor with particle-identification capabilities deployed on orbit, we hoped
to be able to provide valuable data to the ISS community. The modules and
exact locations NASA assigned to us are:

• The Node 3 module, also known as Tranquility; location: NOD3D4
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• The Japanese Experiment Module (JEM); location: JPM1A5
• The U.S. Laboratory (USL); location: LAB1O6
• The European Columbus module; location: COL1A3

We requested a minimum stay of six weeks for each deployment to gather a
large-enough data set for statistical analysis. Since we had no prior experience
in operating the ADU and its read-out electronics in space, the instrument was
configured to start up with only minimal functionality enabled. Our plan was
to incrementally enable autonomous operations as we gained more confidence
in the system. We also did not plan on making use of the capability to downlink
science data in real time via the HRDL at first, instead relying on the PL NAS
for storage.

We anticipated that it would take a few weeks of operating the ADU for
us to find the optimal settings for operating the read-out and data-acquisition
electronics. Since we did not have the opportunity to perform a beam test with
the flight electronics, we did not know how to exactly configure the IDE3380
ASICs. Most importantly, we needed to find optimal settings for the charge
attenuation in the CMIS, the shaper, and the various thresholds throughout the
system. We therefore planned an initial period of two weeks for determining
good settings, followed by another four weeks of data recording without any
pre-processing or zero suppression. This would give us a sufficiently large
data set for investigating the performance of the system in the space radiation
environment.

We also wanted to gather as much data as we could that would allow
us to compare our measurements to those of other instruments. We hence
requested that RadMap be located close to the ISS-RAD in the USL and next to
the DOSimetry TELescope (DOSTEL) in the Columbus module. The former is
operated by the Space Radiation Analysis Group (SRAG) of NASA, the latter
by DLR’s Institute of Aerospace Medicine. We have agreements with both to
share and compare measurements.

11.1.1 Crew Activities

Initially deploying RadMap and then rotating it through its various measure-
ment locations requires multiple crew activities. Crew time is the most expen-
sive commodity aboard the ISS, so to minimize it, we designed the instrument’s
interfaces as simple as possible. Besides the previously described connectors
for power and data (Ethernet connection to the JSL)—and the stud for the
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Stud for seat-track anchor

M12 Ethernet connector (J1)

Power connector (J2)

Power LED (green)

Figure 11.1: Interfaces of the RadMap Telescope that the crew needs to interact with.
The power LED lights up as soon as power is supplied to the instrument and the flight
computer begins its boot process.

attachment to a seat-track anchor—the only interface for the crew is a single
LED that lights up when the instrument is powered and the flight computer
starts its boot process. Figure 11.1 shows all four interfaces. Both the seat-
track anchor and the Ku-Band Power Supply are widely used items aboard the
station, with which most crew members are intimately familiar. We therefore
did not need to develop a training program for the crew to go through on
Earth before their flight. The set of on-orbit instructions, which we developed
in cooperation with our NASA colleagues, consists of simple procedures for
deployment, relocation, and packing up the instrument. The time required for
each is between ten and twenty minutes.

Upon our request, the crew was instructed to mount the RadMap Telescope
such that it would not block items that they need frequent access to. We also
wanted to be informed whenever there was a need for temporarily moving the

359



11. ON-ORBIT OPERATIONS AND A FIRST LOOK AT DATA

instrument, in which case we requested that pictures be taken for us to confirm
that it was re-mounted in its original orientation.

11.2 Operations Between April 2023 and January 2024

Even though the initial deployment of the instrument went smoothly, and
we could promptly connect to it via the HPEG, it took several weeks until all
JSL services were working as expected. A configuration error on the part of
NASA meant that we could initially not retrieve telemetry sent out by RadMap
via the MRDL. Consequently, we did not want to continuously operate the
read-out and data-acquisition electronics because we could not monitor their
temperatures and other critical parameters. We did, however, switch on the
M-42 dosimeter a few hours after installation and thus were able to collect at
least some science data from the first day on. Another service that was not
immediately available was the retrieval of EAD telemetry, though in this case
the reason was us needing to re-test the respective software components at
NASA’s facilities because we did not have them ready in time for the initial test
campaign. Solving these issues took several weeks, during which our ability to
work with the payload was limited to the times we could sit on console and
establish a SSH connection to it.

Once all problems were solved, we were able to begin our commissioning of
the ADU in earnest. Finding a reasonably good configuration for the ASICs was
easier than anticipated; only a single chip appeared to have a somewhat noisy
channel that we needed to prevent from triggering randomly. We also needed
to make minor adjustments to the FPGA firmware to prevent the occasional
occurrence of periods of scrambled events caused by problems with one of the
buffers. We initially configured the data acquisition to record every event for
which at least one chip ASIC issued a trigger; after realizing that we could
easily store and download the resulting data, we did not introduce more
restrictive event-selection criteria, as originally planned. This allowed us to
record essentially every particle hitting the detector.

As of writing this, we successfully operated the RadMap Telescope in three
of the four planned locations:

1. Node 3 / NOD3D4; between 27 April 2023 and 23 June 2023;
2. JEM / JMP1A5; between 23 June 2023 and 26 September 2023; and
3. USL / LAB1O6; between 26 September 2023 and 6 January 2024.
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Figure 11.2: The RadMap Telescope deployed in the Node 3 (top), JEM (center), and
USL (bottom) modules of the ISS. Image credit: NASA.
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Figure 11.2 shows how the instrument was mounted in each module. Though
the relocations themselves all went smoothly, wrongly configured network in-
frastructure at times prevented us from operating immediately. After relocating
to the U.S. Laboratory, for example, we could not connect to the payload until
October 7 due to a wrongly configured firewall. The connection to the PL MDM
was also repeatedly interrupted because switches were rebooted and caused
the connection to go stale. In these cases, ground controllers at HOSC need to
manually reset the connection, which usually takes a few hours. Fortunately,
though, we can retrieve the missing telemetry from NASA servers and match it
to our science data via time tags. In November 2023, we transitioned to a fully
automatic, real-time downlink of science data via the HRDL. This allowed us
to substantially reduce our on-console time.

As is evident from the above list, RadMap operated significantly longer
than anticipated in each location. This was in part because additional time
was granted to us in light of the network interruptions, and in part because
DOSTEL needed be returned to Earth for repair. Since comparing the measure-
ments of RadMap and DOSTEL was an important objective, NASA granted our
instrument an extended stay on the station until the latter would be re-installed
in Columbus. Unfortunately, we unexpectedly lost the ability to communicate
with the instrument on 6 January 2024 for yet unknown reasons. At this point,
we had more than met our objective of operating the RadMap Telescope for at
least six months on the ISS.

11.3 First Data

Thanks to our ability to store large quantities of data on the PL NAS, we were
able to collect hundreds of gigabytes worth of ADU events in the JEM and
USL modules, even before we could transition to a real-time downlink. The
detailed analysis of this data is still ongoing. Operating an ADU-like detector
for the first time in space, we are facing the challenge of interpreting the event
signatures we recorded without having performed ground measurements in a
representative radiation environment that would have allowed us to perform a
detailed calibration. Especially the lack of heavy-ion data means that we need
to fully rely on simulations for guiding our particle identification. Another
aspect we paid little attention to is the secondary-radiation field (including
neutrons, pions, electrons, and gamma rays) created by the interaction of
cosmic and solar particles with the station’s shielding.
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Figure 11.3: The RadMap Telescope’s power consumption while deployed in Node 3
during a roughly two-week period in June 2023. During the first two thirds of the
period, the read-out and data-acquisition electronics were deactivated. We switched
on the latter on June 16, leading to a 600-mW increase of the power draw.

I nonetheless present some of the data we recorded, albeit only as part of a
preliminary analysis that does not require tracking and particle identification.
Since our tracking algorithms are only partially functional as of writing this, my
analysis also relies on uncalibrated data because we cannot correct the position-
dependent light yield of the individual fibers yet. In light of the magnitude
of these corrections (see Section 7.2), a conversion of the uncorrected signal
amplitudes (measured in ADC channels) to units of energy is questionable at
best. I therefore do not attempt it here.

11.3.1 General Performance

The instrument in general performed remarkably well. Before building RadMap,
we had little experience in the construction of hardware that would operate in
space. We were especially anxious about the thermal environment and a poten-
tial overheating. Tied to this were concerns about the power consumption and
increased temperatures of the PDU, in case we needed to continuously operate
fans that were nominally supposed to be off. As it turned out, these concerns
were unwarranted. In idle mode—i.e., with the read-out and data-acquisition
electronics deactivated—all of RadMap’s electrical systems, including the PDU,
exhibited temperatures in the range of 30 ◦C to 35 ◦C. This translates into
a total power consumption of less than 11 W, which is about a fifth of the
PDU’s maximum power draw. Figure 11.3 shows the power consumption over
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Figure 11.4: Power consumption while the instrument was deployed in the USL. The
instrument was fully activate during the whole period. A software update allowed
the system to dynamically respond to the processing load, leading to larger variations
after October 26. The system was rebooted on December 1.

a roughly two-week period in June 2023 while the RadMap Telescope was
deployed in Node 3. During the first two thirds of the period, the instrument
was in idle mode, with only the M-42 dosimeter recording data. On June 16,
we switched on the data-acquisition electronics, leading to an increase in the
power consumption of about 600 mW.

Figure 11.4 shows the instrument’s power consumption while it was opera-
tional in the USL between early October 2023 and early January 2024. The
graph reveals that the steady-state power consumption while all systems are
operational is about 18.5 W, as can be seen in the period until October 24.
After that date, we updated some elements of the flight computer’s software
and allowed it to respond dynamically to the processing load. The mean power
consumption correspondingly fell by about 1 W, with short periods of increased
consumption of about 19 W during passes of the SAA. The figure also shows
that we needed to perform a system reboot on December 1, and the dynamic
load scaling did not fully function during parts of December.

Temperatures

One of our major concerns relating to temperature were the photosensors of
the ADU, for two reasons: (1) In SiPMs, an increased temperature leads to
a higher dark-count rate and (2) results in gain variations. In our thermal
design, we thus attempted to keep them as cool as possible and to avoid
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large temperature gradients, with the latter being the more important aspect.
Figures 11.5, 11.6, and 11.7 show the temperatures recorded by the sensors on
each of the ADU’s SiPM arrays. They visualize how our initial goal of always
keeping the temperature of the SiPM arrays below 30 ◦C did not work out.
After relocating the instrument to the USL, we demonstrated that we could
achieve this objective by continuously turning on all fans of the four cooling
channels for the read-out electronics (see Figure 11.7). This, however, was not
a permanent solution because the instrument would have exceeded NASA’s
continuous-noise limits had we kept the fans on. We hence were forced to
accept the slightly higher temperatures yet could not determine a noticeable
degradation in detector performance. Most importantly, we did not notice
changes in the overall count rates for different temperatures, indicating that
we managed to set the trigger thresholds of the front-end electronics to values
well above the dark-count regime.

On the positive side, the three figures show that the temperatures on
different arrays and sides of the ADU never drifted apart more than 2 ◦C.
The total range of variation was about 6 ◦C. For the PM3325’s temperature
coefficient of 22 mV K−1 and our operating overvoltage of 3 V, this range
translates into a gain variation of about 4.4%. The continuous recording of all
temperature measurements allows us to correct this effect.

Figures 11.7 and 11.4 also show how much the overall temperature of
the instrument depends on the ambient temperature. During the deployment
in the USL, RadMap’s power consumption varied by less than 6%, while the
temperature of the ADU varied by roughly 20%. It did so even during times
when the power draw, and hence the internal heat dissipation, was nearly
constant. Furthermore, the time series of temperature and power consumption
show no clear overall correlation, though abrupt changes in the latter appear
to induce some change in the former. Without detailed knowledge of the
environmental conditions, it is impossible to tell what causes the temperature
variations. Possible explanations for higher ambient temperatures include:

1. Though the mean temperature inside the ISS is relatively stable, exhaust
vents of power-hungry equipment in the racks can locally create areas
of higher temperature. We know that not all equipment is operating
continuously, possibly resulting in a time dependence of the ambient-air
temperature near the instrument.

2. In microgravity conditions and in the absence of gravitationally driven
convection, the main cooling channel’s exhaust can create a bubble of
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warm air around the instrument. Though the station is equipped with
fans creating a constant air flow (mainly to prevent the formation of
bubbles of toxic gases like CO2), local obstructions may at times reduce
the rate of air exchange.

Both scenarios would lead to a higher temperature of the cooling channels’ air
intake, thus reducing their cooling effectiveness. The data we collected shows
that the ADU is thermally well-connected to the rest of the instrument, such
that temperature changes in the main cooling channel in the lower housing
compartment propagate rapidly (in a matter of a few minutes) to it. In future
design iterations, a reduced thermal connection between the detector and
the electrical systems could be considered. Alternatively, a means of actively
controlling the ADU temperature may be an option, if temperature-induced
gain variations are to be reduced to the sub-percent level. As long as the
increased dark-count rate is not problematic, however, a gain correction during
data analysis works just as well.

11.3.2 M-42 Dosimeter

Being a flight-proven system, the M-42 dosimeter provided a good means of
collecting scientifically relevant data early during the RadMap Telescope’s de-
ployment. It also allowed us to verify the correct operation of the instrument—
particularly of the flight computer—and to investigate possible EMI and the
measurement noise induced by it. The data we collected was and is being
analyzed by our colleagues at the DLR. I therefore discuss here only some early
results to highlight the dosimeter’s capabilities, as well as the data we used
to cross-check the measurements of the ADU. All measurements I show were
provided to me in pre-processed form by Thomas Berger and Moritz Kasemann.

Energy-Deposition Spectrum

The M-42 records the energy deposition in a 300-µm thick silicon diode. Since
the active material of the diode is not thick enough for absorbing all secondary
electrons (δ electrons, see Section 3.2.2), the dosimeter provides a measure-
ment of the LET of each particle passing through it (see Section 3.2.3). With
Equation 5.1, the energy deposition can directly be translated into the absorbed
dose in silicon.

Figure 11.8 exemplarily shows the energy-deposition spectra for cosmic-
ray and radiation-belt particles (measured inside the SAA, see Section 2.5.1)
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Figure 11.8: Energy-deposition spectra of cosmic-ray (GCR, blue) and radiation-belt
(measured inside the SAA, yellow) particles in the M-42 dosimeter, integrated over a
one-month period in April and May 2023. The lower panel shows the difference of the
two, normalized to the GCR spectrum.

integrated over a one-month period in April and May 2023. The lower panel
shows the difference of the two, normalized to the GCR spectrum. The figure
illustrates the qualitative difference between the two sources of radiation
particles: Though the cosmic-ray spectrum in interplanetary space peaks at
a few hundred MeV per nucleon (and at even lower energies outside the
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heliosphere), Earth’s magnetosphere prevents such low-energy particles from
reaching the ISS orbit (see the discussion of the cutoff rigidity in Section 2.5).
The cosmic-ray spectrum arriving at the station therefore consists of particles
and nuclei with energies of several GeV/n or more. These particles have
stopping powers close to the minimum-ionizing regime, thus depositing on
average only a small fraction of their kinetic energy in the dosimeter. The
energy-deposition spectrum of GCR therefore peaks at small values.

Particles (mostly protons) trapped in the radiation belts, on the other hand,
typically have energies of hundreds of MeV (see Section 2.5.1), with their
energy further reduced by the station’s shielding. A substantial fraction of them
consequently has energies that puts them to the left of the minimum-ionization
regime (see Figure 3.2), where the stopping power increases drastically. The
energy-deposition spectrum of radiation-belt particles measured during passes
of the SAA therefore peaks at higher values. In the M-42, there appears to be
a second peak-like structure in the first few bins of the spectrum, somewhat
obscuring this effect. This structure, however, is not created by the primary
radiation field but by secondary particles (mostly electrons and gamma rays)
created in interactions of radiation-belt protons with the station’s shielding
and structures.

Dose Rates in the JEM

Figure 11.9 shows the daily radiation dose absorbed by the M-42’s silicon diode
while the RadMap Telescope was deployed in the JEM between 23 June 2023
and 25 September 2023. In addition to the daily total dose (drawn in red), the
graph also shows the contributions of GCR (blue) and radiation-belt particles
(yellow). The relatively higher contribution of the latter is due to their harder
energy-deposition spectrum (discussed in the previous section). The dose rate
of GCR is fairly constant, only varying on the order of a few percent. The highly
variable structure of the total dose is almost exclusively induced by variations
of the dose absorbed during passes through the SAA. This is illustrated most
graphically by the periods of almost oscillatory behavior in mid-August and
mid-September. Here, the daily dose deposited by radiation-belt particles is
alternately below and (significantly) above average. This somewhat peculiar
behavior is caused by orbital mechanics: Due to the rotation of Earth, the orbit
plane of the ISS intersects the SAA only about every twelve hours. Since the
time it takes Earth to make a full rotation is not an exact multiple of the ISS’
orbital period, the station’s daily cycle of ground tracks shifts slightly eastward
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Figure 11.9: Daily radiation dose absorbed by the M-42 dosimeter while the RadMap
Telescope was deployed in the JEM between 23 June 2023 and 25 September 2023.
The total dose (red) is simply the sum of the doses of GCR (blue) and radiation-belt
(yellow) particles. The large variations in mid-August and mid-September are due to
orbital mechanics (see text).

each day, approximately but not exactly repeating every few days.1 Every
couple of weeks, this shift leads to a period where every second day the ISS
passes through the SAA less often than on average. Every other day, there is an
above-average number of long passes through the anomaly. This effect, which
is somewhat exacerbated by the SAA’s asymmetric shape, leads to the large
day-to-day fluctuation of the absorbed dose visible in Figure 11.9.

11.3.3 Active Detection Unit

In contrast to the M-42, the ADU, as well as its read-out and data-acquisition
electronics, are new systems that we have never before operated in space (or in
any other complex environment, for that matter). My discussion of our initial
data analysis is therefore mostly focused on aspects that help us understand

1The magnitude of the shift and the time after which the ground-track pattern repeats depend on
the orbit altitude of station, which changes over time due to atmospheric drag and occasional
re-boosts.
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Figure 11.10: Left: Distribution of the baselines of all 1005 read-out channels of the
ADU. Two channels have baselines exceeding 1950 and 2750 LSBs, respectively, and
are therefore not shown. One ASIC is inoperable, and a single channel on another one
is so noisy that we needed to deactivate it. Right: Difference of the baselines from the
mean value for all read-out channels.

how the detector performs in the space radiation environment in general,
and on the ISS in particular. Where possible, I cross-reference the tracking
calorimeter’s measurements with those of the M-42 to check for plausibility.

Baselines

One of the primary parameters for characterizing the performance of the
read-out ASICs is the height and stability of their baseline, that is, the ADC
code2 returned when a channel is read without a SiPM signal present. The

2The ADC code is the number of LSB values corresponding to the applied input signal:
signal amplitude

LSB value = ADC code
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baseline’s height determines the maximum dynamic range of the input signal,
and any variation of the baseline translates into an uncertainty of the measured
signal amplitudes. To measure the baselines of the ADU’s read-out electronics,
we switch off the SiPM bias voltage to prevent dark counts from inducing
any signals. We force all 64 ASICs into read-out by pulling their external
trigger input at a rate of several kilohertz. The baselines can then simply be
calculated by taking the mean of the recorded data for each channel. During
early operations of the instrument, we performed this procedure manually.
Starting in November 2023, we switched from manual baseline measurements
to automatic ones (every six hours) to investigate whether the ASICs exhibit a
noticeable time dependence but could not observe any.

The left panel of Figure 11.10 shows the distribution of the baseline ADC
codes of all 1005 fully functional channels of the read-out electronics for a
baseline measurement with 11 000 triggered events. Our investigation revealed
that, unfortunately, one ASIC is inoperable; on another one, we needed to
deactivate a single channel because it was too noisy. In addition, two channels
(on separate ASICs) have baselines exceeding 1950 and 2750 LSBs, respectively,
and are therefore practically unusable. The fully functional channels have
baselines that are almost symmetrically distributed around a mean value of
200 LSBs. This is also illustrated in the right panel of Figure 11.10, which
shows the distribution of ∆baseline, i.e., the difference of each channel’s value
from the mean. Hence, the 12-bit dynamic range (corresponding to 4096 LSBs)
of the IDE3380’s built-in ADC is on average reduced by about 200 LSBs.

The stability of the baseline ADC codes upon repeated read-out determines
the uncertainty with which signal amplitudes can be measured. To investigate
the baseline stability, we determined the standard deviation, σbaseline, of the
distribution of the ADC codes for 11 000 baseline measurements for each
channel. The left panel of Figure 11.11 shows the distribution of the σbaseline
for all functional channels of the ADU. It has a peak at around 1 LSB for both
projections (fiber orientations), with nearly all channels having a value smaller
than 2 LSBs. Assuming an average dynamic range of 3900 LSBs, this means
that the signal-amplitude uncertainty due to baseline fluctuations is less than
0.05% for most channels, and less than about 0.1% for all channels. The right
panel of Figure 11.11 shows that there is no apparent correlation between
∆baseline and σbaseline.

Figures 11.12 and 11.13 show the baselines’ difference from the mean and
their standard deviation for each individual channel in the two projections
defined in Figure 9.1. The graphs reveal that there is neither a particular
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Figure 11.11: Left: Distribution of the standard deviation of 11 000 baseline measure-
ments for each fully functional ADU channel. Right: σbaseline plotted against ∆baseline

for each channel.

pattern to larger and smaller ∆baseline values, nor to the magnitude of σbaseline.
The only somewhat noticeable trend is that the latter seems to be on average
a little higher for the yx-projection, which is visible in Figure 11.11. Overall,
the apparent lack of patterns or features in the spatial distribution of ∆baseline

and σbaseline indicates that the analog signal paths and read-out ASICs are not
systematically affected by internal or external disturbances.

Channel Hit Rates

We also investigated the rate at which each detector channel was hit, that is,
traversed by particles. For this analysis, we used data from a period where
we could be sure that the ISS was not passing through the SAA, such that the
instrument would only be exposed to GCR. This allowed us to assume that a
majority of particles had enough energy for traversing at least half the detector,
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if not all of it. Further, we assumed that the flux of cosmic rays is to first
order isotropic (though that assumption is, strictly speaking, not entirely true
because of the shielding of Earth). In this simplified picture, every detector
channel should be hit by particles at about the same rate. To verify this, we
analyzed the data of one million events, counting the number of times each
channel produced a signal that was at least 10 LSBs larger than its baseline
ADC code.

Figure 11.14 illustrates the result of this analysis, showing the percentage
of events for which each channel produced a signal. In the extremes, values
range between 0.1% and 2%, suggesting that there are large differences in
either gain or light-collection efficiency (i.e., light yield) in some channels.
For one ASIC, all 16 fibers never produced a signal, as did an additional
two channels on another chip. Since all these channels produced acceptable
baselines when being force-triggered by the data-acquisition electronics, we
suspect that there are ASIC-internal problems of yet unknown nature. For the
chip in which none of the 16 channels produces a signal, an issue with the
internal trigger mechanism seems most likely. As of writing this, we have no
credible hypothesis for what is causing the other two channels to working as
they should. In either case, a detailed investigation into the root cause of the
problem is still pending.

To better visualize the observed variation in the rate at which the individual
channels produce signals, Figure 11.15 illustrates the deviation of each chan-
nel’s signal rate from the mean. The graph shows that in many cases, whole
rows of fibers show a consistently lower or higher rate. This suggests that the
deviations are unlikely to stem from differences in the actual hit rate but are
more likely caused by the channels’ lower probability to produce a signal that
crosses the 10-LSB threshold. This could, for example, be caused by improper
alignment of the scintillating fibers and SiPMs (see detailed discussion in Sec-
tion 12.1.1), causing an overall lower light yield in some layers. The majority
of channels, however, deviates less than 50% from the mean count rate, a fact
that is even better highlighted in Figure 11.16.

Crosstalk

Assessing the optical and electrical crosstalk between neighboring channels is
difficult without prior knowledge of the channels that were hit by a particle
and those that were not. Until our track reconstruction algorithms are fully
operational, determining the channel-by-channel crosstalk probability is there-
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Figure 11.16: Distribution of the deviation of each channel’s hit rate from the mean.
Same data as shown in Figure 11.15.

fore only possible to a very limited extent. Thus, I here provide only a first
and rather simple analysis, which should nonetheless help to at least assess
the approximate magnitude of the effects.

For my analysis, I only consider optical crosstalk, mostly because I expect
the electrical crosstalk to be smaller than the uncertainties due to the missing
track information. There are two scenarios that can lead to photons from one
fiber being detected in another fiber’s SiPM (see illustration in Figure 11.19).
First, damage to the aluminum coating of a fiber’s end face (e.g., due to
scratches or flaking) can lead to photons leaving the fiber and impinging on the
SiPM that is supposed to detect the scintillation light of the neighboring one.
This effect can be exacerbated through the creation of light guides by excess
optical epoxy (see Section 12.1.1). Second, a fraction of the photons impinging
on a SiPM is reflected off its surface [PG19] and may reach a neighboring one.
Again, the probability for this to happen may be increased by the presence
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SiPM

Scintillating fiber

Crosstalk path 1

Crosstalk path 2

Figure 11.19: The two possible paths for photons of one scintillating fiber to the SiPM
of another one. Photons may either exit a fiber end due to damage to the aluminum
coating (path 1) or be reflected off a neighboring SiPM (path 2). The presence of
excess optical epoxy can improve the photons’ optical path towards the photosensor
experiencing crosstalk.

of excess glue. Any misalignment of fibers and SiPMs (see Section 12.1.1) is
likely to have a much larger effect, though.

I attempted to assess the probability for both crosstalk scenarios separately.
For the first path, I analyzed the probability for a signal in one fiber to be
caused by a particle hitting its direct neighbor. To do so, I counted the number
of times a signal in a given fiber crossed a 10-LSB threshold and a signal in
the neighboring one, either to left or to right, crossed a 50-LSB threshold at
the same time. The larger threshold for the neighbor reflects that a crosstalk
signal is likely to be smaller than the original one. I analyzed a data set of
100 000 GCR events; the results of this analysis are shown in Figure 11.17.
The graph shows that there is no strong spatial correlation, though some fiber
layers appear to have an overall lower probability for coincident signals in
neighboring fibers. It is the same layers that also exhibit lower overall hit rates,
so it seems likely that this effect is primarily due to a lower acceptance in
these channels (caused by a lower gain or light yield). Fibers for which both
neighboring channels are non-functional obviously do not exhibit any crosstalk
and are thus drawn in white.

Without tracking, we cannot tell whether a signal being present in adjacent
fibers is due to crosstalk or because a particle actually traversed both. However,
the overall magnitude of the probabilities, which lie in the range of 20% to 40%
(see left panel of Figure 11.20), suggests that much of the coincident signals
may actually stem from particles and not from crosstalk. This hypothesis is
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Figure 11.20: Summary of the data shown in Figures 11.17 and 11.18: Distribution of
the fraction of events per channel for which the adjacent (left) or second next fibers
also produced a signal.

based on simple geometrical considerations: The fraction of the solid angle
subtended by adjacent fibers is approximately 25%. Assuming an isotropic
particle flux, 25% of particles hitting a fiber should thus also traverse one of
its neighbors. The maximum of the distribution shown in the left panel of
Figure 11.20 is only slightly higher than that, suggesting that the crosstalk
probability, while not zero, is rather small. Any crosstalk in this case must
be optical, as adjacent fibers are read out on opposite ends of their fibers
(and hence different SiPM arrays), thus eliminating the possibility of electrical
crosstalk. A more detailed analysis will only be possible with a fully functional
track reconstruction.

For the second crosstalk path, I analogously counted the number of times
a signal in a given fiber crossed a 10-LSB threshold and a signal two fibers
to the left or to the right crossed a 50-LSB at the same time. The results
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for this analysis are shown in Figure 11.18. What is immediately obvious
is that the overall coincident-signal probability is higher and slightly more
uniform than for the first crosstalk path. This is also apparent in the right
panel of Figure 11.20. The fibers at the edges of each layer show lower values,
which does make sense considering that they only have neighbors to one side.
Intriguingly, two channels have values of more than 90%, suggesting that they
see a lot of light of the neighboring channels. Overall, the analysis shows that
there is a significant probability for optical (or electrical) crosstalk between
fibers that are read out on the same side of the detector. Again, a more detailed
analysis will only be possible with track reconstruction.

Energy-Deposition Spectra in Individual Channels

Central to understanding whether we operate the ADU with appropriately
chosen bias voltage and read-out settings is an assessment of the energy
spectra in the individual detector channels. Figure 11.21 shows such spectra
for five randomly selected channels with different hit rates (from high to low)
for one full day of recorded data (about 20 million events). The events are
baseline-corrected, that is, I subtracted each channel’s baseline ADC code from
the recorded signal height. To account for baseline fluctuations, any resulting
values smaller than 5 LSB were set to zero. To avoid large peaks in the first
bin, the spectra only show entries for which the signal was greater than zero. I
used the SAA detection algorithm presented below to record separate spectra
for GCR and radiation-belt particles.

The spectra show that the settings we operated the ADU with are chosen
well for a majority of events. The small peaks at the right end are due to energy
depositions that exceed the dynamic range of the respective channel. They
do, however, make up only a negligible fraction of the recorded events. These
signals could likely be resolved by decreasing the charge sensitivity of the
CMIS in the IDE3380 ASICs. Doing so would come at the cost of a decreased
resolution for the energy deposition and is thus not advisable given that the
vast majority of signals are well resolved. It can also be seen that four of the
five channels have a very similar response (i.e., spectral shape), though the
one drawn in gray shows significantly fewer events at low signal amplitudes.
The channel drawn in red has a substantially different response, which is likely
due to either a lower gain or a lower light yield.

Comparing the spectra for GCR and radiation-belt particles reveals that they
have a somewhat different shape, with the latter having a stronger contribution
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Figure 11.21: Energy-deposition spectra for GCR (top) and radiation-belt particles
(bottom) in five randomly selected ADU channels with different hit rates (from high
to low) for one full day of recorded data (about 20 million events). The events are
baseline-corrected with a threshold of 5 LSB (see text for explanation). Only entries
larger than zero are shown to avoid large peaks in the first bin. The numbers in the
legend are the total entries in each spectrum.
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Figure 11.22: Distribution of the number of channels per event (multiplicity) with
above-threshold signal amplitudes for increasing threshold values. The data is from
100 000 GCR events; the numbers in the legend give the total entries in each distribu-
tion. The events are baseline-corrected with a threshold of 5 LSB.

of large signal amplitudes. The explanation for this effect is the larger stopping
power of low-energy protons trapped in the radiation belt, as discussed in the
context of the M-42 energy-deposition spectra in Section 11.3.2 above. The
differences in the spectral response thus confirm that the individual channels
perform roughly as expected, except for the few that show a similar response
to the one drawn in red.

Event Signatures

After this first quantitative assessment of the performance of the read-out
electronics and the response of individual detector channels, I give a qualitative
overview of some of the event signatures we observed. This overview is by no
means exhaustive and is only intended to give the reader a feeling for the data
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we are working with. A full assessment of event signatures requires comparison
with simulated detector responses and is currently ongoing.

Figure 11.22 shows distributions for the number of detector channels per
event that have above-threshold signal amplitudes. This quantity is often
referred to as the hit multiplicity. I chose five different thresholds between 0
and 500 LSB above baseline to illustrate that the majority of events contain
mostly signals with small amplitudes. Figures 11.23 through 11.26 show
a selection of events for which I required that at least 10 channels pass a
20-LSB threshold cut, corresponding to the tail of the yellow distribution in
Figure 11.22. These four events represent only the tiny fraction of signatures
that are somewhat interpretable by simply looking at the uncorrected signal
amplitudes. A large portion of the data we recorded consists of events with only
few fiber hits, many of which do not form recognizable tracks or structures.

Figure 11.23 shows the event signature of a proton or nucleus entering
the ADU from below. The particle stops in the active material, producing a
clearly recognizable Bragg peak. The energy-deposition profile does not exhibit
large fluctuations because the particle traverses the detector almost along the
central vertical axis; the position dependence of the light yield is therefore
nearly the same for all channels, no matter from which side they are read out.
Figure 11.24, on the other hand, shows a much messier event signature, with a
broad channel of energy deposition and multiple fiber hits per layer. However,
the individual signal amplitudes are not particularly large. The signature is not
easily interpretable, though a possible explanation could be the interaction of
a high-energy cosmic-ray particle with, for example, the instrument housing,
producing a Lorentz-boosted jet of lighter secondary particles that traverse the
detector nearly in parallel.

Figure 11.25 shows the signature of what could be the interaction of a
(low-energy) particle with the detector material. The particle appears to enter
the detector from the right in the yz-projection, supposedly interacting with a
target atom after traversing about eight fibers. The interaction produces on
short-range particle that deposits a significant fraction of its energy shortly
before stopping, as well as another particle exhibits an almost Bragg peak-
like energy-loss profile (though it may not completely stop in the detector’s
active material). Without quantitative analysis, this interpretation is of course
speculative. The event nonetheless demonstrates that we can identify particles
that interact with the detector.

Lastly, Figure 11.26 shows a clear example of pileup, with two particles
entering the ADU from the top at the same time (i.e., within the 10-ns trigger
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window of the data-acquisition electronics). One particle appears to stop in
the detector, exhibiting an energy-loss profile resembling a Bragg curve. The
yx-projection suggests that the other particle exits the detector. Interestingly,
the event also shows an isolated hit with large amplitude in the yz-projection.
It is unclear whether this hit is created by a secondary emitted from one of
the tracks, or stems from a third particle—either form a charged one traveling
along the fiber or possibly from a neutron.

Count Rates

One of the biggest advantages of integrating the M-42 dosimeter into the
RadMap Telescope is that we can use its data to gain insights into the perfor-
mance of the ADU. Especially in light of the fact that many of the events we
gathered do not show readily recognizable signatures (track-like or otherwise),
determining whether we actually record particles interacting with the detector,
or simply trigger into the (electronic) noise of the read-out electronics, is of
crucial importance. I therefore present here my initial comparison of data
gathered by the two detector systems.

The quantity that can be most straightforwardly compared between detec-
tors based on as different detection principles as the M-42 and the ADU is the
count rate—i.e., the number of particles detected per unit of time. Even though
it is vastly different for sensors with sensitive volumes of such substantially
different size, we can use the geometric factor of each system to calculate the
incident flux of particles. Assuming an isotropic flux of incident particles, and
integrating over all particle energies, Eq. 4.7 tells us that we can determine the
particle flux, I0, via

IM42
0 =

CM42

GM42
F

(11.1)

IADU
0 =

CADU

GADU
F

(11.2)

Here, CM42 and CADU are the measured count rates, and GM42
F and GADU

F the
geometric factors of the M-42 dosimeter and the ADU, respectively. Assuming
that, to first order, the two detectors have about the same sensitivity, we expect
that IM42

0 ∼ IADU
0 . Though this assumption is probably somewhat simplistic

and thus not entirely accurate, it is certainly good enough for assessing whether
we measure particles or noise.
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Figure 11.27: Comparison of the count rates and particle fluxes measured by the ADU
and M-42 dosimeter in the JEM on 9 August 2023 and 10 August 2013. For the lower
panel, the ADU data was resampled to match the five-minute integration windows of
the M-42.
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Figure 11.28: Comparison of the count rates and particle fluxes measured by the ADU
and M-42 dosimeter in the USL on 9 October 2023 and 10 October 2013. For the lower
panel, the ADU data was resampled to match the five-minute integration windows of
the M-42.
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A minor challenge is the different rate at which the two systems produce
measurements of the count rates. The M-42 integrates particle hits over
a period of five minutes and calculates the average count rate by simply
dividing the cumulative number of events by the elapsed time. Usually, we
take the middle of the integration window as absolute reference time for the
measurement. The data-acquisition electronics of the ADU, on the other hand,
have a much shorter integration window of only five sections, which is why
its count rate typically shows much stronger fluctuations. At the same time,
the shorter window and the higher count rate allow resolving time- and (orbit)
position-dependent features much better. To be able to compare the data
from the two detectors, I resampled the ADU’s count rate to the integration
window of the M-42. To do so, I added up the number of counts over a period
of 2.5 minutes before and 2.5 minutes after each M-42 reference time and
divided it by the window length, effectively replicating the dosimeter’s internal
calculation approach.

Figures 11.27 and 11.28 show this methodology applied to compare the
count rates of the ADU to those of the M-42 for two two-day periods in the JEM
and the USL in August and October 2023, respectively. The upper panels of the
figures show the raw count rates of the detectors, presented in a logarithmic
scale. Both exhibit the expected dependence on the orbit position: lower rates
in the equatorial regions where the magnetospheric shielding is highest, and
higher rates closer to the poles, where the shielding is weaker. The M-42’s
count rate varies between values of roughly 0.07 s−1 and 0.2 s−1, the ADU’s
between approximately 100 s−1 and 300 s−1. The data of both sensors also
exhibits the characteristic increase of the count rates during passes of the SAA,
which normally happen in bunches of three or four. During these, the ADU at
times detects in excess of 6000 particles per second.

The middle panels of the two figures compare the particle fluxes calculated
from the count rates of the two sensors. They are in remarkably good agree-
ment, even without accounting for the much higher sampling rate of the ADU.
The latter is apparent in the substantially larger fluctuations in the tracking
calorimeter’s data during the minima (in the equatorial region) and maxima
(towards the poles). Finally, the lower panels show that a resampling of the
ADU’s count rates significantly improves the agreement between the data of
the two sensors, and in particular reduces the discrepancies in the equatorial
region and during passes of the SAA.

Figures 11.29 through 11.32 show a more detailed comparison of the
measured particle fluxes for the same periods in August and October. In all
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Figure 11.29: Detailed comparison of the GCR particle fluxes measured by the ADU
and the M-42 dosimeter in the JEM for an eight-hour period on 9 August 2023. The
upper panel shows the raw data, i.e., the fluxes calculated from the unaltered count
rates. The middle panel shows the ADU data resampled to the integration windows of
the M-42. The lower panel shows the difference between the two, normalized to the
ADU data. The uncertainty band on the M-42 data is the square root of the count rate.
Analysis of the ADU data is not yet advanced enough to determine errors on the count
rate.
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Figure 11.30: Detailed comparison of the GCR and radiation-belt particle fluxes
measured by the ADU and the M-42 dosimeter in the JEM for an eight-hour period
on 10 August 2023. The upper panel shows the raw data, i.e., the fluxes calculated
from the unaltered count rates. The middle panel shows the ADU data resampled to
the integration windows of the M-42. The lower panel shows the difference between
the two, normalized to the ADU data. The uncertainty band on the M-42 data is the
square root of the count rate. Analysis of the ADU data is not yet advanced enough to
determine errors on the count rate.
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Figure 11.31: Detailed comparison of the GCR particle fluxes measured by the ADU
and the M-42 dosimeter in the USL for an eight-hour period on 9 October 2023. The
upper panel shows the raw data, i.e., the fluxes calculated from the unaltered count
rates. The middle panel shows the ADU data resampled to the integration windows of
the M-42. The lower panel shows the difference between the two, normalized to the
ADU data. The uncertainty band on the M-42 data is the square root of the count rate.
Analysis of the ADU data is not yet advanced enough to determine errors on the count
rate.
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Figure 11.32: Detailed comparison of the GCR and radiation-belt particle fluxes
measured by the ADU and the M-42 dosimeter in the USL for an eight-hour period
on 10 October 2023. The upper panel shows the raw data, i.e., the fluxes calculated
from the unaltered count rates. The middle panel shows the ADU data resampled to
the integration windows of the M-42. The lower panel shows the difference between
the two, normalized to the ADU data. The uncertainty band on the M-42 data is the
square root of the count rate. Analysis of the ADU data is not yet advanced enough to
determine errors on the count rate.
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Figure 11.33: Difference between the resampled ADU flux values and the M-42 data
for the full two-day periods covered in Figures 11.27 and 11.28.

four figures, the upper panel compares the fluxes as measured, and the middle
panel compares the resampled ADU data to the unaltered M-42 measurements.
The lower panel shows the difference of the two, normalized to the values
of the ADU, as well as the mean difference over the eight-hour period. The
uncertainty band on the M-42 data is the square root of the count rate.

The overall agreement between the measurements of the two sensors is
remarkable, especially when considering that we chose operating parameters
for the ADU’s read-out electronics without previously having had the chance to
extensively test and calibrate the system on the ground. Across the four periods
covered in the figures, the mean difference is in the range of approximately
10% to 15%. The disagreement is strongest in the minima and maxima of the
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time series, where the measurements of the M-42 tend to be a little higher. For
some periods, however, the agreement is better than for others. To complete the
picture, Figure 11.33 shows the overall difference for the full two-day periods
covered in Figures 11.27 and 11.28. On average, the M-42 measurements
are about 15.1% and 12.7% larger than the ADU’s in the JEM and in the
USL, respectively. During some, though not all, of the passes of the SAA, the
difference approaches or exceeds a factor of two. Further investigation is
required to try to understand whether these instances are indeed of a physical
nature or an artifact of the resampling of ADU data.

The good agreement between the measurements of the two sensors and
the fact that the ADU nearly always produces slightly lower values than the
M-42 suggest that we have found good operating parameters for the tracking
calorimeter. We can certainly exclude that a significant fraction of the events
we record are purely noise—though we can not, conversely, argue that the
chances of an event being triggered by noise are zero. Further investigation
is required to understand the origin of the residual differences between the
measured fluxes. One hypothesis revolves around the fact that the M-42 silicon
sensor is much more sensitive to low-energy electrons and gamma rays created
in interactions of cosmic and solar radiation with the space station’s hull and
structures. Since secondary production is higher when the incident primary
particle flux is larger, this might explain the increased count rates towards the
poles and during passes of the radiation belt. It is, however, unclear so far
whether the increased sensitivity to small energy depositions could also cause
the differences in the equatorial regions.

One interesting case, for example, is the excessively large discrepancy
shortly before noon on October 10. The timing suggests that the increased
count rate of the M-42 is likely to be caused by a peripheral passage of the
SAA, but the data of the ADU shows that it barely registers any particle flux
exceeding the equatorial GCR intensity. The question arises what could cause
this vastly different response. Since the ADU is operating in a configuration
where it triggers whenever a single channel crosses the noise threshold, it
must be caused by particles that it is not (particularly) sensitive to. These
could most likely be electrons or gamma rays. So, two possibilities are that
there either was a significant flux of electrons trapped in the radiation belt,
or that the energy of the typically encountered protons was so low that they
were completely absorbed by the shielding of the station (and, possibly, the
instrument), thereby producing secondary gamma rays that were registered by
the M-42. Either way, a more detailed analysis over a longer period is required
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to shed light onto such discrepancies.
Another hypothesis that might explain why the measured fluxes in the SAA

sometimes agree better than at other times is connected to the assumption of
an isotropic flux. This assumption is generally not true for particles trapped
in Earth’s magnetosphere, as they gyrate around and move along the field
lines, thus creating a directional flux. However, if both detectors had the
same omnidirectional sensitivity, the inaccurate assumption of an isotropic
flux would not explain the different count rates. The calculated particle fluxes
would be (slightly) wrong, but the relative difference between the values of
the two detectors would be constant. Yet, even though the M-42 is technically
sensitive to particles arriving from any direction, due to its planar geometry
its acceptance is smaller for particles incident at small angles to the plane
than for those impinging (nearly) perpendicular to it. When it is exposed
to a directional particle flux, the count rate of the sensor thus depends on
its orientation relative to the direction of the flux. If not properly accounted
for, this effect might explain why the data of the M-42 and ADU in the SAA
sometimes agrees better and sometimes not as well. A test of this hypothesis
will be possible once we can reconstruct the orientation and arrival direction
of tracks in our detector.

SAA–GCR Separation

For a detailed analysis of the radiation exposure due to GCR and radiation-
belt particles, we need to be able to separate measurements taken inside and
outside the SAA based on our own data alone. The method I developed for
doing so relies on the count rates of the ADU and exploits two of its most
apparent features. First, during passages of the SAA—except when the ISS
only traverse its peripheral regions—the count rate rises about an order of
magnitude above even the most extreme ones at high latitudes. Second, the
change in the count rate is nowhere as strong as when the station enters or
exits the anomaly. Exploiting these two facts allows to reliably detect whether
recorded events are due to GCR or radiation-belt particles. Any such approach
implicitly assumes that all events recorded while the ISS passes through the
SAA are from geomegnetically trapped particles. This is, of course, not fully
accurate, as GCR continue to impinge on the detector. Their flux is, however,
so much lower that the (relative) error is insignificant, at least to first order.

Figure 11.34 exemplarily shows my method applied to the count rates
recorded on 23 November 2023. The upper panel shows the recorded rate,
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Figure 11.34: Example of the separation of counts induced by GCR and radiation-belt
particles based on the count rate (top) and its derivative (middle). The periods the
algorithm identifies as passages of the SAA (bottom) are marked in yellow in the upper
two panels.

and the middle panel its first derivative. I apply thresholds to both quantities
to first detect a potential SAA passage, and then apply a set of conditions and
corrections to weed out false positives and to find the exact start and end points
of the passage. The lower panel shows the periods my algorithm identifies
as passages. The respective portions of the count rate and its derivative are
drawn in yellow in the two upper panels. The example shows that my method
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Figure 11.35: Cumulative counts recorded by the RadMap Telescope in the JEM
between 8 August 2023 and 26 September 2023. Though data was recorded prior to
8 August 2023, a flaw in the FPGA firmware of the data-acquisition electronics led to
scrambled events during passes of the SAA. Earlier data is thus not included.

can accurately detect the start and end times of each SAA passage in the
period shown. If applied to all data we collected, it does so with only few
exceptions. So, even though some fine-tuning may still be required, we can
use the algorithm to separate events recorded inside the radiation belt from
those induced by GCR.

Figure 11.35 and 11.36 show the cumulative counts (and hence events) we
recorded while the RadMap Telescope was deployed in the JEM and in the USL,
respectively. Using my SAA–GCR separation method, I also determined the
cumulative counts of SAA and GCR events. In the JEM, we collected a total of
about 0.96 billion events, of which 0.66 billion were due to GCR and 0.3 billion
due to radiation-belt particles interacting with the detector, respectively. In the
USL, we gathered roughly 1.8 billion events, with a little over 1.25 billion and
0.5 billion from GCR and from SAA passages, respectively.

Finally, Figure 11.37 compares the daily total counts of GCR and SAA
particles, as well as their sum, recorded by the ADU and the M-42 in the
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Figure 11.36: Cumulative counts recorded by the RadMap Telescope in the USL
between 6 October 2023 and 6 January 2024.

JEM in August and September 2023. The graph shows that the overall count
rate for both detectors is quite stable, with only some variance caused by
periods of larger fluctuation in the SAA counts. These fluctuations are caused
by the orbital-alignment effect explained in Section 11.3.2 above. They are
somewhat more pronounced in the M-42 than in the ADU data. The reason
for this discrepancy is not yet clear, though it could be connected to the silicon
diode’s higher sensitivity to secondary radiation (see discussion in the previous
section). Overall, however, the comparison again confirms that our tracking
calorimeter appears to operate mostly as expected.

Energy-Deposition Spectra

The separation of SAA from GCR events also allows us to assess the difference
in the spectra of the total energy deposition of GCR and radiation-belt parti-
cles. Since we have not yet completed the calibration of the individual ADU
channels—mostly because correcting for the position-dependent light yield
requires tracking, which does not work fully automatically yet—I am using the
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Figure 11.37: Daily GCR, SAA, and total counts of the ADU and the M-42 in the JEM in
August and September 2023. The gap in the M-42 data stems from a two-day period
during which network connectivity on the ISS was interrupted. The additional gaps in
the ADU data are due to unstable operations of the detector that forced us to exclude
the recorded events from analysis.

sum of their signal amplitudes (measured in ADC codes) as a measure of the
(uncalibrated) total energy deposition. For convenience, I divide the sum by a
factor of 1000 to obtain smaller values. Without an event-by-event calibration
of the recorded energy depositions, the obtained spectra only approximate
the true energy-loss spectrum. However, since the position-dependent hit
probability is constant for each fiber because of the (nearly) isotropic incident
flux, the uncertainties partially cancel out. Though the spectral shapes will
certainly change somewhat once the energy deposition is properly calibrated,
my preliminary analysis should nonetheless a first qualitative assessment.

Figure 11.38 shows the spectra of GCR and radiation-belt particles for
200 000 events each, collected in the USL on 23 November 2023. For GCR–
SAA separation, I used the method described in the previous section; see
Figure 11.34 for the respective count rates. The histograms show a large
qualitative difference between the two spectra. The one of the cosmic-ray
particles peaks at low energy depositions and falls off exponentially (with

408



11.3. First Data

10 1

100

101

102

103

104

C
ou

nt
s

200000 events each GCR
SAA

10 2 10 1 100 101 102

Total energy deposition (a.u.)

0

200

D
iff

. (
%

)

Figure 11.38: Spectra of the total energy deposition per event in the ADU for GCR and
radiation-belt particles. In the absence of a full calibration of the detector, the energy
deposition is calculated as the sum of the ADC codes of all channels, divided by 1000
to obtain smaller values. Each spectrum represents 200 000 events collected in the
USL on 23 November 2023. The lower panel shows the difference of the two.
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Figure 11.39: Spectra of the total energy deposition per event in the ADU for GCR and
radiation-belt particles. In the absence of a full calibration of the detector, the energy
deposition is calculated as the sum of the ADC codes of all channels, divided by 1000 to
obtain smaller values. Each spectrum represents the total number of respective events
collected in the USL on 23 November 2023. The number of entries per histogram is
given in the legend. The lower panel shows the difference of the two.

410



11.3. First Data

varying slope) toward higher values. The spectrum of radiation-belt particles,
on the other hand, peaks at much higher values (note the exponential energy
axis) and falls of much sharper. The position of its peak approximately coincides
with a noticeable bump in the GCR spectrum, but is about 300% higher (see
the lower panel of the figure).

To arrive at a somewhat more conclusive assessment of the total energy
deposited in the detector by the two different radiation fields, Figure 11.39
shows the spectra integrated over a full day (23 November 2023). Though their
respective shapes are qualitatively similar to those in Figure 11.38, the total
number of GCR events (shown in the legend) is more than a factor of 2.5 higher
than that collected inside the SAA. This reduces the relative exceedance of
radiation-belt particles at higher energy depositions to about 50%. The overall
larger number of events also reveals a noticeable bump in the high-energy tail
of both spectra, as well as a substantial number of entries in the low-energy
tail of the SAA spectrum. Any theory about the origin of either can only be
speculative without proper energy calibration (and particle identification).
The nature of the latter is particularly intriguing, as they must be caused by
particles that deposit less energy than a minimum-ionizing cosmic-ray proton
(or any other particle with single charge).

In general, however, the spectral shapes are roughly consistent with those
recorded by the M-42 dosimeter shown in Figure 11.8. The peak at lower
energy-depositions for GCR is due to the prevalence of high-energy, almost-
minimum-ionizing cosmic-ray protons. The relative suppression at higher
energy deposition is caused by the suppression of the low-energy part of the
GCR spectrum due to magnetospheric shielding. Conversely, the radiation-belt
spectrum peaks at higher energy deposition because Earth’s magnetic field can
only trap particles with lower energies and higher stopping power (and hence
larger energy deposition in the detector). The more pronounced structure of
both spectra is likely due to the much larger active volume of the ADU, which
results in a broader range of possible energy depositions. This is especially
true for low-energy particles that can lose a much more significant fraction of
their kinetic energy in the ADU’s active material. The increased probability for
nuclear fragmentation may, for example, cause the bump in the high-energy
tail of both spectra. A more detailed interpretation will be possible once we can
identify individual particles and perform a particle type-dependent analysis.
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Figure 11.40: ADU count rates in the JEM along the ISS orbit on the first two days of
September 2023. The eastward shift of the station’s ground track due to the out-of-
phase periods of its orbit and Earth’s rotation is clearly visible. Note the logarithmic
color scale.

Orbit Correlation

Lastly, I assess how the ADU’s count rates correlates with the orbit position of
the ISS. Such a check is largely qualitative in nature but allows to perform an
excellent consistency check. I use the station’s orbit parameters provided to
the RadMap Telescope by the EAD telemetry to calculate its position every five
seconds, that is, at the update frequency of RadMap’s MRDL telemetry stream.
Every telemetry packet also contains the number of events collected in the
past five seconds, which allows me to directly correlate the two. Figure 11.40
shows these data points for the first two days of September 2023. The graph
visualizes how the count rate changes along the path of ISS, with higher values
at higher latitudes and inside the SAA. The eastward shift of the station’s
ground track (see discussion in Section 11.3.2) due to the out-of-phase periods
of its orbit and Earth’s rotation is clearly visible as well. Since the ISS orbits
Earth at an inclination of 51.64◦, our data does not cover the polar regions.
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Figure 11.41: Correlation of the ADU’s count rates in the JEM (top) and in the USL
(bottom) with the orbit position of the ISS. The graphs show the average count rates
in bins with a size of 1◦ in latitude and 1◦ in longitude.
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Figure 11.42: Detailed view of the ADU’s count rate inside the SAA measured in the
JEM (top) and in the USL (bottom). The graphs show the average count rates in bins
with a size of 1◦ in latitude and 1◦ in longitude.
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Figure 11.43: Relative difference of the ADU count rate inside the SAA measured in
the JEM and in the USL, normalized to the latter.

For a whole-Earth coverage, I accumulated the data in two-dimensional
histograms and calculated the average count rates in bins with a size of 1◦ in
latitude and 1◦ in longitude. Figure 11.41 shows the respective histograms for
all data we collected in the JEM and the USL (only some periods are missing
because the EAD service did not work). The maps show the expected latitude
and longitude dependence (compare, for example, to the data presented in
[Ber+20] and [Sem+14]). Figure 11.42 shows detailed views of the count
rates inside the SAA recorded in both modules, showing a barely noticeable
difference in the anomaly’s shape. For better visibility of the latter, Figure 11.43
shows the difference between the two histograms, normalized to the USL data.
It reveals that the count rates in a large area of the southeast corner are
consistently higher in the JEM, by as much as 70% to 80%. This is likely due
to a weaker shielding of the module, strongly affecting radiation-belt particles
(protons) that largely have much lower energies than GCR. Why exactly the
difference is largest in the southeast region must still be investigated.
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Concluding Remarks

Even though the analysis of ADU data I was able to include in my thesis
is largely qualitative and only covers first steps, it shows that the tracking
calorimeter is performing largely as expected. The consistency of its measure-
ments with those of the M-42 dosimeter is remarkable, as is the fact that I
performed no pre-selection of the data I show except for dropping invalid
events due to restarts of the detector. For the orbit correlation, I also excluded
those without position parameters. In some figures, for example in the detailed
views of the count rates inside the SAA, small-scale inconsistencies show that an
additional level of filtering can likely further improve the analyses I presented.
Overall, however, the ADU’s data requires surprisingly few adjustments.

More challenges will likely surface once we attempt particle identification
and energy measurement. The significant optical crosstalk and the low light
yield of some detector channels foretell as much. And, though not presented
here, the track reconstruction has already required a little more effort than
we anticipated. Yet, despite these (potential) challenges, the ADU promises to
evolve into an excellent tool for the detailed characterization of the radiation
environment inside spacecraft like the ISS. If nothing else, the sensor’s high
count rate and the clean total-energy deposition spectra, though uncalibrated
so far, will open new pathways for detailed statistical investigations not possible
based on the much sparser data of other instruments.
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Chapter 12

Prospects and Outlook

Successfully operating the RadMap Telescope on the ISS has given us confi-
dence that the detector concept of the ADU is worthwhile pursuing further.
Though our analysis of on-orbit measurements is still in its early stages, the
fact that we could match count rates between the ADU and the M-42 dosimeter
without the need for corrections shows that detector can be operated close
enough to its noise limit that it records the true intensity of the radiation
field inside a spacecraft. The full demonstration of its particle-identification
capabilities is still an open task. At the very least, though, we have already
demonstrated that it can serve as a tissue-equivalent counter. In this chapter, I
describe which lessons we learned that will help us improve future versions
of the ADU, and Iriefly highlight a few aspects that we still need to study in
more detail. I also compare its capabilities to those of other state-of-the-art
instruments to highlight its potential use on future missions.

12.1 Lessons Learned and Future Improvements

Building and operating the RadMap Telescope’s ADU has taught us many
lessons and has revealed several areas that need improvement. Some are
related to the integration of the instrument into the ISS infrastructure but most
concern the design of the detector and its electronics. I here focus on those
of the latter category which we expect to have a measurable impact on the
performance of the detector. I do not discuss issues that only concern aspects
very particular to the implementation of the RadMap Telescope and are likely
not applicable to future instruments.
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Figure 12.1: Slice of a three-dimensional X-ray image of one of the deformed ADU
modules. Columns of optical epoxy formed and hardened in place during assembly,
thus preventing the support structure form reverting to its original shape after heating.
They are clearly visible (marked in red) below the uppermost layer of the support
structure. The bright white structures all the way to the left and right are two of the
SiPM arrays.

12.1.1 Mechanical Design

One of the most notable problems in the construction of the ADU was that
we could not use some of our best detector modules for the flight instrument
because they did not mechanically fit together. As pointed out in Section 10.3.1
above, this was due to the slight deformation of the support structure while
the modules were heated to cure the optical epoxy we used for attaching the
SiPM arrays. Due to the surface tension of the epoxy, columns of it formed
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between the uppermost or lowermost (depending on the orientation of the
module during heating) fiber layers and the deformed structure, which then
cured in place. The hardened columns prevented the structure from reverting
to its original shape. During assembly of the flight detector, we were afraid that
pressing down too hard on the modules would likely break the SiPMs off their
PCB, and not the columns. The deformed modules were thus practically useless
for the RadMap Telescope (though we could use them for other experiments).
Figure 12.1 shows a slice of a three-dimensional X-ray image of one of the
modules, clearly showing the columns below the (somewhat visible) upper
layer of the support structure.

Another issue related to the optical epoxy is that of its previously described
tendency to creep into the tight spaces between neighboring fibers, thereby
creating light guides that can cause optical crosstalk. With the current design,
this could only be avoided if the amount of epoxy used on each SiPM was just
enough to attach it to its fiber. At the same time, the glue’s tendency to creep
would need to be controlled to ensure that it stays where it is supposed to
be. This, however, is nearly impossible, resulting in the need to use slightly
more than needed. It is thus hardly possible to avoid the creation of such
light guides. If you add to this the problems we had with flaking of the fibers’
sputter-coated aluminum layer, optical crosstalk is nearly unavoidable.

The third challenge we faced was the residual curvature of the scintillating
fibers, which in the future could be avoided by ordering them in straight pieces
(an option that is offered by manufacturers). What we cannot avoid, however,
is the variation in fiber thickness, which we found in parts to be larger than
the 2% stated by Kuraray. Even if we assume that figure is correct, we need to
design the slots in the support structure (see Section 8.1.1) assuming that all
32 fibers in a layer are 2% thicker than nominal. This is because the production
varies over meters, not centimeters. If, however, the variations in a layer
more or less cancel out, the slot is 2% too wide, resulting in quite significant
placement uncertainties. Figure 12.2 shows the combined effect of the slot size
and the residual curvature, which in some fiber layers led to substantial gaps
between individual fibers. Other layers were quite densely packed, highlighting
the effect of the thickness variation.

A more severe issue directly follows from the placement uncertainty, and is
illustrated in Figure 12.3. Deviations from the nominal placement of the fibers
inside their slot can result in non-ideal alignment with respect to their SiPMs.
We had purposely chosen photosensors with an active area that is a millimeter
larger than the fiber thickness, allowing deviations from the nominal fiber
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Figure 12.2: Slice of a three-dimensional X-ray image of a non-flight ADU module,
showing substantial gaps between individual fibers. They are caused by the combi-
nation of thickness variations (necessitating a larger slot size, see text) and residual
curvature. This is a particularly bad layer; many others are densely packed, with only
small and few gaps. The image also highlights the differences in fiber length resulting
from the polishing process.
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Ideal Case
Fibers are centered on SiPMs

Non-Ideal Case
Fibers located at edge of the SiPMs’
sensitive area

SiPM
PCB

Scintillating fiber

Worst Case
Fibers do not fully overlap with
sensitive area of SiPMs 

Figure 12.3: Examples of the variation of the fiber–SiPM we observed, caused by
off-nominal fiber placement (see Figure 12.2). In the ideal case, the fibers are almost
perfectly centered on their SiPMs. In the non-ideal case, the 0.5-mm margin to the left
and to the right is completely used up. In the worst-case scenario, fibers do not fully
overlap with the sensitive area of their photosensors. The latter we observed only in a
few cases of extremely non-uniform fiber layers.
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position of up to 0.5 mm to the left and to the right. The upper image of the
figure shows the ideal case, in which fibers are almost perfectly centered on
their SiPMs. However, in layers with large gaps, we also encountered cases
like the one depicted in the center image, where fibers are located right at
the edge of the sensors’ active area. And in a few extreme cases, we even
found that fibers did not fully overlap with their SiPMs, as shown in the bottom
image. This is obviously a worst-case scenario, for two reasons: (1) The signal
amplitude in these channels is significantly reduced and (2) there is a higher
chance for substantial optical crosstalk because the fibers are positioned close
to the neighboring photosensors. It is crucial that we avoid such variations in
the fiber–SiPM alignment in future detectors.

Updated ADU Design

The combination of these challenges and issues led us to the conclusion that
we needed to investigate different approaches of constructing ADU modules.
The primary advantage of the design used for the RadMap Telescope is that it
results in a densely packed stack of fibers with only little insensitive volume.
Whatever of the latter there was would be filled either with air or vacuum.
Particles traversing the detector thus deposit almost all of their energy in active
scintillator material, allowing us to record their total deposited energy with
little uncertainty. We could not, however, identify a clear path to an improved
design that would allow us to address all issues we identified. Especially the
aspect of coating fibers for crosstalk suppression is a thorny one that we had
already invested a lot of time in, without a clear candidate technology that
would result in better adhesion of the coating.

Abandoning the objective of maximizing the active volume opens a new
design space, for example allowing to cast the fiber stack into opaque epoxy
resin. Doing so comes with a drawback: Determining the total energy deposited
by a particle in the detector requires correcting for the energy loss in the
insensitive material. It does, however, also have several advantages:

1. It results in a mechanically very stable detector.
2. Using opaque (e.g., black) epoxy comes with inherent crosstalk sup-

pression, such that the scintillating fibers do not need to be coated
individually prior to assembly.

3. The placement of the fibers, and hence the fiber–SiPM alignment, can be
controlled much better.
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Figure 12.4: First prototype of an ADU module in which the fiber stack is cast into
black epoxy resin. The principal design elements of the RadMap modules (SiPMs
at alternating ends of neighboring fibers, alternating layer orientation) remain; the
intra-layer fiber spacing is, however, larger to allow the resin to fill the voids. For
illustration, the left side of the module is illuminated with a UV LED to stimulate the
emission of scintillation light.

4. Other elements, for example aluminum pieces for mechanical attachment,
can be included in the cast.

We hence attempted the construction of a first prototype module1 cast into
epoxy resin [Eck24]. The highly promising result is shown in Figure 12.4. For
its production, we used a mold with cutouts for the individual fibers, which
ensures that their ends are placed within less than 100µm of their nominal
position. To deal with the residual curvature of the fibers we still had available,
we manufactured distance pieces from the same resin material that we inserted
between them. We also incorporated aluminum pieces for mounting the SiPM
arrays and for mounting the module. After casting, the mold and was removed
with a computer numerical control (CNC) mill and the module machined into
its final shape.

1This work was largely performed by Liesa Eckert for her Master’s thesis, under my supervision.
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Scintillating fiber

Epoxy

Cutout for SiPM

Aluminum

Figure 12.5: Slice of a three-dimensional X-ray of the prototype module shown in
Figure 12.4. The image reveals the remarkably uniform distance between fibers. The
zoomed-in portion shows how the end of each second fiber is recessed into the epoxy
for crosstalk suppression, as well as the individual cutouts for the SiPMs.
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Figure 12.6: First prototype of a module made from round BCF-12 scintillating fibers
with a diameter of 2.75 mm. The fiber are arranged in a double-layer design that
increase the detection efficiency and resolution for particle traversing the detector at
small angles to the vertical axis.

Figure 12.5 shows a slice of a three-dimensional X-ray image of the module.
It reveals not only the remarkably uniform distance between adjacent fibers
but also how we can achieve perfect crosstalk suppression. After the initial
casting, the end of each second fiber is milled away a few millimeters deep into
the module; the resulting hole is then filled with epoxy resin before the module
is machined into its final shape. To suppress crosstalk between adjacent SiPMs,
we also milled cutouts around the end of each fiber that are deep enough for
enclosing all of the sensors’ sensitive volume. In Figure 12.5, the cutouts are
visible as ridges between fibers read out on the same side; the true geometry
of the cutouts can be seen better in Figure 12.4. This approach has the added
advantage that the fibers do not need to be polished before assembly, and that
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their length is uniform to within 100µm, which is not the case in the RadMap
Telescope’s modules (see Figure 12.2).

The casting approach also allows us to experiment with different geome-
tries, for example using round fibers. Figure 12.6 exemplarily shows an early
prototype of a module made from round BCF-12 fibers with a diameter of
2.75 mm. The need to try working with these was partially driven by the
temporary closure of Kuraray’s production facilities, which meant we could
not get our hands on a new supply of fibers with a square profile. It allowed
us, however, to investigate the possibility of using a double-layer design that
increases the detection efficiency and resolution for particles traversing the
detector at small angles to the vertical axis of Figure 12.6. Such a layout may
be beneficial for the study for directional particle fluxes, for example in Earth’s
radiation belts, while still retaining the ability to track and identify particles
impinging from random directions.

Overall, the approach of casting scintillating fibers into epoxy resin seems
to be promising. It is, of course, not a completely new one, though we try to
take the concept a step further to achieve full crosstalk suppression. We are
also restricted to using low-outgassing materials certified by NASA if we want
to be able to use our detectors on a broad range of missions. The range of
available resins is this limited and not always ideal in their properties (e.g.,
viscosity). Though our first attempts have produced good prototypes, we still
need to verify that they can deliver the performance we require. A first beam
test is currently planned for late 2024.

12.1.2 Integration of Read-Out ASICs into SiPM Arrays

For the RadMap Telescope’s ADU, we chose to use completely passive SiPM
arrays and transmit the photosensors’ signals to the read-out electronics via
micro-coaxial cables. We did so for two primary reasons:

1. Decoupling the read-out electronics from the SiPM arrays as much as
possible simplified the interfaces between the detector and the rest of
the instrument. The production and calibration of the modules was
time-consuming; the separation of the read-out electronics allowed us
to continue their development while the modules were already being
assembled and tested.

2. An integration of photosensors and ASICs was not desirable as we wanted
to be able to read out the ADU with different systems for calibration.

426



12.2. Open Studies

Figure 12.7: Photo of the RadMap Telescope’s ADU after integration, illustrating how
we needed to squeeze the cables between the detector and the PCB assemblies of the
read-out electronics

However, making 1024 signal connections between the detector and the elec-
tronics via cables also has its drawbacks. This is highlighted by Figure 12.7,
which shows how we needed to squeeze the cables between the ADU and the
PCB assemblies of the read-out electronics.

Now that we have gained some experience in operating a system based on
the IDE3380, we can attempt placing the ASICs directly onto the SiPM arrays.
This not only results in a much compacter detector, but also minimizes the path
length of the analog signals, thus improving the instrument’s noise immunity.
In the new design presented in the previous section, the arrays will also be
slightly larger, rendering the integration of the read-out chips easier.

12.2 Open Studies

In addition to design improvements, there are several studies relating to the
ADU’s detection principle that we either have not been able to complete yet or
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that we have not even begun. Addressing these will be crucial for assessing
the performance of our instrument under a wider range of environmental
conditions, and to improve our understanding of its measurement accuracy.

12.2.1 Calibration with Heavy Ions

One of the biggest open questions is the accuracy with which we can identify
high-Z nuclei and measure their energy. So far, we were only able to test the
ADU with pions and protons, so even in the best of all worlds additional mea-
surements would be required to verify its response to heavy ions. The presence
of ionization quenching further complicates the matter and causes much of
the uncertainty in particle identification (see Section 9.4.2). Calibration with
heavy ions is thus urgently required to fully assess the performance of the
detector and understand the effect of ionization quenching. It is also needed
for a complete analysis of the data we gathered while operating the RadMap
Telescope on the ISS. Testing should comprise the widest range of ions and
energies possible, but must at least include protons, helium, carbon, oxygen,
silicon, and iron. Investigating the detector response to this range of nuclei
should give us a relatively good basis for benchmarking our Geant4 simulation
framework, with the help of which we can then interpolate to intermediate
nuclear charges.

12.2.2 Sensitivity to Neutrons

Though not specifically engineered for the detection of neutrons, plastic scintil-
lators are in principle nonetheless sensitive to them due to their high hydrogen
content [Ham+14; Law+14; Bla+14]. They can also be enriched with neutron-
absorbing elements [Dum+16; Nem+21]. In spacecraft and on the surface
or airless planetary bodies (such as the Moon), the interaction of high-energy
cosmic rays and solar particles with material creates a substantial field of
neutrons, which in extreme cases can contribute as much as 40% to 50% to the
radiation dose astronauts receive [Rei01; AC01; SBC11; Zei+23a; Zei+23b].
Investigating the response of the ADU to neutrons is thus not only of academic
interest but can help to make the RadMap Telescope an even more versatile
radiation monitor. Again, a complete analysis of the on-orbit data we already
gathered will also require at least an initial understanding of the expected
event signatures for neutrons.
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12.2.3 Radiation Hardness

On long-term deep-space missions to the Moon, Mars, or other destinations,
instruments based on the technology demonstrated in the RadMap Telescope
will be exposed to large cumulative radiation doses. It is thus imperative that
we investigate the response of all the instrument’s systems and components
to such exposure. Besides the obvious need for testing electrical components,
the behavior of the SiPMs and scintillating fibers is of crucial importance for
assessing how the detector response will evolve over time. In contrast to PMTs,
SiPMs are silicon-based devices whose characteristics can change significantly
under exposure (see Section 4.5) [GM19; Mit+22; Ace+23]. Though we
made a first attempt at testing the radiation response of the SiPMs used for the
RadMap Telescope, our investigation was neither conclusive nor comprehensive.
It is also likely that we are going to build future instruments using a different
type (and manufacturer) of sensor, for which data may not yet be available.
Not less important is the behavior of the scintillating fibers. Studies available
in the literature [Klo+98; Bäh+00; Bis+02] typically investigated the residual
light yield of fibers after they were exposed to the maximum dose expected in
a given application. Dose-resolved measurements in the range of interest to us
are, to our knowledge, not available (most studies test much higher doses, as
relevant to accelerator-based experiments), though they are urgently required
to understand how the response of our detectors evolves over time.

12.2.4 Temperature Sensitivity

For the RadMap Telescope, we did not concern ourselves too much with the
sensitivity of the various detector elements to temperature changes, primarily
because the instrument is equipped with a fairly extensive thermal control
system and only exposed to moderate variations in the ambient environment.
The temperature dependence of the SiPM gain is small enough to not play a
large role for variations of only a few degrees. In future missions, however,
the ADU may be exposed to much larger ranges, especially if it is deployed on
robotic spacecraft. In this case, variations can easily reach on the order of 30 K
or more, for which the performance of SiPMs can vary drastically [Bon+19b;
Anf+21; Sch+22; GNS22]. For such a range, the temperature dependence of
the scintillator’s light yield starts to become significant, too [WB13; Wan+17;
Per18]. Unfortunately, no data is available in the literature for SCSF-78 fibers,
requiring us to perform our own investigations.
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12.3 Comparison to the State of the Art

To our knowledge, the ADU in the RadMap Telescope is the first operational
radiation monitor that has full particle-discrimination capabilities for radia-
tion impinging from random directions. Though progress has been made in
interpreting the heavy-ion induced signatures in Timepix-based devices [SP18;
PP20], the information contained in the data produced by these detectors is
inherently limited by the two-dimensional nature of their measurements and
the limited material thickness. Though the introduction of these detectors has
certainly significantly advanced the ability with which the different components
of the space radiation field can be resolved, it is unlikely that an event-by-event
reconstruction of the particle type with a single Timepix detector will ever be
possible for nuclei up to iron.

Other omnidirectionally sensitive instruments—such as dosimeters based
on planar diodes or passive materials—can only record the energy deposition
of particles, not identify them. Especially with planar detectors, measuring
particle fluxes requires a correction of the angular dependence of their response
function. The segmented nature of the Timepix chips (and other pixelated
sensors) allows doing so quite accurately and thus represents a major step
forward in terms of radiation dosimetry. The fact the ADU’s sensitivity and
measurement resolution is nearly constant across the entire solid angle, on the
other hand, means that only minimal corrections are needed for our data, if
they are required at all.

Many of the more capable detectors currently deployed on the ISS and other
spacecraft are variations of the particle-telescope concept that are sensitive
only in a restricted field of view. Even if energy-sensitive layers (mostly made
from silicon or scintillators) are combined with, for example, TOF systems,
like in the case of LIDAL, these instruments cannot unambiguously identify
individual particles. Instead, the composition of the measured radiation field is
typically reconstructed via template fits to the recorded LET spectra [DiF+23].
More often than not, the data is used as-is, with quality factors assigned based
on LET alone [Zei+23a]. If proven to work as well as projected based on our
Geant4 simulations (see Chapter 9), the RadMap Telescope would thus be
the first compact radiation monitor with particle-identification capabilities in
the energy range relevant to radiation protection. The fact that the heaviest
nuclei (within the sensitivity range) will probably only be reconstructable with
(more than) 90% efficiency when allowing for ∆Z = 2 or ∆Z = 4 would not
significantly diminish this accomplishment or the value of the data.
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Another advantage of our instrument is the high count rate of the ADU,
which averages about 100 Hz to 300 Hz in the equatorial and high-latitude
regions, respectively, and reaches approximately 6 kHz in the central part of
the SAA. Such high rates allow us to record statistically significant data sets in
very short times, enabling us to perform detailed analyses quicker than others.
The count-rate differences inside the SAA shown in Figure 11.43 provide only
a first (and by themselves not very meaningful) preview of the type of analysis
we will be able to perform. If we can make the track reconstruction work
with the expected angular resolution, the high count rate will also allow us
to perform detailed investigations of the angular dependence of the particle
flux in different parts of the ISS’ orbit. If both track reconstruction and energy
measurement work as expected, three-dimensional analysis of the shielding
distribution may be possible. To our knowledge, no other (single) instrument
is capable of delivering data that would allow such investigations. Though
many of these aspects are in principle understood from a perspective of the
fundamental physical principles, their temporal behavior is often not well
known—a deficit that the RadMap Telescope and future ADU-like detectors
could help to address. Shielding analysis, in particular, often relies on models
and simulations, which could to some extent be improved with the large
amount of data our tracking calorimeter is capable of gathering.

A third point I want to highlight is the ADU’s composition. Though not
exactly a tissue-equivalent counter, the tracking calorimeter consists mostly
of scintillating-plastic fibers that are much more similar in composition to the
human body than silicon-based devices. We would argue that the difference
between the PS–PMMA mix and what is usually regarded as tissue-equivalent
plastic is virtually negligible for most purposes. The size of the detector is also
roughly similar to the average depth of radiation-sensitive organs in the body.
It is hence sensitive to more or less exactly the range of particle energies most
relevant to radiation biology. Thus, even without full particle identification and
energy reconstruction, our instrument is capable of delivering absorbed-dose
measurements in a roughly tissue-equivalent volume of relevant size. Except
for TEPCs that record data with much lower resolution and without directional
information, we are not aware of any other instrument that could deliver
comparable data. Ideally, future ADU-like detectors should even be a bit larger
[Cha+18], though this would come at the cost of a significantly increased
number of channels.

At the upper end of the capability scale, the RadMap Telescope’s ADU
obviously cannot compete with the accuracy and precision of charged-particle
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spectrometers. And it is not meant to. Except for the PAN concept study
[Suk+23], we are not aware of a spectrometer-based radiation monitor com-
parable in size and mass to our instrument. Obviously, large spectrometers like
AMS-02 provide much more precise data over a wider range of higher energies,
but they are also not sensitive over the full range of lower energies relevant to
radiation protection. The RadMap Telescope thus promises to provide data of
less precision and accuracy than spectrometers, while being about as large or
smaller than many less capable systems.

12.4 Current Status and Outlook

Almost nine months of operating the RadMap Telescope on the ISS allowed us
to gather about 2.7 billion ADU events. From the comparison of count rates
between the ADU and the M-42, we know that a majority of these events are
due to particles interacting with the former, though only a fraction exhibit
clearly identifiable tracks. Three months of gathering data alongside the ISS-
RAD detector has also allowed us to collect a substantial amount of data that
can be compared to that of a flight-proven instrument. The planned co-location
with the DOSTEL instrument in the Columbus model was thwarted by the loss
of communication with RadMap in early 2024, a problem that we could not
resolve despite extensive troubleshooting activities. As of writing this, we are
awaiting the return of the instrument to ground in autumn 2024. Since it was
working perfectly and showed no anomalies right until the moment we lost
contact (shortly after passing through the SAA), we suspect corrupted memory
to be the cause of the problem and therefore expect being able to resolve it
quickly. Depending on the outcome of our on-ground troubleshooting, the ISS
program has tentatively agreed to a re-flight of the RadMap Telescope, which
would allow us to record the data we had hoped to gather in Columbus.

In the meantime, we still have a lot of work ahead of us analyzing the
data we already collected. Currently, we are benchmarking first tracking algo-
rithms (based on Hough transforms [HDH13]) that will allow us to correct the
position-dependent light yield in each fiber on an event-by-event basis. Initial
tests of these algorithms with on-orbit data delivered promising results, but a
statistically significant characterization still needs to be completed. Another
challenge that we must tackle is the energy calibration of the read-out electron-
ics. Due to limited time and access to heavy-ion accelerator facilities, the only
particles we could test our detectors with are protons and pions. Completing
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our instrument during the Covid-19 pandemic, we were also not able to do
so with the final flight electronics, meaning that we need to cross-reference
data gathered with different read-out systems for a full calibration. Luckily, our
instrument’s built-in calibration modules allow doing so, though the process is
far from straightforward.

Once we can work with the corrected and calibrated energy-deposition
profiles along clearly identifiable tracks, we can start evaluating how well
the neural networks we devised and trained on simulation data can cope
with real-world data. Effects like cross-talk and correlated noise are not
implemented in our Gent4 framework yet because we could not quantify them
before completing and operating the instrument. Implementing them will likely
require several time-consuming iterations of modifications to the simulation
models, re-training of the networks, and assessing their performance on on-
orbit data. Extracting track parameters and the event-wise determination of
the total deposited energy for all events will likely be possible soon; particle
identification and a reconstruction of the kinetic energy for heavy ions will
certainly take longer to get right. The latter will also require us to find a
workable solution for dealing with the uncertainties introduced by quenching.
In the longer term, however, tests with heavy ions are inevitable to get this
effect fully under control.

Another aspect is to interpret those events that to not show clearly identifi-
able tracks. We know that the majority of them contain the signature of some
physical interaction in the detector. The challenge is classifying these signa-
tures and matching them to simulation. This will require further improvements
to our simulation framework, possibly including the generation of secondary
particle in the station’s structures and shielding. At the very least, though,
we need to find a solution for correcting energy depositions without precise
knowledge of where each fiber was hit (due to the absence of tracks).

In parallel, we are preparing to test and calibrate prototypes of the updated
ADU designs with a muon beam at CERN in October 2024. These tests are
crucial for benchmarking our simulation models and for accurately assessing
the difference in performance between the RadMap Telescope’s ADU and the
updated design. We are also going to use external silicon tracking detectors
(with a resolution of about 20µm) to determine the path of each muon through
the ADU modules, allowing us to perform for the first time a high-precision
determination of their detection efficiency.

In the medium term, we are hoping to test at least one updated ADU module
as part of another experiment on the ISS. This experiment will be deployed

433



12. PROSPECTS AND OUTLOOK

on the Bartolomeo platform attached to the Columbus module, giving us the
opportunity to operate a detector outside the station’s shielded volume. We
will use this test to verify that we can operate ADU-like tracking calorimeters
in the free-space environment—i.e., with full exposure to the thermal stress
induced by the day–night cycle in vacuum—and to record data of the largely
undisturbed radiation environment that can serve as reference for the RadMap
Telescope’s measurements.
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Part II

The Search for Water on the
Moon
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Introduction to Part II

In recent years, interest in crewed lunar exploration has surged—not just for
the Moon to be a stepping stone on the way to Mars, but also because of the
many scientific investigations that would be made possible by the return of
humans to the lunar surface [Cra+12]. The comprehensive and long-term
human-tended activities envisioned by public and private organizations alike
will pose severe logistical challenges if all supplies required to sustain these
efforts must be brought from Earth. Local resources may therefore prove to be
crucial for the establishment of a sustained human presence on the Moon: ISRU,
especially the extraction of water and oxygen, could substantially decrease the
amount of material that must be re-supplied to a lunar outpost [MC20]. Lunar
water ice may very well be the single most important resource in (cis-lunar)
space for decades to come—not just for the exploration of the Moon itself, but
also for missions to other destinations in our solar system [Cra15]. Accessible
deposits of water could, for example, be exploited to produce consumables of
critical importance to both crewed and uncrewed missions, such as breathable
air, potable water, and rocket propellant [Ana+12]. They may even help to
shield habitats and their inhabitants against cosmic and solar radiation [Sin13;
Bai+18], another critical aspect of long-term missions beyond Earth orbit
[And+19; Cha+18].

Any assessment of the possible uses of lunar water is, however, still severely
constrained by the fact that we do not yet fully understand the extent and
distribution of volatile deposits expected to exist at the lunar poles [Lan+22;
Luc+21]. Even though several credible theories (solar wind, asteroid and
meteorite impacts, and outgassing from the lunar interior) exist, we do not
even know the exact origin of water (and other volatiles) on the Moon because
the currently available data does not particularly favor any of the hypotheses
put forward [DHN20]. While it is likely that all three mechanisms contributed,
or still contribute, to the delivery of volatile elements to the polar regions,
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further detailed and comprehensive (in-situ) measurements will be required to
fully understand the lunar water and volatiles cycle [Luc+21; DHN20].

In this second part of my thesis, I present the results of a concept and design
study for a mission that is primarily intended to contribute to addressing the
shortage of in-situ data on volatiles and, in particular, water in the polar regions
of the Moon. The study, called LUVMI-X, was funded by the European Union’s
Horizon 2020 research and innovation program; its primary objective was to
raise the readiness of the technologies required to realize the mission to levels
where a selection for full funding to develop a flight mission can be justified.
Our contribution to the study was focused on the development of a concept
for a cosmic-ray and neutron spectrometer, though my personal involvement
also extended to the selection of the overall science objectives and the mission
planning.

I begin this part by summarizing the scientific interest in the exploration of
the Moon with a focus on volatiles, mineralogy, and radiation, which are the
key areas of interest for the mission’s three main instruments. I then describe
the tool of neutron spectroscopy and its role in the search for lunar water
before presenting our design of a compact spectrometer for both neutrons and
cosmic rays. Next, I give a brief overview of the mission’s central element,
a compact yet versatile rover, and the remaining instrumentation it carries,
before summarizing the measurements that can be performed. I also discuss
our strategy for identifying scientifically relevant candidate landing sites and
present an example traverse on the Shackleton-Faustini range at the lunar south
pole. To conclude, I discuss how the LUVMI-X mission fits into the diverse
landscape of water- and volatile-focused missions currently under development
in the U.S., Europe, and elsewhere.

Much of this part of my thesis, including the preceding paragraphs of this
introduction, is based on a journal publication in The Planetary Science Journal
[Los+22]. I was the lead author of this article and hence wrote all of it myself,
though I obviously collaborated with other members of the study team who
provided guidance and facts on parts of the project I was not responsible for.
Some sections are verbatim copies from the journal publication.
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Chapter 13

Water on the Moon

By now, the existence of water ice in the Moon’s polar regions is widely
accepted, even though there is no consensus yet on the origin, extent and nature
of these deposits. Improving our knowledge about the size and distribution
of the latter is crucial for understanding whether the Moon can act as a
source of water for future exploration missions. Besides these mostly practical
aspects, lunar volatiles, and water in particular, may also help us understand
the history of the inner solar system [Sto+06], the origin of water on Earth
and other planets [CV02; SS15b; Bar+16], and possibly even the delivery of
pre-biotic organic materials to the terrestrial planets [CS92; Osi+]. In this
chapter, I review the evidence for the water’s presence that was gathered so far,
our current knowledge about the sources, and the expected distribution and
accessibility of water deposits. I also discuss the value of neutron spectroscopy
as a tool in the search for water and other hydrogen-rich materials.

13.1 (Observational) Evidence

The first indication for the presence of water ice at the lunar south pole was
provided by the bistatic radar experiment aboard Clementine [Noz+96] but
was called into question by follow-up investigations [Sta97; ST99]. In the
years since, more evidence for lunar water has been gathered via neutron
spectroscopy [Fel+98; Mit+12] and via optical observations spanning the
infrared, visual, and ultraviolet ranges [Cla09; Sun+09; Pie+09; Hay+15].
The strongest evidence so far was provided by LCROSS, which observed the
ejecta plume of an impactor hurled into the permanently shadowed Cabeus
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crater and detected a water content of 5.6± 2.9% by weight [Col+10]. While
its origin is still not entirely clear [DHN20; Luc+20], water ice is thought to be
trapped in regions of extremely low surface temperatures, primarily in large
permanently shadowed regions (PSRs) and micro cold traps in the Moon’s
polar regions [Hay+15; LM17; HAS20]. Yet, recent results from the SOFIA
airborne observatory suggest the presence of molecular water also in sunlit
areas near the poles [Hon+21], which may be caused by spillage of volatiles
from the floor of PSRs onto the surrounding terrain due to micro-meteoroid
impacts and other processes [FHZ15].

The data available today, collected exclusively by remote-sensing instru-
ments aboard probes in lunar orbit, constitutes a relatively strong but nonethe-
less preliminary evidence for the existence of water ice on the Moon. Aside
from these remote-sensing measurements and with the notable exception of the
samples recently collected by the Chang’E 5 and Chang’E 6 missions, our knowl-
edge about the concentration and distribution of water and other volatiles in
the lunar rocks and regolith is limited to analyses of the few samples collected
by the Apollo and Luna missions in the late 60s and early 70s of the last century.
In-situ measurements and sample-return missions, complemented by global
high-resolution mapping from orbit, are required to resolve the ambiguities in
current data and to identify suitable ISRU locations [Cra15; Ana+12].

13.2 Sources, Distribution, and Accessibility

Since the Moon is a very dry body, the question arises where the water we
believe to have observed originated. One possibility is that is most if not all of
it was picked up when the Moon was created in the collision of a Moon-sized
object with a water-bearing Earth [Kra22]. Another possibility is that water
and other volatiles were brought to the Moon by asteroids and meteorites
[Pre+15] and by the solar wind [FS93]. Or perhaps it was brought up from
the lunar interior by volcanic activity [WHL22]. The viability and possible
contribution of all these and other proposed processes is not at all clear yet;
better modeling, based on urgently required in-situ measurements, is required
to gain a deeper understanding.

Simulations confirm that surface ice should be stable on macroscopic scales
in permanent cold traps inside PSRs, yet some recent calculations seem to
suggest otherwise [Far+19]. If buried under an insulating regolith layer of
at least a few centimeters thickness, however, ice is almost certainly stable
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on geological time scales, perhaps even in areas covering as much as 15% of
the lunar south pole [Pai+10]. The impacts of micro-meteorites over millions
of years led to a breakup and mixing of surface-ice layers with the regolith
beneath in a process called impact gardening [CB20]. Over time, this churning
and overturning of material resulted in a heterogeneous and stable sub-surface
distribution of water ice and other volatiles up to depths of several meters
[Cos+20]. Models predict that the amount of water in these sub-surface
reservoirs is much larger than in the more easily accessible surface layers
[Can+20].

It is not yet clear whether potential reserves are vast and accessible enough
to allow economically attractive extraction operations, either for commercial
purposes or to ensure that crews of government-led exploration missions can
depend on this water for their survival.

13.3 Neutron Spectroscopy: The Search for Hydrogen

On airless bodies, hydrogen-bearing materials—such as water and hydroxyl
deposits—can be detected by measuring the (relative) fluxes of thermal, ep-
ithermal, and fast neutrons. These are created by highly energetic (hundreds of
MeV and above) cosmic-ray and solar particles that penetrate the lunar surface
to depths of several meters. While a fraction of the produced neutrons diffuses
upwards through the regolith, they scatter with the soil’s constituent nuclei
and assume an energy spectrum that is characteristic for the composition of
the regolith [PBL16].

The presence of hydrogen (and thus water or hydroxyl) elicits a detectable
change in this energy spectrum by lowering the relative flux of epithermal
neutrons. That is because:

1. During their upward diffusion, neutrons are being moderated more
efficiently by hydrogen than by any other material (see Section 3.4).
The larger the hydrogen (water) abundance, the higher the fraction of
neutrons that lose a substantial fraction of their energy.

2. The moderation cross-section is considerably larger at epithermal ener-
gies than at fast energies. For a given diffusion path, epithermal neutrons
hence thermalize to a larger degree than fast neutrons, leading to their
relative suppression.
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The energy spectrum of neutrons detected at the surface (or in orbit) therefore
allows to (1) detect the presence of hydrogen and (2) estimate its abundance.
A precise determination of the latter requires knowledge of the average com-
position of the surface material. The major advantage is that no sampling is
required; measurements can in principle be taken on the ground and in orbit,
though the spatial resolution decreases with increasing altitude.

Neutron spectroscopy is a well-established tool in planetary science. In
its passive form described above, it has, for example, been employed on
two missions to the Moon—Lunar Prospector and the Lunar Reconnaissance
Orbiter (LRO) (see discussion in Chapter 16). The data from these orbital
investigations is, however, limited in resolution. The technique is more widely
used in combination with active neutron sources, allowing it to be employed on
planets with atmospheres and magnetic fields [Has+18; Mit+12; Bar+21b].
Using neutrons created by cosmic rays in Earth’s atmosphere, it can likewise
be used for the determination of soil moisture levels over large areas without
the need for taking samples [Zre+08; DZF10; Fer+20].
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Chapter 14

The Lunar Cosmic-Ray and
Neutron Spectrometer

To contribute to the search for water ice and other volatiles on the Moon, we
started developing the Lunar Cosmic-Ray and Neutron Spectrometer (LCNS)
as part of the LUVMI-X (Lunar Volatiles Mobile Instrumentation – Extended)
project funded by the European Commission’s (EC) Horizon 2020 program.
The aim of the project, which I describe in more detail in Chapter 15 below,
was to develop a package of complimentary instrumentation that would al-
low a detailed characterization of the Moon’s resource potential and of the
environment on the lunar surface in preparation for future crewed and robotic
missions. In this chapter, I summarize our work1 on a conceptual design for
a combined cosmic-ray and neutron spectrometer that shall help to find and
analyze water-ice deposits and other areas of increased hydrogen abundance.
It shall also characterize the radiation environment on the lunar surface to
address the shortage of respective in-situ measurements in preparation for the
return of humans to the Moon.

1This chapter is based on the final report that I wrote for the LUVMI-X project [LPW21], which we
submitted to the EC but have not made publicly available. Any parts of the report that I reused
were written exclusively by me. We also published aspects of our work in a peer-reviewed
proceedings paper that I presented at the IEEE Aerospace conference. I was the main author of
that paper [LEP22]. Some paragraphs are verbatim copies from these documents.
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14.1 Requirements and Objectives

We derived the objectives and high-level requirements for the instrument from
the scientific objectives of the LUVMI-X reference mission described in the next
chapter. Based on an analysis of existing measurements and models, as well
as the anticipated profile and operational concept of the reference mission,
we concluded that an instrument designed to support the latter’s two main
scientific objectives should have the following capabilities:

1. It should be sensitive to protons and GCR ions with energies larger than
10 MeV and 50 MeV/n, respectively. This energy range covers not only
GCR and SEP but also albedo protons generated by high-energy GCR
interacting with the lunar surface [Sch+16].

2. It should be sensitive to protons with energies between 100 keV and
1 MeV to measure solar-wind ions and low-energy protons reflected off
the lunar surface [Sai+08].

3. It should be sensitive to electrons and positrons with energies between
0.5 MeV and 100 MeV. This energy range covers secondary electrons and
positrons that are generated in interactions of GCR with the lunar surface
[Spe+13].

4. It should measure the TID of charged and neutral radiation to determine
the expected radiation exposure on the lunar surface.

5. It should measure the LET of charged particles. Knowledge of the LET
allows a more precise analysis of the biological effectiveness of radiation.

6. It should be capable of identifying charged particles and precisely deter-
mining their energy in the range most harmful to humans (between ten
and a few hundred MeV for protons, for example). Such information is
not only crucial to a better understanding of the lunar radiation envi-
ronment but also allows an even more precise analysis of its biological
effectiveness and thus a more reliable risk prediction for future crewed
missions.

7. It should be sensitive to thermal, epithermal, and fast neutrons with
energies between 0.1 eV and at least 8 MeV. This energy range covers
most of the secondary neutrons produced in reactions of GCR with lunar
regolith. It also spans the entire range that is relevant to the detection of
hydrogen.

8. It should have at least basic spectroscopic capabilities for neutrons and
be able to distinguish between thermal (0.1 eV to 0.4 eV), epithermal
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(0.4 eV to ∼1 MeV), and fast (∼1 MeV to ≥8 MeV) neutrons to allow
measurements of the hydrogen abundance. Ideally, it should be able to
determine neutron energies with much higher precision.

Additional requirements were closely tied to the design of the rover and the
expected operational concept. I do not list them here because they are of little
relevance to the instrument’s design and expected performance.

14.1.1 Compatibility with Different Spacecraft and Probes

The LUVMI-X project was funded by the EC solely as a technology-development
project. Its objective was to raise the technology readiness level (TRL) of
the rover and its instrumentation to 4 or 5 (see appendix G of [SP6105] or
[ESA08] for a definition of the different TRL levels). Follow-on funding by the
EC to develop LUVMI-X into a flight mission was unlikely to be approved and
ultimately did not materialize, as such projects are the responsibility of ESA. A
continuation of the work on LUVMI-X after the completion of the project was
therefore not guaranteed.

The instrumentation developed for the LUVMI-X reference mission shall be
complementary, with three main instruments providing different measurement
capabilities supporting a common objective—the search for and characteriza-
tion of water-ice deposits at the lunar poles. But the LCNS does not require the
other payloads to operate and can provide a plenty of scientifically interesting
data on its own, without the need for any additional instrumentation. One of
our goals therefore was to design an instrument that can be part of multiple
missions, perhaps even at the same time, to help provide a more comprehensive
picture of the hydrogen abundance ad the radiation environment on the Moon.
Since we were funded by the EC to develop the LUVMI-X concept, any such
consideration was, however, not to impact the performance of the reference
mission (see Chapter 15) in any way. Additional requirements that go beyond
LUVMI-X needed to be optional and design decisions or trade-off studies were
not to be driven by them.

Many of the rover-related requirements and constraints are relatively
generic and should allow a fairly straightforward adaption to other platforms,
either on the surface or in orbit. The instrument’s mechanical envelope is
loosely based on the CubeSat standard, which is widely used among providers
of hosted-payload flight opportunities (for example, in the context of NASA’s
Commercial Lunar Payload Services (CLPS) program). Electrically, the rover
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Figure 14.1: The LCNS system architecture.

is equipped with a simple data bus for payloads (RS-485) and provides a
single 28 V power bus. Both are widely used standards that are being used or
considered for several landers and rovers currently under development. The
only major difference between LUVMI-X and some other missions is the mission
duration: It is designed for a 14-day operational period and cannot survive a
lunar night. At least some other missions are supposed to operate much longer
that, requiring payloads to survive extremely low nighttime temperatures and
to be less susceptible to (total-dose) radiation damage.

14.2 Overall System Architecture

The operating principle of the LCNS is based on concepts we previously de-
veloped for other projects. During the early stages of the LUVMI-X project,
we were leaning heavily on this design heritage. But we soon realized that
while we would meet the payload’s core performance requirements, we would
very likely not be able to fulfill many of the optional ones. When the mission’s
science objectives shifted more and more towards the detection of water ice, we
had to abandon the simple architecture we envisioned when we proposed the
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project to the EC. Instead, the LCNS now consists of two separate main sensors,
a compact neutron spectrometer (CNS) and a charged-particle telescope (CPT),
as well as several secondary ones.

The CNS’s main task is the identification of water and hydroxyl deposits
by measuring the change of the albedo neutron spectrum caused by increased
concentrations of hydrogen in the regolith. The detector must have some basic
spectroscopy capabilities to perform this task, but it does not need to be a
highly precise neutron spectrometer. More importantly, it must consume as
little power as possible, so that it can be operated continuously and be used as a
scouting instrument to identify locations of interest for follow-up investigations
by the more power-intensive instruments that the rover was to be equipped
with (see description of the operational concept in Section 15.2). The main
task of the CPT is to characterize the lunar surface radiation environment
by measuring the energy spectrum of GCR and solar-wind particles. As a
secondary objective, the CPT shall also measure charged albedo radiation
created in interactions of the solar wind and GCR with the lunar surface.

In addition to these primary sensors, the LCNS is equipped with a set of
dosimeters to measure the radiation dose received on the lunar surface: The
neutron and gamma dosimeter (NGD) is sensitive to neutrons and gamma
rays and provides a reference dose measurement for the CNS; the low-energy
dosimeter (LED) measures low-energy charged albedo particles and thus pro-
vides a reference for the low-energy section of the CPT (see detailed description
of the CPT architecture in Section 14.4); and the general-purpose dosimeter
(GPD) measures the TID of all biologically relevant radiation. The design of the
dosimeters has, however, not been a central part of our study. We confirmed
that state-of-the-art solutions exist that can be adapted for use in the LCNS for
all three capability sets we identified to be relevant and that these solutions
provide adequate performance.

Figure 14.1 shows the overall system architecture of the LCNS. Both the
CNS and CPT, as well as all three dosimeters mostly comprise very similar
sensor components and can thus share a common data acquisition system
(CDAS). Even though the (analog) front-end electronics are mostly identical as
well, they are shown separately as they are integrated directly into the sensors.
This common electronics design and the shared data acquisition reduce system
complexity and allow us to lower the risk of critical system failures through
more comprehensive testing.

At the heart of the system is the system controller (SC), which performs all
telemetry and control tasks, processes and stores the sensor data, and interacts
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with the rover’s command and data handling system via a redundant data
interface. The SC is supplemented by a separate controller for the CPT dust
cover motor and by a number of housekeeping sensors distributed throughout
the instrument. The power distribution system (PDS) converts the rover’s main
power rail to the voltage busses required to operate the system; a separate bias
voltage converter (BVC) generates the highly stable bias voltage required to
operate most of the LCNS sensors. To ensure the instrument is kept within its
survival temperature range even when the main power rail has been switched
off (e.g., to conserve power when the rover is in survival mode during the
lunar night), the thermal control system (TCS) is powered by a separate supply
rail that must be kept on at all times.

14.2.1 Heritage Considerations

During the development of the LCNS concept, we tried to strike a balance
between using state-of-the-art sensor components and materials on the one
hand, and relying on our experience and proven designs wherever practical on
the other. This allowed us to concentrate on the optimization of the instrument
using technologies we understand well. I am convinced this has ultimately led
to a more robust design than we would have otherwise been able to achieve.

When we started working on the project, our team already had extensive
experience with developing radiation detectors based on scintillators and
SiPMs. Chief among our reference projects was the RadMap Telescope, whose
flight ADU we were in the process of constructing at the time. We proposed
the use of scintillators for the LCNS as well; they are ideally suited for space
applications because they are mechanically robust, can be machined into almost
any desired geometry, and can be exposed to vacuum. They are also readily
available and can be manufactured to the desired specifications in-house, which
is not the case for most semiconductor detectors. Our reasoning for using SiPMs
analogous to the one we put forward in the context of RadMap. They are a
modern replacement for PMTs and offer a number of advantages over them:
They are comparatively inexpensive, commercially available, and mechanically
robust. Detectors constructed from scintillators and SiPMs require no pressure
vessels, gas supplies, or high voltages. They can be exposed to vacuum directly
and fare comparatively well in the space radiation environment.

For these technical reasons and because we have most experience with
these technologies, we decided to make use of them to the largest extent
possible. This approach not only simplified the instrument design by getting
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rid of the engineering challenges associated with gas and high-voltage systems
but also provided a more robust design based on proven technologies. It is,
however, not possible to fulfill all requirements listed in Section 14.1 above
with a detector built solely from scintillators. We therefore needed to add other
technologies (mostly silicon-based sensors) but tried to use proven components
with flight heritage wherever possible. As repeatedly mentioned throughout the
following sections, we often excluded other candidate technologies or devices
because of these heritage considerations and technological challenges. Though
a different approach could have been taken, we believe this has ultimately led
to a more reliable design.

14.3 The Compact Neutron Spectrometer

To detect the presence of hydrogen, the CNS must have basic spectroscopy
capabilities but does not need to be a highly precise neutron spectrometer.
It must be able to determine a neutron’s energy with sufficient precision to
distinguish between the thermal, epithermal, and fast energy regimes. At the
very least, it must be able to count how many neutrons in each of the three
energy ranges it detects in a given period of time. Relative changes of these
count rates indicate differences in the composition of the regolith below the
instrument. The epithermal range in particular is a good indicator for the
presence of hydrogen (see Section 13.3). I use the following definition for
the energy ranges, which is based on the one used for the analysis of orbital
neutron data [Fel+00] but may differ from the that used in other disciplines:

Thermal 0.1 eV to 0.4 eV
Epithermal 0.4 eV to 600 keV
Fast 600 keV to 8 MeV

We thus require at least three detectors that are sensitive to neutrons with
energies in the respective ranges. The spectral resolution can be enhanced by
increasing the number of detectors and making the sensitivity ranges narrower.

14.3.1 Technology Selection

Measuring neutron energies is a comparatively challenging task: Since they
carry no (net) electric charge, neutrons do not interact with matter in a useful
(i.e., detectable) manner via ionization over a wide range of energy (in contrast
to charged particles, which frequently interact with a material’s constituent
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atoms, see Chapter 3). In most applications, we therefore make use of the fact
that neutrons can most easily be detected when they have thermal energies
(about 0.025 eV) and can be captured by a nucleus in the detector material.
In a process called thermalization, neutrons are slowed down (moderated)
through scattering interactions with a material (the moderator) until they have
the same average energy, and thus temperature and velocity, as the surrounding
atoms.

This approach is, for example, widely used in neutron spectrometers based
on the Bonner sphere principle2 [AS85; TA02]: Thermal-neutron detectors
are embedded in spheres made from a material that effectively moderates
higher-energy neutrons to thermal energies. The sensitivity of the detectors is
altered by varying the thicknesses of the spheres: The higher the initial energy
of a neutron, the more moderator material it must traverse to thermalize and
be detected. The relative count rates of detectors with different moderator
thicknesses can give an accurate measurement of neutron energies, if a suffi-
cient number of spheres is used. The spheres are typically made from plastics
with high concentrations of hydrogen, which thermalize neutrons effectively.
Bonner spheres can be produced using simple detectors (mostly gas propor-
tional detectors) and simple electronics, but take up a relatively large volume.
They are also omnidirectionally sensitive; this is generally a desirable capability
but not required on the lunar surface, where most of the neutrons are traveling
upwards from the surface.

Neutrons are often detected with modified gas proportional chambers filled
with rare 3He gas (which give only count rates, no energy) [MCM62; Kle21]
or with scintillators (crystals, glass, or plastic; often enriched with elements
that capture thermal neutrons and subsequently emit charged particles, see
Section 4.4) [Car+14; GKT17; Li+24]. Advances have also been made in devel-
oping neutron-sensitive semiconductor detectors [Fro+15; Osi+16; Cou+21;
Tam+23], but many concepts and devices are neither ready for widespread
use nor commercially available.

14.3.2 Detector Concept

We adapted the concept of the Bonner sphere to the requirements of the LUVMI-
X reference mission. Instead of an isotropic geometry, we implemented a linear

2The same measurement principle is used in many other neutron detectors as well. I reference
the Bonner sphere here because the original sphere developed by Bramblett, Ewig, and Bonner
[BEB60] was one of the earliest detectors to employ it.
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one, which allows us to combine the detectors for different neutron energies
into one sensor. Figure 14.2 schematically shows the design of the CNS sensor
stack, which is based on the assumption that the neutron flux is directional
with only a narrow angular distribution. Even though the figure already shows
what scintillators we use, the exact choice of materials is not important at this
point and will be discussed later.

We use three thermal-neutron detectors (yellow) to count the number of
neutrons with thermal, epithermal, and fast energies. The first (left) detector
counts thermal neutrons with a very high efficiency. Similar to a Bonner sphere,
we then use plastic to moderate epithermal neutrons to thermal energies. But
instead of passive material, we use a plastic scintillator (blue) in which the
energy the neutron loses during thermalization is converted into detectable
light. This allows us to measure the excess energy of the neutron (over the
thermal energy). The thermalized neutrons are detected in the second thermal-
neutron detector. A layer of highly efficient neutron absorber (grey) between
the first neutron detector and the moderator prevents neutrons that were
not detected (and thus stopped) from producing a signal in the moderator.
Using this simple geometry, we can effectively distinguish between thermal
and epithermal neutrons and even measure the total energy of the epithermal
neutrons. To detect fast neutrons and measure their energy, we use another
set of moderator and thermal-neutron detector of identical dimensions. Fast
neutrons therefore pass through double the amount of material and only have
a significant chance of being captured in the last detector. Again, we use a
layer of absorber to capture epithermal neutrons that were not stopped in the
second neutron detector.

High-energy protons and other GCR particles entering one of the scintil-
lators from the side generate signals that can be almost identical to those
created by neutrons. The stack is therefore enclosed in a tube made from
plastic scintillator (green) to detect charged particles entering from the side,
generating veto signals to identify false neutron-like events. On the top and on
the bottom of the stack, additional layers of scintillator (green) generate much
higher signals for charged particles than for neutrons and thus provide veto
signals for charged particles traversing the detector along its vertical axis.

14.3.3 Materials

We decided against using gas proportional chambers or semiconductors as
primary neutron detectors early in the project. We found that the latter are
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neither mature nor available enough and would therefore add significant risk
to the project. Gas proportional chambers have, as mentioned earlier, two
major disadvantages: (1) They require a leak-tight pressure vessel to hold the
detector gas without introducing impurities and (2) they must be operated
at voltages of hundreds of volts. Both aspects necessitate significantly more
engineering effort than is required for scintillation detectors. Furthermore,
the fact that we use scintillators for other parts of the CNS (and also for the
CPT) further reduces risk: The scintillators that we eventually chose have very
similar emission spectra, allowing us to use the same type of photodetector
and read-out electronics for all of them. This synergy significantly decreases
the system’s complexity. Furthermore, we excluded liquid scintillators from
our considerations, as they would require a pressure vessel as well.

Neutrons only interact weakly with matter and are therefore more difficult
to detect with scintillators than gamma rays or charged particles. For our
purposes, we mainly looked at detecting neutrons in the fast and thermal
energy regimes (see Section 14.3.2 to understand how this is motivated by
our detector concept). Fast neutrons can be detected in organic scintillators
that have a high concentration of hydrogen atoms: While traversing the
material, the neutrons elastically scatter with the hydrogen nuclei (protons)
of the material, transferring energy to them that is subsequently converted
into scintillation light. Most commonly available plastic scintillators can thus
be used to detect fast neutrons with varying but generally low detection
efficiencies. Thermal neutrons can most effectively be detected indirectly
through absorption reactions. The most widely used absorber material is 6Li
(lithium-6): It is readily available and has a relatively large cross-section for the
absorption of thermal neutrons through the 6Li(n,α) reaction. In this process,
a tritium ion and an alpha particle are created for every absorbed neutron and
subsequently interact with the scintillator base material (often a cerium-doped
glass matrix) to produce scintillation light.

Table 14.1 lists all neutron-sensitive scintillators we evaluated for this
project. We use colors (green, yellow, orange, red) to highlight the suitability
of each material’s properties. For the evaluation, we fixed the choice of
photosensor to SiPMs sensitive in the blue range (with a peak sensitivity of
about 430 nm) because most manufacturers offer devices with roughly these
characteristics. The emission spectrum of the scintillators should closely match
the sensitivity of the SiPMs. Another important property is the decay time
of the scintillator (a measure for the time the material produces light after
excitation through a neutron). The longer the time, the lower is the rate at
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which neutrons can be detected; a decay time of 1µs, for example, allows
detection rates of several kilohertz. A third crucial property is the temperature
range in which a scintillator can be used (and is mechanically stable). In
principle, the amount of light (i.e, number of photons) generated per captured
neutron would also be an important property, but all scintillators we evaluated
fulfilled our requirements.

As is evident from Table 14.1, many thermal-neutron sensitive scintillators
we evaluated did not fully meet the requirements of the LCNS, mostly because
of too long decay times. The material which is best suited is a type of cerium-
activated lithium glass scintillator manufactured by Scintacor under the name
GS20. In the 6Li(n,α) reaction described above, GS20 produces about 6000
photons per captured thermal neutron, which allows the use of a wide variety
of photodetectors, but most definitely allows us to work with SiPMs. Neutrons
can be distinguished from background-producing gamma rays via pulse-height
discrimination, with several tens to hundreds of gammas required to hit the
scintillator simultaneously to produce the same number of photons as one
neutron capture. Due to the relatively short decay time, this is unlikely to
happen even in environments with a high gamma background.

For the active moderator, the choice was naturally narrowed down to plastic
scintillators because they are the only scintillator material with a sufficiently
high hydrogen content for effectively moderating neutrons. The choice of
plastic scintillator is mostly restricted by the low softening point of about 70 ◦C
of the base material most widely used for commercially available products,
PVT. PS-based scintillators have a somewhat higher softening point but are not
commercially available in bulk form. Modifications of the PVT base can extend
the working range and cross-linking of the polymer chains prevents the plastic
from flowing even if the softening point is exceeded for prolonged periods of
time. We chose to use BC-448M, a high-temperature and cross-linked version
of the BC-408 scintillator manufactured by Luxium Solutions (formerly Saint-
Gobain Crystals). Its scintillation properties are identical to those of BC-408,
allowing us to use this cheaper material for prototyping and functional tests.

Tab. 14.2 lists the scintillators we evaluated for detecting charged particles.
For plastic scintillators, there is a significant overlap with the materials useful
for neutron moderation. In addition, we evaluated some commonly used
scintillation crystals. For the veto scintillator, materials must be available in
large dimensions (>10 cm) and must be machinable into the desired shape.
This requirement again restricts the choice to plastic scintillators, of which
BC-448M is the best choice for detecting charged particles. Choosing BC-448M
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14.3. The Compact Neutron Spectrometer

has the additional benefit of keeping the number of different materials low. We
have not made a final material choice for the top and bottom veto scintillators
yet. On the one hand, the material should be an ineffective neutron absorber
and ideally detect X-rays and gamma rays with a high efficiency. For these
reasons, some inorganic crystal scintillator would be an obvious choice. But
such crystals have critical disadvantages: Most candidates have rather long
decay times, some are intrinsically radioactive (thus producing background
counts), and almost all are brittle and tend to cleave. We therefore still need to
perform a trade-off study to select the best-suited material. Since the material
thickness required to produce a sufficient signal intensity is about the same for
all materials, the final choice of material does not impact the design much. We
can thus safely defer the final decision until the detector layout optimization
has been finalized (see Section 14.3.5).

The last critical material choice is that of the neutron absorber. Again, we
restricted our evaluation to solid materials to reduce the system complexity. The
most important material property to evaluate is the absorption cross-section,
which is a measure of the probability of neutron capture. The larger the cross-
section, the less material is required (on average) to stop and absorb a neutron.
The choice was mostly restricted by the limited availability of many candidate
materials. We decided to use B4C (boron carbide), which is frequently used in
control rods for fission reactors due to the wide absorption spectrum. B4C is
one of the hardest known materials and its mechanical properties make it an
ideal match for our application.

14.3.4 Neutron Signatures

Figure 14.2 shows the signatures created in the CNS by neutrons of different
energies and by charged particles entering the detector from the side or from
the top. Both neutrons (blue tracks) and charged particles (red tracks) lose
energy while traversing the detector and absorber materials. The energy-loss
signatures they create in the detector, however, are very different. Neutrons
of all energies interact only weakly with most materials and thus part with
only little of their energy; this small energy loss is depicted by small circles in
the figure. We can measure the energy deposited in active materials (i.e. in
the thermal-neutron detectors, the moderators, and the veto scintillators)
via the created scintillation light but must rely on modeling to estimate how
much energy was deposited in passive materials (i.e., the absorbers and all
structures). In the figure, detectable and invisible energy loss are symbolized

457



14. THE LUNAR COSMIC-RAY AND NEUTRON SPECTROMETER

as full and open circles, respectively.
Neutrons of different energies create distinct energy-loss signatures in

the CNS. Thermal neutrons pass through the lower veto detectors and are
then captured by the lithium atoms in the lower GS20 scintillator, creating
a scintillation signal equivalent to the excess energy of the 6Li(n,α) reaction
of 4.78 MeV (or about 6000 photons). This signal is many times higher than
the one created by faster neutrons that are not captured by lithium atoms but
instead lose energy through elastic collisions and is symbolized in Figure 14.2
by a large circle. There is a chance that neutrons of higher energies are captured
by lithium atoms while they traverse the material as well. The additional energy
they bring into the 6Li(n,α) reaction is transferred to the reaction products
(a tritium ion and an alpha particle) and converted into scintillation light,
creating a signal that is larger than the 4.78 MeV excess energy of the reaction.
A 1-MeV neutron, for example, would thus create a signal of 5.78 MeV. Thermal
neutrons can therefore be identified by a characteristic energy loss of 4.78 MeV
in the lower GS20 layer. Those thermal neutrons that are not captured enter a
layer of boron carbide, whose large absorption cross-section ensures that they
stop in this layer with almost 100% efficiency.

Epithermal and fast neutrons have a much lower absorption probability
and continue to traverse the detector. They lose energy in the lower active
moderator before entering the next layer of GS20. The length of the moderator
must be chosen such that neutrons with energies in the relevant epithermal
range are thermalized and thus have a high probability of being detected as
thermal neutrons in the GS20 scintillator. Epithermal neutrons therefore can
be identified via two signatures: They either traverse the first GS20 scintillator
and moderator and then produce a thermal-neutron signal in the second GS20
layer, or they are captured in the first GS20 scintillator and produce a signal
higher than that of a thermal neutron. In the first case, the kinetic energy of
the neutron is given by the sum of the energy losses in the layers the neutron
traverses before being captured (GS20, absorber, and moderator), with a some
modeling required to estimate the invisible energy loss in the absorber. In the
latter case, the kinetic energy can be measured directly as the excess over the
energy freed up in the 6Li(n,α) reaction.

Epithermal neutrons not captured in the second GS20 layer are absorbed in
a second layer of boron carbide. Fast neutrons passing through are then further
moderated by a second layer of BC-448M moderator, and before they enter the
third layer of GS20. Since the energy range attributed to fast neutrons is rather
large, a significant fraction of them will not be captured in the scintillator
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14.3. The Compact Neutron Spectrometer

but exit the detector through the top veto scintillators. There are hence four
types of signatures for fast neutrons: (1) They traverse all previous scintillator
and absorber layers and produce a thermal-neutron signature in the third
(and last) GS20 layer; (2) they traverse all previous layers and produce a
signal exceeding that of thermal neutrons in the third GS20 layer; (3) they are
captured in either of the first two GS20 layers and produce a signal exceeding
that of an epithermal neutron; or (4) they are not captured in any of the GS20
scintillators and pass through all detector layers. In the first three cases, the
kinetic energy of the neutron is given by the sum of the detectable and invisible
energy loss and the energy exceeding that of a thermal-neutron capture. In the
last case, the kinetic energy of the neutron cannot be determined.

For both epithermal and fast neutrons there is also the possibility of being
absorbed in a moderator or absorber layer, where they deposit a part of their
energy in non-detectable form. Additionally, while traversing the spectrometer,
neutrons with higher energies can be scattered out of the detector stack,
generating a very similar signature. The two cases can be told apart by the
additional detectable energy loss in the outer veto scintillator, which a neutron
scattered out of the stack must traverse.

Charged particles with sufficient energy to enter the CNS (above a few
MeV) may generate signals very similar in signature to neutrons, especially
when they enter the detector stack from the side (see Figure 14.2). High-
energy protons or nuclei can easily generate scintillation signals as large as
or exceeding that of a thermal neutron. If a charged particle enters one of
the GS20 scintillators from the side, it may be mistaken for a neutron whose
energy loss in the moderator layer(s) was below the detection threshold. The
main task of the veto scintillator tube is to reliably detect such events. Charged
particles entering the detector stack from the top (or bottom) generate signals
in the planar veto detectors and can thus be identified as well.

Table 14.3 summarizes the signatures neutrons of different energies gen-
erate in the CNS. For a reliable and accurate analysis of CNS data, these
signatures must be understood well. To reconstruct the neutron energy spec-
trum on the lunar surface, it is crucial to know the detection efficiency for
neutrons of different energies, what percentage of neutrons in each energy
range creates a particular signature, and how many events are (on average)
attributed a false signature. It is also crucial to understand the probability of a
charged particle creating a neutron-like signature despite the presence of veto
scintillators. The next two sections summarize the simulations we performed
and data-analysis algorithms we developed to evaluate all these parameters.
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14.3.5 Layout Optimization

We performed extensive Monte Carlo simulations using the Geant4 simulation
toolkit to optimize the detector layout.3 The primary Geant4 physics list we
used is QGSP BERT HP, which includes a data-driven high-precision neutron
package that simulates the transport of neutrons through matter below 20 MeV
and down to thermal energies. We used two different particle sources: a
neutron source producing a flat energy distribution to simulate the detector
response to neutrons and a charged-particle source producing protons and
helium ions to simulate the detector response to GCR background radiation.
The neutron source created neutrons directly below the CNS with velocity
vectors pointing straight upwards; the charged-particle source created ions
randomly on a sphere surrounding the detector with velocity vectors following
a cosine law to create an isotropic particle flux inside the sphere.

The primary goal of the detector-layout optimization was to understand the
effect of changing the height of the detector layers (thermal-neutron sensitive
scintillators, active moderators, and absorbers) within the constraints imposed
by the LUVMI-X reference mission. Initial simulations showed that thermal
neutrons can be detected with 98.8% efficiency by a GS20 scintillator of
7 mm thickness, with little improvement for thicker layers. We therefore fixed
the height of all three GS20 layers to 7 mm to lower the complexity of the
optimization. Similarly, a 2 mm layer of B4C is able to absorb close to 100%
of thermal neutrons that were not already detected, and therefore absorbed,
in the GS20 scintillator. Based on the mechanical constraints for the CNS, the
remaining combined thickness for the two moderator layers is 120 mm.

In our simulations, we varied the height of the two moderators between
30 mm and 60 mm and first investigated the classification efficiency for neu-
trons of epithermal and fast energies. The classification efficiency measures
how well the detector can correctly identify a neutron’s energy regime (thermal,
epithermal, and fast) based on the signatures listed in Table 14.3. We did
not include any detector efficiencies or other (noise) effects in the simulation.
Figure 14.3 shows the results of the optimization. As expected, the second
moderator has very little influence on the system’s ability to identify epithermal
neutrons, as the majority of them are detected in the second GS20 layer. The
first layer marginally increases the efficiency by about 0.2%. For fast neutrons,
the increase is more pronounced at roughly 2.5% but only depends on the total

3The simulations were performed in large parts by Patrick Wastian for his Master’s thesis [Was21]
under the supervision of me and my colleague Thomas Pöschl.
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moderator height, with little influence of the individual layer heights. The
overall classification efficiency for fast neutrons is lower than for epithermal
ones (62.8% compared to 97.2%), which is due to the higher probability of
fast neutrons being scattered out of the detector stack and therefore being
misidentified as epithermal ones.

We also investigated the absolute detection efficiency for epithermal and
fast neutrons as a function of moderator height. The results of this analysis
are shown in Figure 14.4. Agin, the first moderator primarily influences the
efficiency for epithermal energies, and the total moderator height determines
the efficiency for fast energies. The increase for epithermal energies is rather
low (2.5%); for fast neutrons, we observe a more substantial increase of about
7%. We therefore concluded that total moderator height should be as large as
possible given the mechanical constraints of the project, in order to maximize
the efficiency for fast neutrons. For simplicity, the two moderators can be
chosen to have the same height, as the increase in classification efficiency for
epithermal neutrons is only marginal.

Finally, we investigated the required geometries and thicknesses of the
veto scintillators that are just to distinguish events caused by neutrons from
those caused by charged particles. For the tube-like scintillator surrounding
the detector stack, we found that a thickness of 3 mm should be sufficient to
reliably detect any charged particle of cosmic or solar origin. The analysis
also confirmed that two ‘endcap’ veto detectors on the top and the bottom of
the stack are required to prevent ions from hitting the detector stack without
traversing at least one veto scintillator.

14.3.6 Simulated Performance

Based on the simulations described in the previous sections, we analyzed the
expected performance of the CNS. The results for the final configuration (GS20
thickness of 7 mm, absorber thickness of 2 mm, and moderator height of 60 mm
each) are shown in Figure 14.5 in the form of so-called confusion matrices.
In these matrices, the true energy class (thermal, epithermal, and fast) of a
neutron event is plotted against the one reconstructed from detector data.
Entries on the diagonal therefore correspond to the fraction of events that
was analyzed correctly, while off-diagonal entries correspond to incorrectly
identified events. For thermal energies, the CNS is able to classify more than
98% of events correctly, yielding an overall identification efficiency of almost
90%. For epithermal energies, the classification is even a bit better at more
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(a) Epithermal

(b) Fast

Figure 14.3: Classification efficiencies for epithermal and fast neutrons as a function
of moderator height. From [LPW21].
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(a) Epithermal

(b) Fast

Figure 14.4: Absolute detection efficiencies for epithermal and fast neutrons as a
function of moderator height. From [LPW21].
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Figure 14.5: Confusion matrices showing the optimized overall performance of the
CNS based on simulated events generated with Geant4. The left panel shows only the
accuracy of the energy classification. The right panel shows the combined detection
and classification efficiencies, thus giving the absolute fraction of incident neutrons
that is correctly or incorrectly identified. Adapted from [LPW21].

than 99%, but the detection efficiency drops significantly, giving a combined
value of about 46%. This is to be expected, as epithermal neutrons have a
much lower interaction cross-section (i.e., interaction probability) than thermal
ones. Interestingly, the classification efficiency for fast neutrons drops to about
69% but the combined value is slightly higher (49%) due to a substantially
higher detection efficiency. We also observe a larger fraction of fast-neutron
events that are being misidentified as epithermal neutrons. This is also to be
expected, as fast neutrons have a significant probability of being scattered
out of the detector stack, therefore producing signatures resembling those of
epithermal energies. With proper calibration of the instrument, this effect can
be compensated and thus does not present an issue.

Test and calibration campaigns with neutron sources will obviously be
required to verify the simulation results, but the overall performance presented
here is surprisingly good for an instrument as simple and compact as the CNS.
The absolute detection efficiencies for epithermal and fast neutrons are much
higher than we had originally anticipated and should be sufficient for collecting
a statistically meaningful data set even on moving surface vehicles.
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14.4 The Charged-Particle Telescope

To measure GCR, SEP, and solar-wind particles, the CPT must be sensitive
to charged particles over a wide range in mass and energy. The lower sen-
sitivity limits in energy are 10 MeV and 50 MeV/n for protons and heavier
nuclei, respectively. The challenge of designing the CPT is making it as small
and compact as possible while still achieving an adequate energy range and
resolution. For a study of the interaction between GCR and the lunar surface
the MeV–to–GeV region is of particular importance.

14.4.1 Detector Concept

For the CPT, we opted for an integrated design: A simple telescope comprised of
three silicon pixel detectors encloses a calorimeter stack made from scintillators,
the most widely used class of material for such detectors. Figure 14.6 shows a
schematic overview of the design, with cosmic-ray and solar particles entering
the detector stack from the right.

The three silicon-based tracking detectors are shown in red; two are located
at the top of the stack to provide directional information for particles with
energies too low to traverse the full calorimeter. The third detector is placed on
the bottom, giving a longer lever arm for achieving a better angular resolution.
The calorimeter between the tracking detectors consists of multiple layers of
plastic scintillators (shown in blue) that measure the energy loss of particles
traversing the stack. If a particle deposits its full energy in the calorimeter
(i.e. it stops), its total energy can be determined. For particles not stopping
in the detector, we extrapolate the characteristic energy-loss curve to be able
to determine their total energy, albeit with a larger uncertainty. To maximize
the energy range the CPT is sensitive to, we placed layers of passive material
between the scintillator layers (shown in gray). Particles lose energy more
efficiently in these so-called absorbers, therefore enlarging the maximum
energy a particle stopping in the CPT can have. To determine a particle’s
identity, we just like for the ADU use the method of Bragg curve spectroscopy,
exploiting a particle’s energy-loss profile to unambiguously identify it. The
technique works for a limited energy range and is the primary reason for
the segmentation of the calorimeter’s detection volume. The energy-loss
measurements of the silicon-pixel detectors can be used in addition to those of
the scintillators.
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Similar to the CNS, the sensor stack of the CPT is enclosed in a tube made
from plastic scintillator (shown in green) that allows us to detect particles being
scattered out of it or entering from the side. Additional rings of scintillator
around the tracking detectors on the top and the bottom of the stack ensure
that particles not going through the telescope layers can also be identified.

To be able to measure albedo protons with energies below 1 MeV, we
added what we call the low-energy section of the CPT (LE-CPT): a stack of
three planar silicon detectors forming a separate telescope for very low-energy
particles. The LE-CPT can provide up to three measurements of the LET of
particles travelling upwards and also further extends the energy range that
the calorimeter can cover. The detection of albedo radiation requires that the
LE-CPT can be directly exposed to the lunar surface without any additional
material in between.

14.4.2 Materials

To keep the overall design of the LCNS as simple as possible, we opted to use
as few detector materials as possible. The CPT calorimeter is therefore made
from the same plastic scintillator material we use for the moderator layers of
the CNS, as is the veto scintillator. We therefore evaluated the same materials
already presented in Table 14.2 and ultimately chose BC-448M. The choice of
absorber materials was strongly guided by the simulation-based optimization
process. The range of commercially available silicon-pixel detectors suitable
for use in space and with approximately the right dimensions is very limited.
We chose the TimePix3 (or TimePix4) detectors [Poi+14; BCL20] that have
already been used in radiation monitors deployed aboard multiple spacecraft in
Earth orbit [Sto+15; Gra+16]. NASA will also rely on TimePix-based detectors
for monitoring crew exposure during the upcoming Artemis missions to the
Moon, and has already done so during the first in one (Artemis I) in late 2022
[Sto+23].

14.4.3 Event Signatures

Figure 14.6 shows the signatures of events in the CPT. Charged particles (red
tracks) traversing the detector lose energy in the detector material. The circles
along their tracks symbolize this energy loss: the larger the circle, the more
energy the particle deposits in a particular layer of the detector. Filled circles
denote energy that can be measured in the form of scintillation photons, open
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circles denote energy that cannot be measured. The figure also qualitatively
shows how Bragg curves, i.e., the increasing energy loss toward the end of a
stopping particle’s track, would look like in the detector. As in the RadMap
Telescope’s ADU, recording these energy-loss profiles allows us to identify
particles and measure their energy.

14.4.4 Detector Layout Optimization

As with the CNS, we also performed extensive Monte Carlo simulations using
the Geant4 simulation toolkit to optimize the layout of the CPT. Using the
same physics lists, we simulated the signatures of different ions in the detector
to understand how thick the individual scintillator and absorber layers need
to be. We used a particle source covering the full range of cosmic-ray ions
and energies; the source created ions randomly on a sphere surrounding the
detector with velocity vectors following a cosine law to create an isotropic
particle flux inside the sphere.

To understand the performance of the detector, we used reconstruction
algorithms that are simple enough to implement on a microcontroller, in order
to not come up with a design that requires complicated algorithms that we
would later not be able to implement in the CDAS. These algorithms use a
combination of the total energy deposited by a particle in the detector and
its energy loss in selected detector layers (for details, see [Was21]). We also
fixed the number of active scintillator layers in the stack to 12; assuming the
use of one 16-channel read-out chip, the remaining four channels are reserved
for reading out the veto scintillator. During the optimization process, we
concluded that the use of three different kinds of absorber layers would deliver
the desired performance: copper layers of two different thicknesses and yet
thicker layers of lead.

14.4.5 Simulated Performance

We used the simulations described in the previous section to determine the
expected performance of the CPT. Figures 14.7 and 14.8 visualize the identifica-
tion accuracy for stopping and through-going particles, respectively. We limited
to our analysis to elements lighter than neon. The latter we only included so
that any edge effects would not occur for fluorine. I again present the data in
the form of confusion matrices to show to what element misidentified events
were assigned. The accuracy for stopping light ions is close to 100%, only
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Figure 14.7: Identification accuracy of light GCR nuclei stopping in the sensor stack of
the CPT. Adapted from [LPW21].

dropping to below 90% for elements beyond carbon. For higher Z1, misidenti-
fied events are mostly assigned to heavier elements. A classification allowing
∆Z = 1 would yield a nearly 100% accuracy for all elements considered.

Figure 14.8 shows that the situation is qualitatively similar for nuclei that
do not fully stop in the detector. The overall accuracy is a little lower, though
it is still larger than 99% and 95% for hydrogen and helium, respectively.
Interestingly, it jumps from below 80% to almost 95% between oxygen and
fluorine. We have not yet fully understood the origin of this effect. Similar to
the CNS, the overall performance of the CPT is surprisingly good for a detector
of such small size. For through-going heavier elements, a classification with
∆Z = 1 or ∆Z = 2—similar to our particle identification for the RadMap
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Figure 14.8: Identification accuracy of light GCR nuclei passing through all layers of
the CPT’s sensor stack. Adapted from [LPW21].

Telescope—will likely be required to keep classification efficiencies in the range
of 80% to 90%. For the purposes of characterizing the radiation environment
on the lunar surface, this approach is certainly acceptable. And for referencing
against the measurements of the CNS, hydrogen and helium are the most
important elements due to their abundance that is orders of magnitude higher
than those of other nuclei.
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14.5 Mechanical and Electrical Design

The main objective of the LUVMI-X project was to raise the TRL of the tech-
nologies critical to the rover and to its instrumentation. For the LCNS, we
therefore concentrated on developing a robust overall (mechanical) design
to show that the capability requirements listed in Section 14.1 above can be
fulfilled by an instrument that meets the constraints of the reference mission.
We did, however, only develop a detailed design of the critical parts of the
LCNS, which are the two main sensors. For all other systems, including most
of the electronics, we only performed design studies to identify solutions that
either have flight heritage or that we have worked with ourselves before. In
this section, I therefore focus on the description of the CNS and CPT designs,
and only briefly summarize the architecture of the CDAS and the SC. We have
not investigated design options for the NGD, LED, and GPD.

14.5.1 Compact Neutron Spectrometer

As they both have a telescope-like, linear layout, we tried to keep the structural
design of the CNS and the CPT as similar as possible. This would in particular
allow us to keep the dimensions of the veto scintillator approximately the same,
significantly reducing the manufacturing costs.

Figure 14.9 shows a cross-sectional view of the CNS design. The sensor
stack—consisting of the three GS20 scintillator blocks, two longer blocks of
plastic scintillator (BC-408 or BC-448M) acting as active moderators, and two
neutron absorbers made from boron carbide—are enclosed in a lightweight
aluminum structure. This structure consists of two half shells that are screwed
together after the scintillator and absorbers were inserted. Besides providing
structural integrity, the aluminum shells are also light-tight, i.e., they prevent
external light from entering the sensor stack. Thin aluminum windows prevent
optical crosstalk between the GS20 and plastic scintillators. The scintillators
are read out with Hamamatsu S13360-2050VE and S13360-3050VE SiPMs
[HAM16] that are optically attached using EPO-TEK 301 epoxy through cutouts
in the aluminum shell. They are soldered onto a PCB that is mounted to the
back of the sensor stack (and is thus not visible in Figure 14.9).

The veto scintillator is a tube with rounded edges (see Figure 14.17) and a
wall thickness pf 5 mm. It completely encloses the sensor stack and is secured
in place with end caps that attach to the aluminum shell of the stack. These
end caps also hold two layers of CsI scintillator each and provide attachments
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points for the whole assembly. The veto is read out by 12 Hamamatsu S13360-
6050VE SiPMs [HAM16], which are mounted on rigid-flex PCBs and glued to
it from the inside.

14.5.2 Charged-Particle Telescope

The design of the CPT, shown in Figure 14.10, is very similar to that of the
CNS. 12 layers of plastic scintillator (BC-408 or BC-448M) are enclosed in an
aluminum structure made of two half shells. The first seven absorber layers are
made of copper (three with a thickness of 2 mm and four with one of 4 mm),
the last three are made of lead. The veto scintillator is nearly identical to that
of the CNS, except that it is shorter. The TimePix3 silicon-pixel detectors are
embedded into the mechanical end caps attaching the veto scintillator to the
main sensor stack. We use the same models of SiPMs of Hamamatsu’s S13360
series as for the CNS to read out the various scintillators.

For the LUVMI-X project, we focused on the development of the main part of
the CPT because its extension for detecting low-energy albedo particles, the LE-
CPT, was deemed optional by the team. We therefore did not integrate it into
the main sensor stack shown in Figure 14.10. Instead, we performed a limited
design study to identify candidate components for a future detailed design.
Figure 14.11 shows the result of this study in the form of an approximate
model of a possible detector configuration. We found a number of suitable
commercially available silicon sensors that can be used for the direct detection
of charged particles, among them the S14536 and S14537-series large-area
PIN diodes by Hamamatsu [HAM23a]. In the model, we placed three such
planar detectors on top of each other with minimal distance in between.

Since the detector stack must be exposed directly to the lunar surface (i.e.,
without any material in between) to maximize its acceptance to low-energy
particles, it is mounted to a baffle-like entrance window that is 10 mm deep.
This protects it against inadvertent impacts or other mechanical influences
that could damage the diodes. It does, however, not prevent abrasive lunar
dust (regolith) [Col+07; ZDB23] kicked up by a moving rover from reaching
the lowermost sensor. As this should be absolutely avoided, the LE-CPT is
protected by a rotating lid (see Figure 14.12) whenever the rover moves.
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Planar silicon detector #1
Planar silicon detector #2
Planar silicon detector #3

Dust lid motor

Neutron entrance 
window for CNS

Lid for protection
against dust

Particle flux

Figure 14.11: Cross-sectional view of the design of the LE-CPT, showing the three
planar silicon detectors behind a 10-mm deep entrance window.

Planar silicon detector #1

Rotating lid

Ball plunger

Neutron entrance 
window for CNS

Figure 14.12: Rotating lid to protect the LE-CPT from abrasive lunar dust kicked up by
a moving rover. Two ball plungers act as end switches for the rotation.
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Primary Sensor - CNS 
Compact Neutron Spectrometer
Neutron spectroscopy for water detection

Primary Sensor - CPT
Charged-Particle Telescope
Characterization of radiation environment

Secondary Sensors - NGD, LED, GPD 
Dosimeters
Characterization of radiation environment

SC
System Controller
Control & telemetry, data storage

CDAS
Common Data Acquistion Electronics
Digitization & processing of sensor data

100 mm

25
0 

m
m

110 mm

Lunar surface

Figure 14.13: Rendering of the LCNS version without LE-CPT in flight configuration.
The required external thermal protection is not shown. The color coding is the same
as in the schematic system architecture shown in Figure 14.1. Adapted from [LEP22].
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14.5.3 Overall (Mechanical) Design

Figure 14.13 shows a rendering of the overall LCNS instrument without LE-
CPT in flight configuration. It does not show the external thermal protection
required for surviving the lunar surface environment, especially during the
night. During the study, we did not invest much effort into miniaturizing
systems beyond the two main detectors, but were able to fit the instrument
in an envelope of 250 mm by 110 mm by 100 mm. Its mass should be below
5 kg, including margins of 10% to 40% for most subsystems. Both the volume
and the mass of the instrument can likely be further reduced. The backplane
of the instrument is formed by the SC and the CDAS, which are housed
in a common aluminum structure that also provides the external electrical
interfaces and the attachment points for the instrument. The CNS and CPT are
both housed in their own aluminum compartments that are attached directly
to the main housing. The three dosimeters (NGD, LED, and GPD) share a
common compartment. All structural and housing components are made
from corrosion-resistant 7075 aluminum alloys and are anodized for increased
surface hardness.

14.5.4 Electrical Design

The avionics and data acquisition of the LCNS consist of two primary subsys-
tems: the system controller (SC) and the common data acquisition system
(CDAS). Even though the sensors’ front-end electronics are mostly embedded
directly into them, we logically see them as part of the CDAS, as they are a core
part of the data acquisition. The BVC and the motor controller are subsystems
with only minimal integration into the SC or CDAS, and they would most rely
on design heritage from the RadMap Telescope. I therefore do not describe
them here.

System Controller

A schematic overview of the SC is shown in Figure 14.14. Central to the
SC is a radiation-hardened (micro)processor. We selected and tested the
VA41620 microcontroller manufactured by Vorago Technologies, which is a
space-qualified variant of the ARM Cortex-M4. The processor is supplemented
by three memory components: a low-capacity MRAM chip for storing the
processor’s program and operating system, a radiation-hardened SDRAM IC as
main working memory, and a radiation-hardened NAND flash for storing data.
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Figure 14.14: Schematic overview of the SC, which is built around a radiation-
hardened variant of the ARM Cortex-M4 microcontroller. All critical components are
space-qualified to ensure reliable operations in the lunar surface environment.

Choosing MRAM for storing the processor program is motivated by the fact that
its underlying technology is intrinsically radiation-hard, i.e., radiation cannot
alter the physical state of memory bits at all. This ensures that a so-called
‘golden’ copy of the program is preserved at all times.

An external watchdog circuits acts as the system’s main supervisor and
resets the SC in case of execution errors. A low-power ADC with a low sampling
rate digitizes the signals of several housekeeping sensors, mostly for tempera-
ture monitoring throughout the instrument. The SC communicates with the
motor controller of the dust cover via a low-level digital interface and with
the CDAS via a yet-to-be-specified parallel interface. The main data interface
to the rover’s payload data bus is realized via redundant radiation-hardened
RS-422/RS-485 transceivers. For potential flight opportunities aboard other
landers or rovers, we decided to also include a SpaceWire interface, which
would not be installed for the LUVMI-X reference mission. Ethernet and JTAG
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interfaces are available for ground use, in particular for programming and
monitoring the SC during integration and testing of the instrument.

Common Data Acquisition System and Front-End Electronics

Figure 14.15 shows a schematic overview of the CDAS. I arranged all sensors
and their front-end electronics on the left-hand side of the figure and the
interface to the SC on the right-hand side. For the CPT and the CNS, we use
the same type of ASIC to digitize the signals of the SiPMs that we already used
for the RadMap Telescope’s read-out electronics. For easier reference, I again
provide a brief summary of its characteristics here (see Section 10.4 for details):
The IDE3380 (see Figure 10.8) is a 16-channel ASIC with a programmable
parallel input stage to shape the SiPM signals to a length suitable for the
built-in ADC operating at 50 ksps. Signals are multiplexed internally before
being fed to the ADC to achieve a low power consumption of 30 mW per IC;
the multiplexed signal is also available on an output pin to be used with an
external ADC running at a higher sampling rate, if required. For high data
rates, the outputs of the parallel input stage are also available of individual
outputs, such that a system with no multiplexing of signals can be constructed.
For the LCNS, we plan to use the internal ADC to keep the power consumption
as low as possible. The IDE3380 is controlled via an SPI interface and the ADC
data is made available via a single-ended serial output. The IC is a space-grade
component that was developed under contract for ESA.

The CPT is equipped with two additional front-end ICs for digitizing the
signals of the Silicon-Pixel Sensor (SiPX) and the Planar Silicon Sensors (SiPL).
A component evaluation to identify suitable candidate ICs was not completed
within the project timeframe. Since only a few sensor channels are required,
the front-end electronics of the three dosimeters are a lot simpler than those
of the CPT and the CNS. We use radiation-hardened ADCs with discrete input
and shaper stages to digitize the signals of the SiPMs of the dosimeters. The
ADCs are connected via low-level digital interfaces to the CDAS.

Due to the high number of (serial) interface and the fact that pre-processing
and analysis of the data must happen in real-time, we decided to use an FPGA
as the core processing component of the CDAS. A lot of our prototyping work
is performed on SRAM-based devices, mostly those manufactured by AMD
(formerly Xilinx), but the code required for our purposes can in principle run
on any other technology as well. SRAM-based FPGAs generally are the most
powerful and versatile devices on the market, but suffer the disadvantage of a
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Figure 14.15: Schematic overview of the CDAS. At its heart is a radiation-hardened
variant of AMD’s Kintex Ultrascale FPGA. For the CNS and the CPT, we rely on the
IDE3380 ASIC for the read-out of the SiPMs; we previously used the chip successfully
for the RadMap Telescope.
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fairly large susceptibility to radiation effects. AMD has released a radiation-
hardened version of the Kintex Ultrascale series (the XQRKU060), which should
perform adequately in terms of radiation hardness. Alternatively, we could use
a flash-based FPGA that is less susceptible to radiation effects.

Similar to the SC, we use MRAM to store the FPGA program to prevent
damages to the program from radiation effects. In addition, a small radiation-
hardened microcontroller acts as a scrubber and can (partially) reconfigure
the FPGA while it is operational. The FPGA may be equipped with additional
external memory in the form of an SDRAM IC to improve its data-handling
capabilities. The CDAS communicates with the SC via a yet-to-be-specified
parallel interface. Direct access to the FPGA during integration and testing is
possible via a JTAG interface.

14.6 Test Campaign at Paul Scherrer Institute

Unfortunately, the funding foreseen for test campaigns in the budget of the
LUVMI-X project was limited. Much of the project was also performed during
the Covid-19 pandemic, which meant that our ability to travel was severely
limited. Most impactful, though, was the complete shutdown of the FRM II
research reactor at our own university, which completely thwarted our plans
for testing the CNS with neutrons. Our ability to investigate the real-world
performance of the detector concepts we developed was therefore severely
limited. Luckily, though, we were once again granted access to the πM1
beamline of PSI for detector for a variety of detectors and thus were able to at
least perform some model verifications.

Figure 14.16 shows the prototype of the CPT that we used for testing at
PSI. The upper panel shows that the main structure of the sensor stack was
almost identical to the one shown in Figure 14.10, except that we did not
use a through-going cutout for the scintillators and absorbers. Instead, we
milled an individual compartment for each layer directly into the structure,
thus improving the accuracy of the mechanical placement of each of them. The
walls between the compartments add about 4 mm of aluminum to the thickness
of the lead layers, which for sure does not negatively impact the calorimeter’s
performance. More important is that they block the path for optical crosstalk.
For the absorber layers made of copper, we simply produced a respective insert
made from copper. The middle panel shows the scintillators and lead layers
integrated into one of the half shells. Due to material shortages, we were
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Figure 14.16: Prototype of the CPT calorimeter used for testing at PSI. Top: The two
half shells of the aluminum structure, with copper inserts forming absorber layers.
Middle: Scintillator and lead layers integrated into one of the half shells. Bottom: The
PCB with S13360-2050VE SiPMs used for reading out the sensor’s scintillators.
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Figure 14.17: Prototype of the CNS veto scintillator that we used for testing at PSI. It
is identical to that of the flight instrument, except that the S13360-6050VE SiPMs are
mounted on regular PCBs and not rigid-flex ones.

Figure 14.18: The CPT prototype (center) during testing at PSI. The detector sits in
top of a table that allows to change its angle to the beam at pre-defined intervals. The
devices to the left and to right are trigger detectors.
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forced to stack pieces of lead that we had available next to each other. The
lower panel shows the PCB with S13360-2050VE SiPMs that we used to read
out the scintillators.

Figure 14.17 shows a prototype of the veto scintillator of the CNS that
we used for testing its detection efficiency, which is critical to the detector’s
performance because it helps to identify background events. It is identical
to that of the flight instrument, except that the S13360-6050VE SiPMs are
mounted on regular PCBs and not rigid-flex ones.

To digitize the SiPM signal of both detectors, we used the sampling-ADC
system that we previously used for many of the tests in the context of the
RadMap Telescop project (e.g., see Section 7.1.3). We also used the same
support equipment (shapers, power and bias-voltage supplies, and trigger
detectors). Figure 14.18 shows the test setup, with the CPT prototype placed
between an upstream and a downstream trigger detector. It is mounted
on a table the allows to change its orientation to the beam at pre-defined
intervals. We subjected both detectors to beams of minimum-ionizing pions (at
450 MeV/c) and protons with a momentum of about 400 MeV/c.

Though this did not allow us to perform a comprehensive test campaign
to assess the CPT’s energy resolution and particle-identification capabilities,
we were nonetheless able to gather vital data that allowed to benchmark
our Geant4 simulation models. However, our main objective was to confirm
that the mechanical design shown in Figure 14.16 produced adequate light
yields and uniformity, which could. The test of the CNS veto scintillator was
even more crucial: We never before machined such large structures from bulk
scintillator material and had little idea about its real-world light-yield. Though
we used Geant4 simulations to optimize the scintillator’s geometry and the
placement of the SiPMs, we were not sure how well the real system would
perform. Our skepticism was mainly rooted in the difficulties we initially
encountered in producing the tube-shaped structure. Unexpectedly, however,
the scintillator performed even better than predicted by our simulations.
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Chapter 15

The LUVMI-X Reference Mission

The primary goal of the LUVMI-X project was the maturation of technologies
and instrumentation for a future European lunar resource-prospecting mis-
sion using a compact rover. The main scientific objective of this endeavor
would be to identify regions with abundant water deposits in the Moon’s po-
lar regions. To guide the technology development for both the rover and its
prospective instruments with a set of realistic capability requirements and
constraints, an important cornerstone of the project was to devise a reference
mission—including scientific requirements rooted in the current state of the
art, an operational concept, and an analysis of potential landing sites given the
capabilities of the to-be-developed rover, as well as the current and near-future
generation of lunar landers. I present all of these in the following chapter and
highlight how they influenced the design of the LCNS.1

The reference mission’s primary objective is to measure the concentration
and distribution of volatiles in fully illuminated, partially illuminated, and
permanently shadowed regions at the lunar poles. The principal target is water,
both in the form of ice and in chemically bound states, but the abundances of
other volatiles identified by LCROSS and found in Apollo samples—such as
hydroxyl, hydrogen sulfide, ammonia, ethylene, and carbon dioxide [Col+10]—
shall also be determined. Measurements shall be taken through both remote
sensing at stand-off distances (∼1 m) and direct sampling; the former having
the advantage that it requires less time while the latter can deliver higher levels

1This chapter is largely a verbatim copy of a journal article that we published in The Planetary
Science Journal [Los+22]. Though I obviously needed to rely on technical input from the rest of
the team, I was the lead author of that article and wrote all of it myself.
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of confidence. The combination of both techniques allows an efficient survey
of volatile abundances over a relatively large area. To support the investigation
of the solar-wind implanted particle (SWIP) implantation and retention mech-
anisms, we aim to attempt the technically more challenging measurement of
hydrogen and helium abundances with both techniques as well. An important
secondary objective is the determination of the regolith’s elemental composi-
tion in regions for which no reliable in-situ or sample data exists yet, again with
a focus on the polar regions. This shall be achieved through means of remote
sensing, as an instrument for the in-depth mineralogical analysis of samples
is beyond the envisioned scope of the LUVMI-X mission. Another secondary
objective is the characterization of the lunar surface radiation environment in
preparation for future crewed exploration missions. Here, we do not merely
intend to measure the radiation dose astronauts will receive but aim to conduct
a full spectral analysis of charged and uncharged radiation from both primary
and secondary sources. Figure 15.1 shows an artistic rendering of the LUVMI-X
surface elements, i.e., its rover and instrumentation.

15.1 Mission Elements

The scope of the concept and design study I present here was intentionally
limited to the development of the surface element of the LUVMI-X mission.
We did not devise a broader mission concept encompassing launch, transfer,
and landing elements. Instead, we tried to make as few constraining design
decisions as possible to be able to take advantage of the growing landscape of
commercial and government missions to the lunar surface, assuming that each
of them will have identified appropriate means of getting to the Moon. The
nature of the investigations we envision does, however, absolutely necessitate
mobility and thus the development of a suitable rover. Investigations using only
lander-attached instrumentation were therefore excluded from our concept
studies. Another constraint of the study was that any form of nuclear power
source was prohibited to not constrain the choice of launch provider and
due to lack of access to the required materials; the rover must therefore be
powered by solar illumination only. This constraint significantly impacts the
design of the surface element if it must survive the lunar night, during which
temperatures drop well below 100 K in some regions [Wil+17; Wil+19]. To
limit the complexity and development time of the mission, we thus assumed a
nominal operational period of 14 days during the lunar day, with only brief
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The LUVMI-X Rover
and Its Primary Instrumentation

LVS - Lunar Volatiles Scout

LCNS - Lunar Cosmic-Ray and
Neutron Spectrometer

VOILA - Volatiles Identification 
by Laser Analysis

Figure 15.1: The LUVMI-X rover and its instrumentation. The LCNS is one of three
primary instruments with both overlapping and complimentary capabilities supporting
the characterization of the lunar surface environment. From [Los+22].

incursions into shadowed areas of no more than 8 hours. In principle, the rover
and instrument designs presented here may, at specific landing sites and under
certain conditions, be able to survive the lunar night—which at the poles can
be as short as a few days—and could therefore allow much longer missions.
Since we did not have the time to study nighttime survivability in detail and
to reliably estimate the maximum time the rover could operate in shadow, we
settled on conservative assumptions for these capabilities and leave detailed
investigations to future studies.

15.1.1 The Rover

LUVMI-X’s surface element is a compact four-wheeled rover capable of travers-
ing a distance of at least 5 km during a 14-day mission. The rover is optimized
for operations in the lunar polar regions and is well suited for short-term inves-
tigations of PSRs and other cold traps. It is equipped with four independently
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steerable wheels in a rocker configuration with an internal differential, has a
ground clearance of 30 cm, and drives at a nominal speed of up to 10 cm/s. We
chose a four-wheeled design because it allows substantial mass savings over
a six-wheeled configuration but has, if combined with a rocker mechanism,
only marginally worse stability and traction. Though the design offers less
redundancy than one with six wheels, we consider this to be an acceptable
drawback given the short mission duration and our goal of designing an afford-
able platform. The wheels consist of two lightweight aluminum rims connected
to a hub via spokes; the running surface is made of wire mesh to prevent the
rover from sinking into loose soil and is equipped with grousers for increased
traction. To achieve high drive torque, we embedded frame-less and brush-less
motors with harmonic gears directly into the wheels’ hubs.

One of the distinguishing features of the vehicle is its actuated suspension,
which allows bringing chassis-mounted instruments into contact with the lunar
surface. It also allows modifying the rover’s center of mass, and hence stability,
to adapt to different terrain conditions. The vehicle is designed to traverse
obstacles up to 40 cm in height and climb slopes composed of loose material
with inclinations of up to 25 degrees. Figure 15.2 shows a prototype rover
whose drive train and wheel design closely resemble those of the flight version.
Using the prototype, we were able to demonstrate most of the rover’s mobility
capabilities. The surface composition at the test site did not, however, allow us
to fully verify the rover’s ability to climb slopes of material that is representative
of lunar regolith. Power is generated by a vertically mounted, rotatable solar
panel conceived to work best at high latitudes; our models indicate that the
panel should be capable of delivering up to 150 W. About half of the generated
power is available for the scientific instrumentation. The thermal control
system is likewise optimized for low illumination angles and hence features
upward-facing radiators. Nominally, the rover will communicate via an X-band
direct-to-Earth link, though relaying signals through a lander or satellite is
possible and preferred, should these options be available.

The mission is nominally teleoperated, mainly relying on a suite of cameras
for visual feedback; we do, however, plan to have the option of performing a
limited set of supervised, semi-autonomous operations should environmental
conditions or operational constraints require it. To aid both operational modes,
the rover is equipped with hazard-detection and navigation cameras; the for-
mer are mounted on its forward- and backward-facing surfaces while the latter
are mounted on a pan-tilt unit on top of the antenna mast. The navigation
cameras are based on commercially available, space-grade camera modules.
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Figure 15.2: Prototype of the LUVMI-X rover, optimized for operations in Earth’s
gravity, during field-testing in a quarry. A prototype of the spring-loaded mechanism
for deploying payloads is mounted on its front face (right). From [Los+22].

They provide three-dimensional images with multi-spectral resolution for short
focus distances (0.1 to 1 m) and regular three-dimensional images for medium
distances (1 to 10 m). They also include a long-range telescope for traverse
planning and for identifying potential sites for investigation with the rover’s
scientific instruments. The pan-tilt mechanism and the distance information en-
coded in the three-dimensional images also allow the acquisition of panoramic
digital elevation models (DEMs) to support rover navigation.

As an alternative to this relatively traditional setup, we developed a tech-
nology demonstrator of a 360◦ stereo camera. The system is integrated into
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the antenna mast—avoiding the need for the mass and complexity of a pan-tilt
mechanism—and would allow a more efficient use of mission time as only
a single exposure is required to image the surroundings of the rover. The
camera’s stereo capability also allows for the creation of DEMs of the entire
local area visible to the rover and for calibrated distance measurements of
specific features. Such a 360◦ camera system could vastly reduce the number
of cameras required on the rover and thereby reduce the mass, required power,
and complexity of the mission.

The rover can accommodate instruments (payloads) with a total mass of
25 kg, distributed mainly on the forward- and backward-facing surfaces of its
chassis. A limited volume inside the chassis is available for payload systems
that need to operate in a more tightly controlled thermal environment than
achievable on the outside (within the volumetric, mass, and power constraints).
This payload capacity matches the one required for the instruments of the
LUVMI-X concept mission described here, but would also allow the rover to
carry a wider variety of payloads in future missions due to its modular design.
Instruments can either be mounted directly to the rover chassis or can be
deployed to the lunar surface using custom release mechanisms (and the
rover’s actuated suspension). This allows us to place instruments in areas of
interest for long-term investigations while the rover continues its journey. The
mechanism also allows the retrieval of payloads after they completed their
investigation. Such instruments would be self-sufficient, rely on battery or
solar power, and use low-power radio links to stay in contact with the rover
or to communicate directly with orbital relay satellites. We also devised a
spring-loaded mechanism that can deploy instruments with masses up to 1 kg
into areas that are inaccessible to the rover, such as deep craters, at distances of
up to 50 m (in lunar gravity). This capability allows us to investigate extremely
hazardous areas that would otherwise be unreachable but may hold large PSRs
or other scientifically interesting features.

15.1.2 Scientific Instruments and Objectives

We selected the rover’s scientific instruments such that they provide comple-
mentary data on the mission’s primary target, water. The focus of our work
were three major instruments that can search for water and other volatiles on
the surface and at different depths.
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The Lunar Volatiles Identification by Laser Analysis (VOILA) Instrument

Starting on the surface, the Volatiles Identification by Laser Analysis (VOILA)
instrument will be able to detect the signatures of hydrogen and oxygen in the
upper few millimeters of the regolith, allowing us to determine the amount
of surface ice present in the areas we investigate. VOILA uses laser-induced
breakdown spectroscopy (LIBS) to rapidly analyze the composition of samples
along the rover’s path. LIBS relies on ablating material from a sample by
focusing a pulsed laser onto its surface, producing a micro-plasma of atoms,
ions, and electrons [DH17] in a plume several millimeters in size. We developed
a compact Yb:YAG laser emitting at a wavelength of 1030 nm that can generate
pulses at a rate of 10 Hz, each with a length of 8 ns and an energy of more
than 15 mJ. Laboratory measurements have shown that this energy is large
enough to produce a sufficiently bright plasma even in loosely grained regolith
simulant at near-vacuum pressures [Ric+21]. Figure 15.3 exemplarily shows
plasma plumes generated by laser pulses of different energies.

The light emitted by the plasma is collected by the instrument’s optical
head with an aperture of 50 mm and its spectrum is analyzed to identify and
quantify elements based on their characteristic emission lines. We use a crossed
Czerny Turner spectrometer that provides spectral coverage from 350 nm to
790 nm at a resolution of better than 0.5 nm and that is optimized for the
detection of hydrogen at 656.3 nm and of oxygen at 777.4 nm. To save mass
and reduce the complexity of the system, the same confocal optics are used
to collect the plasma light and to focus the laser onto its target. The focusing
mechanism produces a laser spot size of less than 190µm and guarantees
repeatable measurement conditions on the uneven lunar surface at distances
between 0.3 m and 0.5 m; a pointing mechanism allows analyzing targets
within a lateral field of view of about 40 degrees in front of the rover. The light
of an LED operating in the visible spectrum can be coupled into the receiving
path of the optical system and be focused on the target the instrument is
observing. The resulting visible spot of light can be detected by the rover’s
forward-facing hazard-detection cameras and be used to calculate the distance
to the target.

A dedicated camera is mounted to the instrument for monitoring the target
before and after sampling, providing information on the ablation pattern
to aid the analysis of measurements. Our laboratory measurements with
prototypes and simulants mixed from basalt and gypsum indicate that water
concentrations of at least 1.0% by weight are clearly detectable with the VOILA
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Figure 15.3: Testing of VOILA prototype: plasma plumes generated by laser pulses of
different energies on regolith simulant. From [Los+22].

instrument. We are performing further studies to demonstrate even lower
detection limits of 0.5% by weight or better. Besides gathering data on surface
ice, the instrument will also be able to detect and quantify all major rock-
forming elements—i.e., magnesium, titanium, aluminum, silicon, calcium,
sodium, and potassium—and can thus determine the composition of regolith
and rocks for a more comprehensive geochemical analysis of the mineralogical
composition of the lunar surface. Laboratory tests are still ongoing, but early
measurements showed that relevant minerals can be clearly distinguished from
each other.

The Lunar Volatiles Scout (LVS)

To investigate the shallow sub-surface, the Lunar Volatiles Scout (LVS) will
be able to sample the lunar soil to depths of about 15 cm and gather data on
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Figure 15.4: Prototype of the LVS drill illuminated by its dedicated multi-spectral
camera during testing with regolith simulant. From [Los+22].

the changing volatile content with depth [Bis+20]. It consists of a combined
sample drill and volatile-extraction oven that can be inserted into the regolith
to release volatiles, and of a miniature ion-trap mass spectrometer (ITMS)
for the elemental analysis of the released gases. The sampler consists of a
hollow auger drill shell that encloses a sample volume. A resistive heater
located at the center of the sample volume can heat the surrounding regolith
to a maximum temperature of about 750 ◦C, depending on the abundance of
volatiles in the enclosed sample (a higher abundance leads to a higher thermal
conductivity and hence to a lower temperature). Such temperatures allow to
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release loosely bound (physisorbed) volatiles like water [Pos+13; Kle+18]
and are likely also sufficient for releasing chemically bound ones [Hib+11].
Based on laboratory tests with JSC-1A simulant, we foresee a baseline heating
duration of 90 minutes at a constant power of 15 W, which will allow us to reach
750 ◦C while avoiding sintering at the heating rod. Shorter sampling durations
would, for example, be used inside a PSR, where the focus of investigations
lies on physisorbed volatiles and lower temperatures are therefore sufficient.
Taking the additional time required for drilling, extraction, and imaging of
the sample site into account, the nominal duration for a sampling operation is
approximately two hours.

Pirani sensors measure the gas pressure inside the sample volume to provide
some initial indication of the abundance of volatiles. The released gases are
detected and characterized by the miniature ITMS whose design we derived
from the Ptolemy instrument that provided the first in-situ measurements of
volatiles on the surface of the comet 67P/Churyumov-Gerasimenko during
the Rosetta mission [Wri+15; Mor+12]. The ITMS is mounted directly on
top of the drill and is connected to the sample volume via a small orifice for
pressure control. Even though it is a mechanically simple device, it is capable
of detecting a wide range of ion species (with mass-to-charge ratios, m/z, of
10 to 200) with a parts-per-million sensitivity across the detection range. This
sensitivity allows the LVS to detect all volatiles species that have previously
been detected in the Lunar Crater Observation and Sensing Satellite (LCROSS)
ejecta plume, though we were not yet able to determine whether individual
compounds could be unambiguously identified if they are all present in the
same sample. Due to the inherent sensitivity limitations of an ITMS at low
masses, it will however be challenging to determine the relative concentrations
of smaller molecules such as water, hydroxyl, and ammonia due to their similar
fragmentation patterns [Bis+20]. We are studying the feasibility of using a
miniature magnetic-sector mass spectrometer to measure hydrogen and its
isotopes and developed a prototype as part of the study presented here.

A dedicated camera provides multi-spectral three-dimensional images and
videos of the drilling operations, allowing us to assess the geotechnical prop-
erties of the regolith at the sampling site. It can also monitor the tracks left
by the rover’s wheels to aid operations. Figure 15.4 shows a drill prototype
being illuminated by the camera during testing. In its prototype configura-
tion, the system is sensitive to the wavelengths of 450 nm, 540 nm, 600 nm,
660 nm, 725 nm, 840 nm, 940 nm, and 970 nm, which lie in the typical range
for lunar-exploration instruments [Rob+10; Gre+11]. With the LVS data, we
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will be able to provide new insights into the vertical distribution of water ice
and other volatiles in the surface layer and to help improve our understanding
of the mixing processes resulting from impact gardening.

The Lunar Cosmic-Ray and Neutron Spectrometer (LCNS)

The third major instrument we conceptualized for the LUVMI-X mission is the
LCNS (see Chapter 14), which will measure the abundance of hydrogen in the
soil beneath the rover down to depths of about a meter and characterize the ra-
diation environment on the lunar surface. Using the instrument’s CNS, we will
search for water and hydroxyl deposits by measuring the (relative) fluxes of
thermal, epithermal, and fast neutrons. Its performance parameters (presented
in the previous chapter) should be sufficient for collecting statistically mean-
ingful data even during rover traverses. If combined with data from the LVS,
the measurements of the CNS will allow us to help refine our understanding of
the vertical distribution of water in the lunar soil. To measure cosmic and solar
radiation, the CPT must be sensitive to radiation particles with a wide range of
charge, mass, and energy. It allows us to measure particle-dependent spectra
for protons with energies larger than 10 MeV and ions with energies larger
than 50 MeV per nucleon. Since the lunar proton albedo may also contain in-
formation about the distribution of volatiles in the regolith [Sch+16], we have
the option of adding the LE-CPT, which is sensitive to protons and electrons
with energies of less than 1 MeV scattering off the lunar surface. The CPT’s
measurement capabilities, combined with those of the CNS and the additional
dosimeters, allow us to fully characterize the radiation environment on the
lunar surface—including the dose contributed by neutrons—which is a crucial
prerequisite for future crewed exploration missions [RBM12]. Its data is also
crucial for the analysis of CNS measurements, which requires knowledge of
the intensity of cosmic and solar radiation for normalization.

Secondary Instruments

These three primary instruments are complemented by the Volatiles and Con-
text Analysis Suite (VCAS), a self-sufficient instrument suite that can measure
volatiles in locations that are difficult or too hostile for a rover to access, for
example on steep slopes or inside deep craters and lava tubes. At the core of the
VCAS is a miniaturized magnetic-sector mass spectrometer optimized to fit into
a form factor that fits inside the rover’s spring-loaded deployment mechanism.
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It will allow us to detect molecular water and other volatiles outgassing from
the regolith, for example in locations with changing illumination conditions.
The instrument will also provide supplementary information about the site it
has been deployed to, including images of the local geology, rock formations,
and illumination, as well as measurements of the physical, mechanical, and
thermal properties of the regolith. Several additional sensors can measure the
local temperature and dust distribution to study the near-surface exospheric
particulate environment. VCAS units will be released from the rover using the
deployment mechanisms described above, depending on the accessibility of
the area that shall be investigated.

15.2 Concept of Operations

As the launch, transfer, and landing elements for the LUVMI-X mission were
not part of the study presented here, we focus our discussion of the operational
concept on the time after landing. Due to the rover’s low mass of about
75 kg (including instrumentation) and its compact stowage configuration, we
can hitch a ride on many of the lunar landers currently under development—
including Astrobotic’s Peregrine and Lockheed Martin’s McCandless landers,
which we used as representative references during the study. Given that these or
other (commercial) landers with comparable capabilities will be available very
soon, we expect at least one, if not several, missions to target the lunar south
pole. Nonetheless, even though our main scientific interest lies in investigating
volatiles in the Moon’s polar regions, the rover and its instruments are also
compatible with non-polar landing sites in case a suitable flight opportunity
presents itself before a polar opportunity arises. The scientific return of such
a non-polar mission would, however, most likely not be as comprehensive as
the scenario we aim for and present here. Since the rover’s nighttime survival
capabilities are limited, we assume a maximum mission duration of 14 days
at latitudes of 75◦ or higher, during which the mission will need to operate
under almost continuous illumination. Excursions into partially illuminated
and permanently shadowed regions are, however, possible and can last about
six hours at a time, with significantly more time required between consecutive
excursions to recharge batteries. We design all systems to survive short lunar
nights of up to 24 hours in hibernation mode.

Figure 15.5 provides a visual guide for the discussion of the mission’s con-
cept of operations. After a successful deployment to the lunar surface, we
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will first use the LVS and VOILA instruments to perform a detailed investi-
gation of the landing site. The primary objective of this early phase of the
mission is to assess the degree to which the surrounding area was disturbed
and altered by the lander. A thorough understanding of the nature and extent
of the contamination and alteration of the lunar surface resulting from the
action of the lander’s engines during descent will be of great importance to
follow-on missions, in particular those without a mobile element. In these
missions—where it is unlikely that the lander’s instruments will be able to
access uncontaminated regolith, even if using a robotic arm—knowledge of the
distribution of contamination and how it varies with distance from the lander,
as well as empirical data on how the exospheric abundance of volatiles freed
or generated by the lander’s motors evolves with time, is crucial for a correct
interpretation of measurements. If a suitable rock or boulder is located close
to the lander, we also plan to assess how much shielding from the descent
motor’s exhaust plume it provides. During this early phase, the LVS will mostly
operate in what we call sniffing mode, in which the instrument’s mass spec-
trometer measures exospheric volatiles freed from the regolith by mechanical
and thermal perturbations caused by the lander and rover. Using VOILA, we
will be able to assess the degree to which volatiles of the lander’s exhaust were
implanted into the top layer of the regolith by performing measurements at
increasing distance from the landing site. To determine how deep volatiles
were implanted, we will also use the LVS to sample the sub-surface volatile
abundance at different depths in select locations.

To further our understanding of the processes leading to the accumulation
of surface ice, we will first direct the rover to an undisturbed site at which a
boulder or some other rise in the terrain creates an area of temporary shadow.
Orbital observations revealed a global cycle of hydration and dehydration
due to diurnal illumination (and hence temperature) changes [Cla09], which
likely drives the migration of volatiles towards permanent cold traps at the
poles [CV02]. In the polar regions, even small boulders can cast large and
long-lasting shadows due to the Sun’s low elevation and the Moon’s long
diurnal cycle of 29 days. The regolith in these shadowed areas can cool
down significantly enough for volatiles to freeze onto its surface, while the
illuminated side of the boulder will become very hot. Sampling the soil on both
sides of a suitable boulder with the LVS and VOILA instruments will provide
new insights into the diurnal hydration cycle and may help us understand
how water ice and other volatiles accumulate in transient cold traps. If the
timing is right, further data could be provided by a VCAS unit placed into a
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shadowed area shortly before the night-day terminator moves over it. The
sudden increase in temperature after sunrise frees volatiles from the regolith,
leading to an increased exospheric abundance that can be detected by the mass
spectrometer in the unit. A retrieval of the instrument would allow to repeat
and compare measurements in locations with different illumination (and hence
temperature) conditions.

After these initial investigations that can be performed directly at or close
to the landing site, we will instruct the rover to begin its traverse towards
nearby volatile-rich locations (e.g., cold traps inside PSRs). The LCNS, which
will be switched on upon landing and continuously operate from then on, will
allow the identification of areas with increased hydrogen abundance during the
traverse. Upon detection of such areas, or at regular intervals otherwise, the
VOILA instrument will probe the top layer of the regolith to confirm whether
a surface-ice layer or, more generally, an increased hydrogen abundance is
present. Depending on the significance of the hydrogen signature found by
the LCNS and VOILA instruments, the rover will stop its traverse, perform
an extended set of measurements with VOILA, and subsequently sample the
regolith at different depths with the LVS. The time required for these operations
will also allow the LCNS to gather a statistically more significant dataset on
the local hydrogen abundance. During the traverse, we will use the rover’s
navigation cameras to record DEMs and panoramic images of the lunar surface
in order to identify sites of interest for the mineralogical analysis of rocks or
regolith with the VOILA instrument. Potential micro cold traps identified in the
images will be investigated using the VOILA and LVS instruments. Depending
on the topography of the surface along the traverse path, the exospheric
abundance of volatiles after terminator passages could be characterized with
deployable VCAS units or using the LVS in sniffing mode—with the latter option
likely providing a higher measurement resolution—in multiple locations to
collect additional data on the migration of volatiles.

Once the rover arrives at a sufficiently large PSR harboring a permanent
cold trap, we will use its three main instruments to perform a survey of volatile
abundances in the surrounding area as a function of distance from the PSR rim.
This not only provides a reference for measurements inside the PSR, but also
allows us to investigate the spillage of volatiles from the PSR caused by micro-
meteoroid impacts. We will then use the rover’s spring-loaded mechanism to
propel a VCAS unit into the PSR. Equipped only with a mass spectrometer for
the measurement of exospheric volatile abundances, the unit will not be able
to actively sample the soil. Instead, we must rely on the instrument’s waste
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heat and the physical disturbance caused by its tumble into the PSR to free
physisorbed volatiles in the uppermost layer of the regolith, which can then be
detected by the mass spectrometer. Environmental conditions and operational
constraints permitting, the rover shall investigate at least one additional PSR
in the same manner. Finally, once we have identified a sufficiently shallow
and accessible PSR with a permanent cold trap inside, we will direct the rover
to drive into it after the survey of the surroundings is completed. Using all
available instruments, we will perform a thorough investigation of the surface
and sub-surface volatile abundances. We may even discover a solid layer of
water ice on the surface or buried by just a few centimeters of regolith. This
final and most risky investigation is the nominal end of the LUVMI-X mission.
Should the rover make it out of the PSR, additional investigations may be
conducted until the onset of the lunar night.

15.3 Candidate Landing Sites and Traverses

To understand how the rover’s capabilities drive, or perhaps constrain, the
scientific potential of the mission, we performed an analysis of possible landing
sites and rover traverses. For simplicity, we focused on the abundance of water
(and other volatiles) as the primary criterion for selecting a target area. Even
though there may be great scientific interest in performing geological analyses
and radiation measurements virtually anywhere on the Moon, we concluded
that for practical purposes there is a high priority for performing them in areas
with high potential for water deposits. We limited our work to the lunar south
pole, within a latitude range from 75◦S to 90◦S, because of its larger total
PSR surface area compared to the north pole and the corresponding higher
probability of finding suitable landing sites with surface-ice deposits. The
south pole is also the target of many upcoming missions that may provide
ride-share opportunities to LUVMI-X. We first performed a regional analysis
using multiple criteria to identify ROIs based on our scientific objectives and
on the capabilities and constraints of the rover and potential landers. We then
performed a high-resolution local analysis of these ROIs to identify possible
landing sites and rover traverses that fulfill the scientific objectives of the
LUVMI-X mission and are in line with the concept of operations described
above. As launch, transfer, and landing elements were not part of the study
presented here, we again used Peregrine and McCandless as representative
examples of (commercial) lunar landers currently under development.
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15.3.1 Data and Methods

We only used peer-reviewed and publicly released sets of data; most of them
are available through NASA’s Planetary Data System (PDS). Those that are not
can be downloaded from the instruments’ websites. For the regional analysis,
we used datasets with global coverage and varying resolution:

• the most recent version of the Lunar Reconnaissance Orbiter’s (LRO)
LROC Wide Angle Camera mosaic at 100 m px−1 [Spe+11];

• several digital elevation models based on data from LRO’s laser altimeter
(LOLA) at resolutions between 10 m px−1 and 120 m px−1 [Smi+17];

• the hydrogen abundance inferred from Lunar Prospector NS data at
15 km px−1 [Elp+07];

• the hydrogen abundance inferred from LRO LEND data at 2 km px−1

[Mit+12; Boy09];
• the average visibility of the Sun and Earth, and a map of PSRs at

240 m px−1, derived from LRO LOLA data [Maz+11; Glä+18; Bar+21a];
• and a predictive model of ice stability at depth at 200 m px−1 based on

LRO Diviner data [Pai+10].

For the local analysis we used:

• the LRO’s Narrow Angle Camera mosaic at an average resolution of
1 m px−1 [Wag+15];

• the digital elevation model derived from LOLA data, but with a resolution
of 5 m px−1 for the highest latitudes [Smi+17];

• evidence for surface ice from the Moon Mineralogy Mapper [Li+18];
• illumination maps based on LRO data at 60 m px−1 [SR13; Glä+18];
• the average visibility of the Sun and Earth and a map of PSRs from

LOLA data, but with a higher resolution of 60 m px−1 [Maz+11; Glä+18;
Bar+21a];

• and the same model for ice stability at depth we used for the regional
analysis [Pai+10].

We processed the data with the ArcGIS software, using a polar stereographic
projection with a latitude range from 75◦S to 90◦S centered at the south pole.
To define and then select ROIs, we first applied a number of constraints: (1) To
ensure a safe landing, slopes in the region must be less than 10◦ in an area large
enough to hold the landing ellipses of Peregrine (24 km×6 km) or McCandless
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(2 km×2 km); (2) at least one PSR must be in close proximity to the landing
site, at a distance of no more than 5 km; and (3) the abundance of hydrogen
in the general area must be in excess of 100 ppm. We used these constraints to
find areas that would generally be suitable for landing a mission. In parallel,
we calculated the scientific potential of sites based on a weighted-sum scoring
system using four criteria with different weights: the the visibility of the Sun
(higher is better; weight of 0.5), the depth at which water ice is expected to
be stable (shallower is better; weight of 0.25), the visibility of Earth (higher
is better; weight of 0.15), and the hydrogen abundance in excess of 100 ppm
(higher is better; weight of 0.1). We assumed the mission to take place in
December and January, during the time of higher illumination at the south pole
[Bus+10], to adjust for seasonal variations in solar illumination. To account
for the fact that sites with high scores of scientific potential may not necessarily
lie in areas that are suitable for landing, we then identified lander-compatible
areas within 5 km of top-score sites.

In our local analysis using high-resolution datasets, we placed potential
landing ellipses inside the most suitable ROI and ranked them by a weighted
sum of Earth and Sun visibilities. For each ellipse and its surrounding 5-km
area, we identified candidates for the four major waypoints that must lie
along the rover’s path: (1) a shadowed boulder to place a VCAS unit at; (2) a
subsurface cold trap to investigate with the LVS; (3) a cold trap inside a PSR
inaccessible to the rover to deploy a VCAS unit into using the spring-loaded
deployer; and (4) a PSR harboring a permanent cold trap that the rover can
drive into and investigate. We strongly favored regions in which subsurface
ice is stable at less than 20 cm depth to allow sampling with the LVS. To select
waypoints and construct a traverse path between them, we also took into
account two major constraints imposed by the rover: a maximum slope of 20◦

and a maximum traverse length of 150 m inside a PSR. The latter constraint is
caused by the rover’s limited ability to survive without sunlight and assumes
that it will move at an average of one meter per minute while in shadow.
Extended science operations may further reduce the distance it can drive inside
the PSR. As the rover will mostly be teleoperated, we favored waypoints and
traverses with high Earth visibility.

15.3.2 Results

Figure 15.6 shows the six ROIs we identified, which mostly lie in the vicinity
of the Shackleton, Shoemaker, and Faustini craters. The figure also shows
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ROI LUVMI-X ROI Lemelin et al. (2014)ROI Flahaut et al. (2020)

Top-score sitesLander-compliant areasPSR

0°0’0”

180°0’0”

Figure 15.6: Regions of interest for the LUVMI-X mission, compared to those previously
identified by [Lem+14] and [Fla+20]. From [Los+22].
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Figure 15.7: A possible traverse path (red line) on the Shoemaker-Faustini ridge
fulfilling all requirements for the mission. Alternate paths for landings outside of the
100-m landing ellipse are shown as dashed green lines. From [Los+22].
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the ROIs previously identified by [Lem+14] and [Fla+20]. It is evident that
our ROIs have little overlap with them, though this can be explained by the
different constraints that were applied. Lemelin et al. concentrated on regions
inside PSRs [Lem+14], which we excluded because the LUVMI-X rover is solar-
powered. Flahaut et al., on the other hand, concentrated on areas with exposed
surface ice [Fla+20], so their ROIs only partially intersect with ours. All six
ROIs comfortably fit the McCandless landing ellipse of 2 km×2 km, but none
of them truly fits the one for the Peregrine lander (24 km×6 km). We therefore
limited our subsequent analysis to finding suitable sites for the smaller of the
two landing ellipses. We also assumed that the lander is capable of targeting
a 100 m×100 m area inside the ellipse once it is close enough to rely on its
own optical sensors, based on documentation available from Lockheed Martin
[Loc19]. We identified ROIs #2 and #3 as the most promising candidates
because of their high abundance of hydrogen and low surface temperatures.
Ultimately, we concluded that ROI #3, located on the Shoemaker-Faustini
ridge, has the higher potential of capturing and retaining volatiles and should
therefore be the primary target of the LUVMI-X mission.

We identified five possible landing ellipses inside ROI #3 and ranked them,
again using a weighted sum of Sun visibility, Earth visibility, and topography.
Figure 15.7 exemplarily shows a landing ellipse and possible traverse path
of 5.6 km length that fulfills all waypoint requirements. It is not, however,
optimized for power consumption and also features a relatively large PSR close
to the landing site. Besides the primary traverse, the figure also shows optional
paths the rover could take depending on the exact landing site and available
power. We identified several other possible traverses that fulfill the mission’s
requirements and constraints to varying degrees.

The analyses we present here have obvious limitations and may only be
considered preliminary. The digital elevation model we used does not reflect
features under 5 m in size. Even though this can be partially mitigated by
relying on the higher-resolution optical images, it still limits our ability to
plot a safe traverse for the rover. In addition, some areas in the ROIs we
identified were in shadow at the time they were photographed by the LRO
cameras, giving us no option to manually identify possible obstacles in these
regions either. Earth and Sun visibility were only available at a resolution
of 60 m and are averaged over a period of 18.6 years [Maz+11], leading
to significant uncertainties in the actual visibility of the Sun and Earth at
the time of the mission. The predicted ice-stability and temperature maps
have even lower resolutions of 200 m and 240 m, respectively. We also had
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to make assumptions about the landers’ imaging capabilities and landing
accuracy. In our analyses, we did not treat the uncertainties resulting from these
limitations and assumptions at all. The results must therefore be understood as
a general proof of feasibility of the LUVMI-X mission concept: We were able to
demonstrate that—given the constraints imposed by the rover and commercial
landers currently under development—the high-level mission requirements
derived from our scientific objectives can be met at a number of locations at
the lunar south pole.
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Chapter 16

Discussion and Outlook

To conclude the second part of my thesis, I discuss how the LUVMI-X mission,
and the LCNS in particular, fit into the diverse landscape of planned missions
and instruments for lunar exploration. I do so separately1 because, as previ-
ously mentioned, the prospects of the LCNS are not necessarily tied to the fate
of LUVMI-X, which is not currently pursued further after the period of funding
by the EC came to an end.

16.1 Discussion of the LUVMI-X Mission

For LUVMI-X, our goal was to design a reference mission that is uniquely suited
for the detection of water and other volatiles in the Moon’s polar regions.
Figure 16.1 gives an overview of the instruments we designed to achieve
that goal. It also shows the primary areas of scientific interest and how the
instruments provide complementary data on common objectives. The main
strength of the mission’s instrumentation is that every single instrument (the
three primary ones plus the deployable units) contributes to the detection
of water and hydrogen: The LCNS measures the hydrogen abundance to
depths of about a meter or more and can do so (with limited resolution) while
the rover is in motion; the VCAS units can detect exospheric hydrogen and
water released by thermal or mechanical disturbances of the regolith, either by
natural or by artificial means, during the traverse and when they are deployed
to locations of interest. While the rover is stationary, the VOILA instrument

1The discussion on the reference mission is again largely a verbatim copy of sections of our
publication in The Planetary Science Journal [Los+22].
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VOILA
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Composition

Sub-Surface 
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Figure 16.1: The instruments of the LUVMI-X reference mission and the scientific areas
investigated by them.

can detect hydrogen and water in the upper few millimeters of the regolith at
concentrations of 0.5% by weight or less; and the LVS can sample the shallow
sub-surface for water ice with a sensitivity at least an order of magnitude better
to depths of about 15 cm and also detect exospheric hydrogen and water.

This not only permits us to formulate an efficient operational concept, with
the time-consuming sampling of the LVS mostly conducted at sites where an
increased abundance of hydrogen was previously detected by the LCNS and
VOILA instruments. It also allows for the combined analysis of instrument data,
leading to an increased significance of our findings. This multi-instrument
investigation is an important aspect that sets LUVMI-X apart from many other
missions currently under development. It allows us to investigate not only the
distribution of hydrogen, water, and other volatiles but also their spatial and
temporal migration process, which is likely driven by thermal perturbations due
to illumination changes [Luc+21]. In addition, there are significant capability
overlaps between the instruments in other areas: Both the VOILA and LCNS
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instruments will gather data on SWIPs and the composition of surface-layer
regolith; the LVS and LCNS will both provide data on the composition of
the regolith in the (shallow) sub-surface; and the trio of VOILA, VCAS, and
LVS will gather data on physisorbed volatiles in the surface layer. These
capabilities are complemented by investigations each instrument can perform
on its own: The LVS will gather data on sub-surface, physisorbed volatiles;
the VOILA instrument will determine the elemental composition of rocks and
regolith along the rover’s path; and the LCNS will characterize the radiation
environment on the lunar surface. Altogether, these capabilities enable the
comprehensive investigation of volatiles and surface chemistry in the polar
regions of the Moon. The ability to deploy VCAS units into hard-to-reach
places and remotely operate them there adds further versatility and allows us
to dynamically respond to the topology of the surveyed area.

Comparable capabilities are currently only foreseen with the Volatiles Inves-
tigating Polar Exploration Rover (VIPER), which will use a very similar set of
instruments—a drill (TRIDENT), a mass spectrometer (MSolo), and a neutron
spectrometer (NSS) [Enn+20]—to search for water at depth and an infrared
spectrometer (NRVISS) to passively investigate the surface layer [Rou+21].
Smaller rovers like MoonRanger will only carry a single instrument, in this
case a neutron spectrometer, to detect water [Sch+21] and therefore have
relatively limited measurement capabilities. Instruments on static landers, such
as the Package for Resource Observation and in-Situ Prospecting for Explo-
ration, Commercial exploitation and Transportation (PROSPECT)—formerly
part of Luna 27 [Hea+21] and now likely to be launched on a commercial
lander—will be able to assess the abundance of water and other volatiles in the
immediate vicinity of the lander, but often only at very few locations within the
range of a robotic arm. In addition to the obvious spatial limitations of such
investigations, the contamination caused by the landers’ thrusters [Aro+68;
Pre+20] may decisively limit the sensitivity to small abundances of volatiles in
the surface layer.

16.1.1 Capabilities of Individual Instruments

On the level of individual instruments, the capabilities of the LVS are inferior
to those of the drills of VIPER and PROSPECT, which both can reach depths
of about 1 m and have more extensive and precise analysis capabilities. Its
low mass, volume, and power consumption, however, make the LVS a good
choice for mobile platforms that shall quickly survey large areas and primarily
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concentrate on ice in the shallow sub-surface. The in-situ heating capability
and the coupling of the mass spectrometer to the sample volume provide
operational and sensitivity advantages that facilitate faster and more direct
sampling. In PROSPECT, samples must be transferred from the drill to another
instrument for analysis [Sef+18]. While this rather complex operation allows
the detailed investigation of samples from deep below the surface, it comes
at the cost of increased system mass and power consumption and is therefore
impractical for a small rover that shall investigate a multitude of sites in as
little as 14 days. It also bears a significant risk of loosing or altering volatile
content due to thermal disturbances along the sampling chain [Mor+21b]. On
VIPER, samples are not analyzed in a closed instrument but instead observed
by an infrared spectrometer after being lifted out of the drill hole [Enn+20].
In addition, volatiles sublimating off the samples are detected by a mass
spectrometer mounted close to the drill. Investigating samples in open system
has the advantage that it is easier to use multiple independent instruments for
analysis. The LVS, on the other hand, offers a more controlled environment
with less potential for contamination by exospheric volatiles. Even though
heating samples in-situ has its own challenges and limitations [Bis+20], overall
the LVS design provides a measured balance between sensitivity, instrument
size, and complexity for the investigation of volatiles on the surface and in the
shallow subsurface.

The LIBS technique has been successfully used on the surface of Mars,
most notably in the ChemCam and SuperCam instruments on the Mars Science
Laboratory and Mars 2020 rovers, respectively [Mau+16; Mau+21]. The
Tianwen-1 rover also carries an instrument that combines the technique with
(passive) infrared spectroscopy [Zou+21]. Using LIBS in the quasi-vacuum
on the lunar surface presents unique challenges, as the lack of confining at-
mospheric pressure leads to the plasma dissipating more quickly. So far, the
first instrument designed to explore the Moon was supposed to operate on the
Pragyaan rover on Chandrayaan-2 [Sun18], which unfortunately never made
it to the surface intact. A nearly identical copy of the rover (and instrument)
landed in August 2023 as part of the Chandrayaan-3 mission and successfully
gathered data [Sri+24], thus marking the first time LIBS was employed on
the Moon. The VOILA instrument is designed to be more capable than the
instrument on Chandrayaan-3; its field of view, working distance, and resolu-
tion are, however, inferior to those of the larger and heavier ChemCam and
SuperCam instruments operating on Mars. We are not aware of any other LIBS
instrument for lunar exploration currently being under development. Because
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of its higher complexity, successfully operating VOILA on the Moon would
therefore be a technological first. An advantage of the LIBS technique is that
it is operationally more versatile and can probe deeper than other techniques
that analyze surface composition and volatiles from stand-off distances (e.g.,
via infrared spectroscopy). This capability allows, for example, to determine
the composition of rocks even when they are covered by a (thin) layer of
regolith. The instrument is, however, technically and operationally more com-
plicated and requires in-situ calibration [Van+12]. Though VOILA can clearly
distinguish between different minerals and rock types, it cannot achieve the
sensitivities of a full-scale sample analysis suite.

A discussion of the available data on the lunar-surface radiation environ-
ment and a comparison of the LCNS’ capabilities to those of other planned
instruments are provided in Section 16.2 below.

16.1.2 Existence of Ice Deposits?

Many recent discussions in the lunar-science community revolved around
ancient ice reservoirs suspected to exist several meters below the surface
[Can+20], created primarily by water delivered through asteroid and comet
impacts [Pre+15] or by volcanic outgassing from the lunar interior [WHL22].
The simulations driving these discussions have not yet been verified experimen-
tally, however, and their accuracy and predictive power may, according to their
creators, suffer from several free and (partially) unknown parameters [CB20].
The principal challenge is that most reservoirs are predicted to be buried so
deep that they can hardly be detected by any of the currently available tech-
nologies. The limited depths to which the LVS can sample and to which neutron
spectroscopy can provide measurements mean that LUVMI-X will not be able
to help shed light on the existence and extent of very deep reservoirs, though
ice at depths up to about a meter could be detected by the LCNS. A recent
analysis of multiple shadowed and illuminated craters similarly concluded that
the smoothing of the surface inside polar craters may not be due to surface ice
but rather due to larger deposits at depths that are inaccessible even to neutron
spectroscopy and have therefore not been detected yet [Deu+21]. Even though
the LUVMI-X instruments cannot prove the existence of deep deposits, they are,
at the very least, capable of testing the hypothesized absence of a correlation
between surface ruggedness and surface ice.

An updated analysis of LCROSS data, on the other hand, determined that a
surface layer of dirty ice—i.e., water ice grains mixed with regolith, and an ice
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concentration that increases with depth—can best explain the amount of water
(vapor) observed in the ejecta plume [LCS21]. Even though the observations
were not sensitive to the first few centimeters of material and therefore cannot
be used to determine the stratigraphy in the shallow sub-surface, they seem
to be consistent with either a layer of surface frost or older water ice covered
with a thin layer of regolith. The LVS could test both hypotheses and therefore
contribute to understanding the sources of water ice that accumulated in polar
cold traps [DHN20]. Recent analytic models of impact gardening show that
even if lunar water has a predominantly primordial origin—e.g., volcanic
outgassing from the lunar interior [WHL22]—deposits may be buried by as
little as a few centimeters or by as much as several meters of regolith [Cos+20].
The three instruments on LUVMI-X could either help to confirm the presence of
shallow deposits down to depths of about a meter or, in case they are absent,
provide constraints for future models.

Both the LVS and VOILA are, in general, well suited to search for and
quantify young (and possibly transient) surface frost that was detected from
orbit in cold traps inside several permanently shadowed craters [Far+19].
They could also investigate the near-surface stratigraphy of such deposits
and search for ice at shallow depths. As both instruments are designed for
comparatively fast sampling, they allow the time-resolved investigation of
transient phenomena; the ability to point VOILA to different targets while
the rover is static also reduces operational complexity as the vehicle does not
need to move for every measurement. In addition, VCAS units could probe the
suspected existence of an exospheric cloud of water molecules and icy grains
above the floor of craters containing surface ice [Far+19]. Both VCAS and the
LVS can also investigate the thermally driven migration of volatiles, vertically
and towards the poles [Rei+21], by analyzing the upper surface layers and the
lunar exosphere, particularly in locations with changing illumination conditions
[Hen+19]. Exospheric measurements during and after terminator events, e.g.
observations of the thermally driven release of water or of its accumulation
at dawn [SR22], are key to the validation of simulations models of volatile
migration.

Measurements with the SOFIA airborne observatory indicate that the
widespread, low-level hydration of the lunar surface at high latitudes ob-
served by infrared spectrometers from orbit [Pie+09; Sun+09; Cla09] may
be explained by water that is either confined inside impact glasses or trapped
between regolith grains, though they do not allow to distinguish between
these two possibilities [Hon+21]. LUVMI-X would be well suited to investigate
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which confinement mechanism is the dominant one: If water is trapped in the
voids between grains, mechanically disturbing the surface would allow the
molecules to be thermally liberated and subsequently be detected with the
mass spectrometers in the LVS or in a VCAS unit. If water is predominantly
trapped inside glasses, VOILA could reveal its presence there.

16.1.3 Conclusion

We are confident that its primary and secondary instruments and their capa-
bilities render the LUVMI-X rover a unique and powerful tool for studying
water and other volatiles on the Moon. Despite the limited depth to which
its instruments can actively sample the lunar surface, the mission is never-
theless capable of addressing a wide range of open questions concerning the
lunar water cycle—both regarding the origin of volatiles and their migration
regionally, as well as globally towards (polar) cold traps. And while it would
certainly not be able to conclusively answer many of the questions by itself,
it can complement—and in some areas enhance—the capabilities provided
by other missions under development. The data gathered by LUVMI-X would
also be highly relevant for some of these other investigations. Determining the
contamination of the lunar surface in the vicinity of a lander equipped with
thrusters, for example, would provide crucial context for the measurements of
volatiles by instruments on static platforms like PROSPECT. Another example
are maps of the hydrogen abundance in the mission area, which would provide
detailed ground truth for past (e.g., Lunar Prospector, LRO) and future or-
bital measurements, such as those by LunaH-Map [Har+20], Lunar Flashlight
[Coh+20], and Lunar Trailblazer [Ehl+21].

To conclude with practical considerations relevant to future exploration
efforts, we want to reiterate that ISRU—and especially the extraction of water
and oxygen from the lunar regolith—promises to substantially decrease the
amount of material that must be supplied to a permanently crewed outpost
form Earth. It may also be essential for the development of near-Earth space
and form the basis for a cis-lunar economy [Cra15]. Our current knowledge of
the Moon’s resource potential, however, is too incomplete to accurately assess
the technical feasibility and economic viability of ISRU and other resource-
extraction efforts. The LUVMI-X mission is well suited to help gather much-
needed data about the availability, distribution, and accessibility of water
and other volatiles on the Moon. Its unique instrumentation package sets
it apart from other missions currently under development because it will be
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able to provide complementary measurements by multiple instruments and
investigate both the surface layer and the shallow sub-surface. In addition, its
ability to provide detailed measurements of both the charged and uncharged
components of the lunar radiation environment is highly relevant to future
crewed exploration missions. Our intent is to develop an affordable and
adaptable system that not only provides scientifically interesting data to help
shed light on open questions concerning the Moon’s water and volatile cycle
but also supports the development of lunar ice as a resource, which more
than anything will require comprehensive in-situ measurements by different
missions and in multiple locations.

16.2 Discussion and Prospects of the LCNS

During our work on the LUVMI-X project, we devised the design concept for
the LCNS, a compact spectrometer capable of measuring both neutrons and
charged particles on the lunar surface. As part of the LUVMI-X rover’s payload,
the LCNS will aid the search for exploitable deposits of water ice in the Moon’s
polar regions and provide detailed in-situ data on the radiation environment
on the lunar surface. The instrument’s comparatively compact design and low
power consumption also make it an ideal candidate for potential future payload
opportunities on other rovers, landers, and orbiters. The preliminary results
of our design study are based on extensive simulations of the instrument’s
two main sensors, the CNS and the CPT, with the Geant4 toolkit. Even
though we were unfortunately not able to fully back up our models with real-
world data from experimental campaigns, these extensive simulations—paired
with our experience of simulating and building similar detectors—give us
confidence that we will be able to design the LCNS to meet, and even exceed,
all requirements of the LUVMI-X reference mission. We are also confident that
the instrument will be able to provide novel data crucial to the understanding
of the water cycle on the Moon by itself if it was flown as part of another
mission.

Between the Apollo era and the landing of Chang’E 4 in 2019, no radiation
measurements had been performed on the lunar surface. Investigations were
conducted in lunar orbit, for example by the Cosmic Ray Telescope for the
Effects of Radiation (CRaTER) experiment on LRO [Spe+10], but the radiation
environment on the lunar surface is believed to differ substantially from the
one in orbit [Bha+15]. Any instrument deployed to a location of interest for
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future crewed missions will therefore provide immensely valuable data for
improving our understanding of the radiation risk to astronauts. The Lunar
Lander Neutron and Dosimetry (LND) experiment on Chang’E 4 delivered the
first measurement of the radiation field on the Moon, including a contribution
of up to 23± 8% by neutrons and gamma rays [Zha+20]. Thanks to the sam-
pling calorimeter at the heart of its telescope, the LCNS can measure charged
particles over a much larger range of energy than LND, which essentially is
a telescope of planar silicon detectors [Wim+20]. Though it is likely other
missions will carry radiation sensors of some form, only limited information
about the instrumentation of many upcoming missions is available. Current
plans for the Gateway in lunar orbit, for example, seem to focus on dosimetry
of biologically relevant radiation, therefore providing less detailed information
than LND and the LCNS.

Neutron spectroscopy is by now a standard technique for planetary-science
investigations—especially for the detection of water—yet the only measure-
ments for the Moon so far were performed from orbit by the Lunar Prospector
and LRO missions. The neutron spectrometer (NS) on Lunar Prospector used
two 3He gas proportional counters covered by different neutron-absorbing
materials to measure the fluxes of thermal and epithermal neutrons (with-
out energy resolution) [Fel+04]. The Lunar Exploration Neutron Detector
(LEND) instrument on LRO similarly uses four gas proportional counters, each
equipped with a collimator to increase spatial resolution, but is equipped with
a detector for fast neutrons as well [Mit+09]. The LCNS will be able to deliver
more accurate data for two primary reasons: Its deployment on the lunar sur-
face significantly increases spatial resolution and its ability to measure neutron
energies will result in more accurate and detailed spectra.

Again, LND is the only post-Apollo investigation that measured neutrons on
the lunar surface. However, because the instrument was designed to measure
the contribution of neutrons to the biologically relevant radiation exposure,
it is primarily sensitive to neutrons with energies between 1 MeV and 10 MeV
[Wim+20], a range that does not allow the detection of hydrogen or water.
Though one of the objectives of LND is to demonstrate that its silicon detectors,
paired with a thin foil of gadolinium, can detect small fluxes of thermal
neutrons, this capability is experimental and also suffers from relatively large
background emitted by the lander’s radioisotope generators and heaters. The
complete lack of detection capabilities for epithermal neutrons means that
LND’s ability to detect an increased hydrogen abundance below the Chang’E 4
lander is limited.
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Several recent and upcoming missions have carried or will carry neutron
detectors, for example the MoonRanger [Sch+21] and VIPER [Enn+20] rovers.
Both will be equipped with the Neutron Spectrometer System (NSS), an up-
dated yet functionally equivalent derivative of the Lunar Prospector NS. A
version of the instrument was hosted on Astrobotic’s Peregrine 1 lander but did
not make it to the lunar surface due to a propellant leak that prevented the
lander from reaching the Moon. Another noteworthy instrument is Neutron
Measurements at the Lunar Surface (NMLS), which was supposed to be hosted
on Peregrine 1 as well but has since been deferred to a later mission [Fuq+20].
NMLS is based on the same measurement principle as the NSS (two neutron
detectors covered in different neutron-absorbing materials) but uses scintillator
detectors instead of the more fragile gas proportional counters. The neutron-
spectroscopy capabilities we aim to achieve with the LCNS are superior to
those of both the NSS and NMLS instruments. The ability to simultaneously
measure the charged-particle radiation environment also provides crucial data
for interpreting neutron measurements.

The LCNS is not necessarily limited to deployments on surface assets. Its
simple yet effective design allows us to scale it to sizes suitable for orbital
measurements, where count rates are intrinsically lower than on the surface.
Deploying an array of instruments of the currently envisioned size mounted at
different angles on a satellite may also allow to record an angular profile of
the neutron flux in orbit. A sensitivity study based on realistic simulations, for
example using Geant4, would be required to determine the minimum sensitive
area per detector in such an application.

Beyond the Moon, gamma-ray and neutron spectroscopy have become stan-
dard techniques for investigating the bulk elemental composition of planetary
surfaces, often but not always in combination with active neutron sources
[KH12; Has+18; Par20]. Examples are the Dynamic Albedo of Neutrons (DAN)
instrument on the Mars Science Laboratory (MSL) Curiosity rover [Mit+12],
the NS and Gamma-Ray Spectrometer (GRS) aboard MESSENGER [Gol+07;
Law+13], the Gamma Ray and Neutron Detector (GRaND) on Dawn [Pre+11],
as well as the NS, GRS, and High Energy Neutron Detector (HEND) on Mars
Odyssey [Boy+04]. Upcoming instruments include, for example, the Dragonfly
Gamma-ray and Neutron Spectrometer (DraGNS) [Bar+21b]. In principle, the
LCNS design could easily be adapted to match the sensitivity requirements for
such missions, opening an even wider range of possible applications.
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To conclude my thesis, I briefly summarize my work on the RadMap Telescope
and the LCNS. Detailed summaries and discussions of the two projects can be
found in Chapters 12 and 16, respectively.

With the RadMap Telescope, we developed a new compact yet highly ca-
pable radiation monitor for characterizing the radiation environment inside
crewed spacecraft. We successfully constructed and calibrated its main sen-
sor, a tracking calorimeter with quasi-omnidirectional acceptance made from
scintillating-plastic fibers and SiPMs. We also developed space-qualified read-
out electronics suitable for future deep-space missions that, when paired with
an upgraded version of RadMap’s data-acquisition system, consume less than
5 W of power. The system comes with a flexible Ethernet-based data interface
and can easily be adapted to the requirements and constraints of a wide range
of mission profiles.

During nine months of operating the RadMap Telescope in multiple mod-
ules of the ISS, we gathered about 2.7 billion interactions of cosmic-ray and
radiation-belt particles with the tracking calorimeter. I conducted an initial
analysis of the collected data and was able to confirm that the instrument
performs largely as expected. A comparison of the calorimeter’s count rate
and its temporal variation to that of the flight-proven M-42 dosimeter (which
is integrated into the instrument) confirmed that we operated the read-out
electronics at close to optimal settings. It also showed that the recorded events
must be almost exclusively due to particle interactions, and the levels of noise
and (optical) cross-talk are low. Even though the tracking calorimeter is not
fully calibrated yet, its total-energy deposition profile exhibits many common-
alities with that of the dosimeter and, overall, appears to be plausible. The
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detailed analysis of the recorded data, including particle identification and
energy reconstruction, is ongoing. As of writing this, a first version of the
track reconstruction is already operational and currently being benchmarked.
Once we have further advanced our analysis capabilities, we will compare our
data to that gathered by NASA’s ISS-RAD detector, close to which RadMap was
located while operating in the USL module.

The tracking calorimeter we devised is surely not a one-size-fits-all solution
but has several advantages over other state-of-the-art sensors. Most important
is its ability to resolve the charge and energy of cosmic-ray nuclei up to iron
with omnidirectional acceptance. Its (almost) tissue-equivalent composition
results in a sensitivity to exactly those particle energies that are most harmful
to the human organism. In contrast to many other instruments that can
determine only the LET of incident radiation, our measurements therefore
allow a direct and precise calculation of QNASA, the quality factor NASA uses
to describe the biological effectiveness of a radiation field. This allows a
more precise determination of the dose equivalent astronauts were exposed
to. The large geometric factor, and hence gathering power, and the nearly
isotropic acceptance of the tracking calorimeter also enable precise studies of
the temporal and spatial variation of the radiation field.

We learned many lessons during the construction and operation of the
RadMap Telescope, many of them relating to the placement of scintillating
fibers in the detector and to their coating. Most of these lessons were already
incorporated into an updated design of the tracking calorimeter, which we
plan to comprehensively test for first time later this year and hope to deploy to
the ISS for on-orbit verification in the near future. We also identified several
aspects that need further study; chief among them is the quenching behavior
of the scintillating fibers upon exposure to heavy ions.

The development of the LCNS is not as advanced as that of the RadMap
Telescope, mostly because we worked on it as part of a technology-maturation
project that did not foresee the construction of a flight instrument, unfortu-
nately, our work was also disrupted by the Covid-19 pandemic. Using simula-
tions, we were, however, able to show that our concept of a scintillator-based
neutron spectrometer should perform unexpectedly well. The same appears to
be case for the instrument’s charged-particle telescope. Comprehensive testing
of both detectors is required to confirm these simulation results. The LUVMI-X
reference mission we devised in cooperation with our project partners shows
that the LCNS can provide valuable data in support of the search for water on
the Moon. Its compact size and lower power requirements also allow its use
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on many other platforms beyond the rover we chose for the reference mission.
Despite the significant progress on both projects, the work presented in this

thesis is but a starting point. The successful operation of the RadMap Telescope
on the ISS demonstrated the potential of our detector concept. Tests of the
new prototypes, as well as an updated design of the overall instrument are now
required to further advance our concept. Continued operations of the current
instrument on the space station will allow us to gather more data for verifying
our simulations and data-analysis algorithms. The LCNS detector prototypes
require testing before the full instrument design can be implemented. With the
LUVMI-X project ended, we also need to identify a new flight opportunity.
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Appendix A

Some Fundamentals of Particle
Physics

The chapter briefly introduces two fundamental concepts of particles: relativis-
tic kinematics and interaction cross-sections.

A.0.1 Relativistic Kinematics

In particle and astrophysics, the motion of particles and nuclei must usually be
described in relativistic terms. In the following, we recall some key relativistic
kinematic relations that are important for the discussion of the interaction of
particles with matter. The information presented here is a selective summary
of multiple sources [LR16; And+17; KW20].

The relativistic mass of a particle is

m =
m0√

1−
(
v
c

)2 =
m0√
1− β2

, (A.1)

where β = v/c, c is the speed of light, and v and m0 are the particle’s velocity
and rest mass, respectively. With the definition of the Lorentz factor

γ =
1√

1− β2
, (A.2)

Eq. A.1 reduces to
m = γm0 (A.3)
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Using these fundamental relations, we can calculate the kinetic energy of a
particle via

Ek =
mv2

2
=

m0c
2β2

2
√

1− β2
= (γ − 1)m0c

2 (A.4)

and, analogously, its momentum via

p = mv =
√
2mE =

m0cβ√
1− β2

= βγm0c (A.5)

The momentum is commonly expressed in units of pc (see Sec. 3.1), having
the dimension of [energy]:

pc =
m0c

2β√
1− β2

= βγm0c
2 (A.6)

From Eq. A.5, we can derive another helpful quantity that is often used to
compare the energies of particles with substantially different rest masses:

βγ =
p

m0c
(A.7)

Finally, the total energy of a particle is given by the sum of its kinetic and rest
energies:

E =
√
m2

0c
4 + p2c2 = mc2 = γm0c

2 (A.8)

A.0.2 Interaction Cross-Sections and Mean Free Path

The probability for a particle to interact with matter is usually expressed in
terms of characteristic quantities called cross-sections. Consider a beam of
point-like particles impinging on a target in form of a thin disk of material with
area S and thickness l (see Fig. A.1). In this scenario, the probability for a
beam particle to interact with a target particle, PR, is given by the ratio of the
interaction rate, ṄR—i.e., the total number of particles that interact with the
target material per unit time—to the rate of incident particles, Ṅin [KW20]:

PR =
ṄR

Ṅin

=
NT σtot

S
= nT σtot l (A.9)

NT is the number of target particles in the volume V = S l and is given by

NT =
ρV

A
NA, (A.10)
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Target

Incident Beam

Figure A.1: Illustration of the variables used in the definition of the interaction cross-
sections. Adapted from [And+17].

where ρ and A are the target material’s mass density and atomic mass number
and NA is the Avogadro constant. nT is the corresponding particle number
density, nT = NT/V . The total cross-section, σtot, is hence defined as

σtot =
ṄR

Ṅin

1

nT l
(A.11)

σtot has the dimension of [area] and can be interpreted as the effective area
of a target particle that an incident beam particle ‘sees’ [KW20]. The total
effective area of the target interacting with the beam is thus given by σtotNT.

The differential cross-section takes into account that in elastic collisions
charged particles of energy E lose a part of their energy, W, and are deflected
in a certain direction that depends on W. We now want to know how many
particles that lost an energy between W and W +dW and are deflected within
a small solid angle dΩ can be detected in a certain direction (θ, φ), where θ
and φ are the polar and azimuthal angles (Fig. A.1) [And+17]:

ṄdΩdW ∝ Ṅin dΩdW =
d2σ

dΩdW
Ṅin dΩdW (A.12)
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The double-differential cross section per unit solid angle and unit energy loss is
hence defined as

d2σ

dΩdW
=

ṄdΩdW

Ṅin dΩdW
(A.13)

and has dimensions of [area · solid angle−1 · energy−1]. Integrating Eq. A.13
over the solid angle yields the differential cross-section in energy loss [And+17]:

dσ

dW
=

∫
d2σ

dΩdW
dΩ =

∫ 2π

φ=0

∫ π

θ=0

d2σ

dΩdW
sin θ dθ dφ , (A.14)

where dΩ = sin θ dθ dφ. Likewise, we obtain the differential cross-section in
solid angle by integrating over the energy loss [And+17]:

dσ

dΩ
=

∫ E

0

d2σ

dΩdW
dW (A.15)

The total cross-section can be obtained by integrating Eq. A.13 over both the
solid angle and the energy loss:

σtot =

∫ E

0

(∫
Ω

d2σ

dΩdW
dΩ

)
dW =

∫ E

0

(∫
Ω

ṄdΩdW

Ṅin dΩdW
dΩ

)
dW (A.16)

Up to now, we did not pay attention to the nature of the interaction between
beam and target particles. Both charged and uncharged particles can undergo
a number of interactions in matter (many of which I will briefly explain in the
following sections of this chapter). To account for this, the microscopic total
cross-section is defined as the sum of the total cross-sections of the various
interactions, σi(E), at a given energy, E [And+17]:

σtot(E) =
∑
i

σi(E) (A.17)

Multiplying Eq. A.17 by the number of atoms per mass of an element, NA/A,
yields the macroscopic total cross section

Σtot(E) = σtot(E)
NA

A
, (A.18)

which has dimension of [area · mass−1] and is typically given in cm2g−1.
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From Eq. A.18 we can derive the mass attenuation coefficient, µ(E)/ρ, which
is the macroscopic equivalent of the total cross-section [And+17]:

µ(E)

ρ
≡ Σtot(E) (A.19)

Dividing by ρ yields the linear attenuation coefficient, µ(E), which has the
dimension of [length−1] and can be multiplied by a small distance ∆s to
calculate the probability for an interaction to occur in that distance interval.
The mean free path, λ, of a particle is defined as [KW20; And+17]

λ =
1

µ(E)
=

A

ρNAσtot(E)
(A.20)

and yields the mean path length between two consecutive interactions. In
thick targets, µ(E) can be used to take into account that the number of beam
particles that have not yet interacted with a target particle, N(x), decreases
exponentially with the penetration depth x [KW20]:

N(x,E) = N0 e
−µ(E)x (A.21)

Here, N0 is the initial number of beam particles entering the target. Eq. A.21
is known as the Beer-Lambert law and also governs the absorption of photons
in matter, in which case µ(E) is sometimes called the absorption coefficient.
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[Col+07] J. E. Colwell, S. Batiste, M. Horányi, et al. “Lunar surface: Dust dynamics and regolith
mechanics.” In: Reviews of Geophysics 45.2 (2007). DOI: 10.1029/2005rg000184.

[Com+05] C. Combet, D. Maurin, J. Donnelly, et al. “Spallation-dominated propagation of heavy
cosmic rays and the Local Interstellar Medium (LISM).” In: Astronomy & Astrophysics
435.1 (2005), pp. 151–160. DOI: 10.1051/0004-6361:20042459.

551

https://doi.org/10.1103/PhysRevD.105.023015
https://doi.org/10.1103/PhysRev.87.904
https://doi.org/10.1088/1361-6560/ab12f2
https://doi.org/10.1088/1361-6560/aadf2d
https://doi.org/10.1016/0375-9601(72)90181-8
https://doi.org/10.1126/science.250.4978.229
https://doi.org/10.1038/355125a0
https://doi.org/10.1016/0029-554x(74)90412-1
https://doi.org/10.1126/science.1178105
https://doi.org/10.1023/a:1005251630568
https://doi.org/10.1007/s11214-018-0487-4
https://doi.org/10.1007/s41116-022-00033-8
https://doi.org/10.1109/maes.2019.2950746
https://doi.org/10.1016/j.nima.2016.01.044
https://doi.org/10.1126/science.1186986
https://doi.org/10.1029/2005rg000184
https://doi.org/10.1051/0004-6361:20042459


BIBLIOGRAPHY

[Cor+13] L. Corradi, S. Szilner, G. Pollarolo, et al. “Multinucleon transfer reactions: Present status
and perspectives.” In: Nuclear Instruments and Methods in Physics Research Section B:
Beam Interactions with Materials and Atoms 317 (2013), pp. 743–751. DOI: 10.1016/j.
nimb.2013.04.093.

[Cos+18] J. M. de Cos, H. Chanal, A. Comerma Montells, et al. “PACIFIC: SiPM readout ASIC
for LHCb upgrade.” In: Nuclear Instruments and Methods in Physics Research Section A:
Accelerators, Spectrometers, Detectors and Associated Equipment 912 (2018), pp. 354–358.
DOI: 10.1016/j.nima.2017.12.044.

[Cos+20] E. S. Costello, R. R. Ghent, M. Hirabayashi, and P. G. Lucey. “Impact Gardening as a
Constraint on the Age, Source, and Evolution of Ice on Mercury and the Moon.” In:
Journal of Geophysical Research: Planets 125.3 (2020). DOI: 10.1029/2019je006172.

[Cou+21] J. Coutinho, V. J. B. Torres, I. Capan, et al. “Silicon carbide diodes for neutron detec-
tion.” In: Nuclear Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment 986 (2021). DOI: 10.1016/j.nima.
2020.164793.

[Cov+96] S. Cova, M. Ghioni, A. Lacaita, et al. “Avalanche photodiodes and quenching circuits for
single-photon detection.” In: Applied Optics 35.12 (1996), pp. 1956–76. DOI: 10.1364/
AO.35.001956.

[Cow16] R. Cowsik. “Positrons and Antiprotons in Galactic Cosmic Rays.” In: Annual Review of
Nuclear and Particle Science 66.1 (2016), pp. 297–319. DOI: 10.1146/annurev-nucl-
102115-044851.

[CO71] C. J. Crannell and J. F. Ormes. “Geometrical - factor determination using a monte
carlo approach.” In: Nuclear Instruments and Methods 94.1 (1971), pp. 179–183. DOI:
10.1016/0029-554x(71)90357-0.

[CS70] R. L. Craun and D. L. Smith. “Analysis of response data for several organic scintillators.”
In: Nuclear Instruments and Methods 80.2 (1970), pp. 239–244. DOI: 10.1016/0029-
554x(70)90768-8.

[Cra+12] I. A. Crawford, M. Anand, C. S. Cockell, et al. “Back to the Moon: The scientific rationale
for resuming lunar surface exploration.” In: Planetary and Space Science 74.1 (2012),
pp. 3–14. DOI: 10.1016/j.pss.2012.06.002.

[Cra15] I. A. Crawford. “Lunar resources.” In: Progress in Physical Geography 39 (2015), pp. 137–
167. DOI: 10.1177/0309133314567585.

[CV02] D. H. Crider and R. R. Vondrak. “Hydrogen migration to the lunar poles by solar wind
bombardment of the moon.” In: Advances in Space Research 30.8 (2002), pp. 1869–1874.
DOI: 10.1016/s0273-1177(02)00493-3.

[CF70] A. Crispin and G. N. Fowler. “Density Effect in the Ionization Energy Loss of Fast
Charged Particles in Matter.” In: Reviews of Modern Physics 42.3 (1970), pp. 290–316.
DOI: 10.1103/RevModPhys.42.290.

[Cuc15a] F. A. Cucinotta. “Biophysics of NASA Radiation Quality Factors.” In: Radiation Protection
Dosimetry 166 (2015), pp. 282–289. DOI: 10.1093/rpd/ncv144.

[Cuc15b] F. A. Cucinotta. “Review of NASA Approach to Space Radiation Risk Assessments for
Mars Exploration.” In: Health Physics 108 (2015), pp. 131–142. DOI: 10.1097/HP.
0000000000000255.

[Cuc15c] F. A. Cucinotta. “A New Approach to Reduce Uncertainties in Space Radiation Cancer
Risk Predictions.” In: PLoS ONE 10 (2015), e0120717. DOI: 10.1371/journal.pone.
0120717.

552

https://doi.org/10.1016/j.nimb.2013.04.093
https://doi.org/10.1016/j.nimb.2013.04.093
https://doi.org/10.1016/j.nima.2017.12.044
https://doi.org/10.1029/2019je006172
https://doi.org/10.1016/j.nima.2020.164793
https://doi.org/10.1016/j.nima.2020.164793
https://doi.org/10.1364/AO.35.001956
https://doi.org/10.1364/AO.35.001956
https://doi.org/10.1146/annurev-nucl-102115-044851
https://doi.org/10.1146/annurev-nucl-102115-044851
https://doi.org/10.1016/0029-554x(71)90357-0
https://doi.org/10.1016/0029-554x(70)90768-8
https://doi.org/10.1016/0029-554x(70)90768-8
https://doi.org/10.1016/j.pss.2012.06.002
https://doi.org/10.1177/0309133314567585
https://doi.org/10.1016/s0273-1177(02)00493-3
https://doi.org/10.1103/RevModPhys.42.290
https://doi.org/10.1093/rpd/ncv144
https://doi.org/10.1097/HP.0000000000000255
https://doi.org/10.1097/HP.0000000000000255
https://doi.org/10.1371/journal.pone.0120717
https://doi.org/10.1371/journal.pone.0120717


Journal Articles

[Cuc+15] F. A. Cucinotta, M. Alp, B. Rowedder, and M.-H. Y. Kim. “Safe days in space with
acceptable uncertainty from space radiation exposure.” In: Life Sciences in Space Research
5 (2015), pp. 31–38. DOI: 10.1016/j.lssr.2015.04.002.

[Cuc+06] F. A. Cucinotta, J. W. Wilson, P. Saganti, et al. “Isotopic dependence of GCR fluence
behind shielding.” In: Radiation Measurements 41.9-10 (2006), pp. 1235–1249. DOI:
10.1016/j.radmeas.2006.03.012.

[Cue+64] J. Cuevas, M. Garcia-Munoz, P. Torres, and S. K. Allison. “Partial Atomic and Ionic
Stopping Powers of Gaseous Hydrogen for Helium and Hydrogen Beams.” In: Physical
Review 135.2A (1964), A335–A345. DOI: 10.1103/PhysRev.135.A335.

[Cum+16] A. C. Cummings, E. C. Stone, B. C. Heikkila, et al. “Galactic Cosmic Rays in the Local
Interstellar Medium: Voyager 1 Observations and Model Results.” In: The Astrophysical
Journal 831.1 (2016). DOI: 10.3847/0004-637x/831/1/18.

[DAm+96] C. D’Ambrosio, T. Gys, H. Leutz, and D. Puertolas. “Particle tracking with scintillating
fibers.” In: IEEE Transactions on Nuclear Science 43.3 (1996), pp. 2115–2127. DOI:
10.1109/23.502305.

[Dac+15] T. P. Dachev, J. V. Semkova, B. T. Tomov, et al. “Overview of the Liulin type instruments
for space radiation measurement and their scientific results.” In: Life Sciences in Space
Research 4 (2015), pp. 92–114. DOI: 10.1016/j.lssr.2015.01.005.

[DB17] A. Damyanova and A. Bravar. “Scintillating fiber detectors for precise time and position
measurements read out with Si-PMs.” In: Nuclear Instruments and Methods in Physics
Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment 845
(2017), pp. 475–480. DOI: 10.1016/j.nima.2016.06.088.

[Dar11] L. R. Dartnell. “Ionizing radiation and life.” In: Astrobiology 11.6 (2011), pp. 551–82.
DOI: 10.1089/ast.2010.0528.

[Dat+96] S. Datz, H. F. Krause, C. R. Vane, et al. “Effect of Nuclear Size on the Stopping Power of
Ultrarelativistic Heavy Ions.” In: Physical Review Letters 77.14 (1996), pp. 2925–2928.
DOI: 10.1103/PhysRevLett.77.2925.

[Dau+93] H. Dautet, P. Deschamps, B. Dion, et al. “Photon counting techniques with silicon
avalanche photodiodes.” In: Appl Opt 32.21 (1993), pp. 3894–900. DOI: 10.1364/AO.
32.003894.

[DB84] M. S. Daw and M. I. Baskes. “Embedded-atom method: Derivation and application to
impurities, surfaces, and other defects in metals.” In: Physical Review B 29.12 (1984),
pp. 6443–6453. DOI: 10.1103/PhysRevB.29.6443.

[DH17] A. De Giacomo and J. Hermann. “Laser-induced plasma emission: from atomic to
molecular spectra.” In: Journal of Physics D: Applied Physics 50.18 (2017), p. 183002.
DOI: 10.1088/1361-6463/aa6585.

[DBG21] A. De Sarkar, S. Biswas, and N. Gupta. “Positron excess from cosmic ray interactions in
galactic molecular clouds.” In: Journal of High Energy Astrophysics 29 (2021), pp. 1–18.
DOI: 10.1016/j.jheap.2020.11.001.

[Del+16] M. D. Delp, J. M. Charvat, C. L. Limoli, et al. “Apollo Lunar Astronauts Show Higher
Cardiovascular Disease Mortality: Possible Deep Space Radiation Effects on the Vascular
Endothelium.” In: Scientific Reports 6 (2016), p. 29901. DOI: 10.1038/srep29901.

[Dem+16] T. M. Demkiv, O. O. Halyatkin, V. V. Vistovskyy, et al. “Luminescent and kinetic properties
of the polystyrene composites based on BaF2 nanoparticles.” In: Nuclear Instruments
and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and
Associated Equipment 810 (2016), pp. 1–5. DOI: 10.1016/j.nima.2015.11.130.

553

https://doi.org/10.1016/j.lssr.2015.04.002
https://doi.org/10.1016/j.radmeas.2006.03.012
https://doi.org/10.1103/PhysRev.135.A335
https://doi.org/10.3847/0004-637x/831/1/18
https://doi.org/10.1109/23.502305
https://doi.org/10.1016/j.lssr.2015.01.005
https://doi.org/10.1016/j.nima.2016.06.088
https://doi.org/10.1089/ast.2010.0528
https://doi.org/10.1103/PhysRevLett.77.2925
https://doi.org/10.1364/AO.32.003894
https://doi.org/10.1364/AO.32.003894
https://doi.org/10.1103/PhysRevB.29.6443
https://doi.org/10.1088/1361-6463/aa6585
https://doi.org/10.1016/j.jheap.2020.11.001
https://doi.org/10.1038/srep29901
https://doi.org/10.1016/j.nima.2015.11.130


BIBLIOGRAPHY

[Der+05] V. A. Derbina, V. I. Galkin, M. Hareyama, et al. “Cosmic-Ray Spectra and Composition
in the Energy Range of 10-1000 TeV per Particle Obtained by the RUNJOB Experiment.”
In: The Astrophysical Journal 628.1 (2005), pp. L41–L44. DOI: 10.1086/432715.

[DZF10] D. Desilets, M. Zreda, and T. P. A. Ferré. “Nature’s neutron probe: Land surface hydrology
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[SSN22] Á. Szabó, J. Szöllósi, and P. Nagy. “Principles of Resonance Energy Transfer.” In: Current
Protocols 2.12 (2022), e625. DOI: 10.1002/cpz1.625.

[Sza+24] J. R. Szalay, F. Allegrini, R. W. Ebert, et al. “Oxygen production from dissociation of
Europa’s water-ice surface.” In: Nature Astronomy (2024). DOI: 10.1038/s41550-024-
02206-x.

[TOF23] H. Tajima, A. Okumura, and K. Furuta. “Studies of propagation mechanism of optical
crosstalk in silicon photomultipliers.” In: Nuclear Instruments and Methods in Physics
Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment 1049
(2023). DOI: 10.1016/j.nima.2023.168029.

[TC98] Y. Takahashi and t. J. Collaboration. “Elemental abundance of high energy cosmic
rays.” In: Nuclear Physics B - Proceedings Supplements 60.3 (1998), pp. 83–92. DOI:
10.1016/s0920-5632(97)00503-3.

[TK15] M. Takamoto and J. G. Kirk. “Rapid Cosmic-Ray Acceleration at Perpendicular Shocks in
Supernova Remnants.” In: The Astrophysical Journal 809.1 (2015). DOI: 10.1088/0004-
637x/809/1/29.

[Tal79] R. Talman. “On the statistics of particle identification using ionization.” In: Nuclear
Instruments and Methods 159.1 (1979), pp. 189–211. DOI: 10.1016/0029-554x(79)
90348-3.

[Tam+23] A. Tamburrino, G. Claps, G. M. Contessa, et al. “Thermal neutron detection by means of
Timepix3.” In: The European Physical Journal Plus 138.11 (2023). DOI: 10.1140/epjp/
s13360-023-04583-0.

[Tam+15] J. Tammen, R. Elftmann, S. R. Kulkarni, et al. “Quenching comparison of BGO and BSO
for heavy ions.” In: Nuclear Instruments and Methods in Physics Research Section B: Beam
Interactions with Materials and Atoms 360 (2015), pp. 129–138. DOI: 10.1016/j.nimb.
2015.07.127.

[TRE22] Y. Tao, A. Rajapakse, and A. Erickson. “Advanced antireflection for back-illuminated
silicon photomultipliers to detect faint light.” In: Sci Rep 12.1 (2022), p. 13906. DOI:
10.1038/s41598-022-18280-y.

[TG18] V. Tatischeff and S. Gabici. “Particle Acceleration by Supernova Shocks and Spallogenic
Nucleosynthesis of Light Elements.” In: Annual Review of Nuclear and Particle Science
68.1 (2018), pp. 377–404. DOI: 10.1146/annurev-nucl-101917-021151.

[TH93] A. G. Taylor and J. P. Harmon. “Structure and dose rate effects on optical radiation
hardness in scintillator polymers.” In: Radiation Physics and Chemistry 41.1-2 (1993),
pp. 115–119. DOI: 10.1016/0969-806x(93)90047-x.

[Tay+51] C. J. Taylor, W. K. Jentschke, M. E. Remley, et al. “Response of Some Scintillation
Crystals to Charged Particles.” In: Physical Review 84.5 (1951), pp. 1034–1043. DOI:
10.1103/PhysRev.84.1034.

[Ted+23] S. Tedesco, A. Di Salvo, A. Rivetti, and M. Bertaina. “A 64-channel waveform sampling
ASIC for SiPM in space-born applications.” In: Journal of Instrumentation 18.02 (2023).
DOI: 10.1088/1748-0221/18/02/c02022.

586

https://doi.org/10.1016/j.pss.2015.09.011
https://doi.org/10.1086/168349
https://doi.org/10.1002/cpz1.625
https://doi.org/10.1038/s41550-024-02206-x
https://doi.org/10.1038/s41550-024-02206-x
https://doi.org/10.1016/j.nima.2023.168029
https://doi.org/10.1016/s0920-5632(97)00503-3
https://doi.org/10.1088/0004-637x/809/1/29
https://doi.org/10.1088/0004-637x/809/1/29
https://doi.org/10.1016/0029-554x(79)90348-3
https://doi.org/10.1016/0029-554x(79)90348-3
https://doi.org/10.1140/epjp/s13360-023-04583-0
https://doi.org/10.1140/epjp/s13360-023-04583-0
https://doi.org/10.1016/j.nimb.2015.07.127
https://doi.org/10.1016/j.nimb.2015.07.127
https://doi.org/10.1038/s41598-022-18280-y
https://doi.org/10.1146/annurev-nucl-101917-021151
https://doi.org/10.1016/0969-806x(93)90047-x
https://doi.org/10.1103/PhysRev.84.1034
https://doi.org/10.1088/1748-0221/18/02/c02022


Journal Articles

[Ter14] S. Ter-Antonyan. “Sharp knee phenomenon of primary cosmic ray energy spectrum.” In:
Physical Review D 89.12 (2014). DOI: 10.1103/PhysRevD.89.123003.

[TA02] D. J. Thomas and A. V. Alevra. “Bonner sphere spectrometers—a critical review.” In: Nu-
clear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers,
Detectors and Associated Equipment 476.1-2 (2002), pp. 12–20. DOI: 10.1016/s0168-
9002(01)01379-1.

[TW72] G. R. Thomas and D. M. Willis. “Analytical derivation of the geometric factor of a particle
detector having circular or rectangular geometry.” In: Journal of Physics E: Scientific
Instruments 5.3 (1972), pp. 260–263. DOI: 10.1088/0022-3735/5/3/024.

[Tho+16] S. Thoudam, J. P. Rachen, A. van Vliet, et al. “Cosmic-ray energy spectrum and com-
position up to the ankle: the case for a second Galactic component.” In: Astronomy &
Astrophysics 595 (2016). DOI: 10.1051/0004-6361/201628894.

[Til95] I. S. Tilinin. “Quasiclassical expression for inelastic energy losses in atomic particle
collisions below the Bohr velocity.” In: Phys Rev A 51.4 (1995), pp. 3058–3065. DOI:
10.1103/physreva.51.3058.

[Tin13] S. Ting. “The Alpha Magnetic Spectrometer on the International Space Station.” In:
Nuclear Physics B - Proceedings Supplements 243-244 (2013), pp. 12–24. DOI: 10.1016/
j.nuclphysbps.2013.09.028.
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