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Abstract: Ewing sarcomas are malignant neoplasm entities
typically found in children and adolescents. Early detection is
crucial for therapy and prognosis. Due to the low incidence
the general experience as well as according data is limited.
Novel support tools for diagnosis, such as deep learning mod-
els for image interpretation, are required. While acquiring suf-
ficient data is a common obstacle in medicine, several tech-
niques to tackle small data sets have emerged. The general
necessity of large data sets in addition to a rare disease lead
to the question whether transfer learning can solve the issue
of limited data and subsequently support tasks such as dis-
tinguishing Ewing sarcoma from its main differential diagno-
sis (acute osteomyelitis) in paediatric radiographs. 42,608 un-
structured radiographs from our musculoskeletal tumour cen-
tre were retrieved from the PACS. The images were clus-
tered with a DeepCluster, a self-supervised algorithm. 1000
clusters were used for the upstream task (pretraining). Fol-
lowing, the pretrained classification network was applied for
the downstream task of differentiating Ewing sarcoma and
acute osteomyelitis. An untrained network achieved an accu-
racy of 81.5%/54.2%, while an ImageNet-pretrained network
resulted in 89.6%/70.8% for validation and testing, respec-
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tively. Our transfer learning approach surpassed the best result
by 4.4%/17.3% percentage points. Transfer learning demon-
strated to be a powerful technique to support image interpreta-
tion tasks. Even for small data sets, the impact can be signifi-
cant. However, transfer learning is not a final solution to small
data sets. To achieve clinically relevant results, a structured
and systematic data acquisition is of paramount importance.
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1 Introduction

Ewing sarcomas are highly malignant tumour entities that oc-
cur predominantly in children and adolescents. Early detec-
tion and differentiation from other entities, especially acute
osteomyelitis, are critical for therapy and prognosis and thus
patient survival [17]. Because of the low incidence, experi-
ence especially in outpatient clinics is usually limited, so the
chance of early detection is low [18]. Hence, new sophisticated
diagnostic support tools are required. Deep learning (DL) has
achieved great success in image interpretation in many other
disciplines [11]. However, a common obstacle to the applica-
tion of DL in medicine is the availability of a sufficient amount
of data. Several techniques to cope with small data sets, such
as data augmentation [15, 16], data synthesis, or transfer learn-
ing, have emerged. The general need of DL models for suffi-
cient (training) data poses a challenge in the context of rare
diseases. The question arises whether transfer learning can
solve the problem of limited data and support specific tasks
such as distinguishing Ewing sarcoma from acute osteomyeli-
tis in pediatric radiographs. The presented study investigated
if and how 42,608 unstructured radiographs can be integrated
in a transfer learning approach to support minimal data sets
in a classification task. In summary, we make the following
contributions:
1. We demonstrate a novel transfer learning approach specif-

ically developed with musculoskeletal radiographs by
subsequent training of an already ImageNet-pretrained
model.

2. We leverage a state-of-the-art self-supervised model to
obtain weak auxiliary labels from 42,608 unstructured ra-
diographs.
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3. We underline the importance of sufficient data by showing
that transfer learning is a powerful technique, but not a
sole solution to limited data sets.

1.1 Related work

Transfer learning was first proposed in 1976 by Bozinovski
and Fulgosi [4]. Since then, it has found various applications
and shown great impact [2–4, 6–8]. The most popular transfer
learning models are pretrained on ImageNet [8]. While these
models are trained on every day images such as landscape-
, cat- and dog-images, the pretraining still shows significant
improvement also in medical image interpretation. Recently,
several transfer learning approaches in the context of Covid19
detection and classification tasks have been published [2, 7].
These studies, due to the nature of the disease, focus on thorax
images. However, to our knowledge, no model generally pre-
trained for musculoskeletal features in radiographs has been
demonstrated.

2 Materials and methods

2.1 Data sets

The data set consisted of 42,608 unstructured, pseudonymised
radiographs from a musculoskeletal tumour centre. All images
belonged to patients with sarcoma associated ICD codes. Sar-
comas typically occur in extremities and joints. Additionally,
the data set contained images, which were initiated to check
for metastases or monitor progress after surgery or therapy.
Therefore, it is to be expected that any possible musculoskele-
tal region is included. The DICOM images were retrieved from
the local PACS (Picture Archiving and Communication Sys-
tem) at Klinikum rechts der Isar (Munich). The imaging data
was gathered over the past 25 years and contained corrupted
and false data as well as heterogeneous data quality, reso-
lution and external images. The DICOM header information
was fully blinded, so that no meta-information for statistical
analysis remained. For assessment of the transfer learning ap-
proach, a second data set consisting of 63 images (22 acute os-
teomyelitis, 41 Ewing sarcoma) from patients under 18 years
of age was used. No further restrictions regarding age, muscu-
loskeletal features or sex were made.

2.2 Model training

Model training and inference was conducted on a DGX
Station A100 with four 80GB graphical processing units

(Nvidia Corporation, Santa Clara, CA), 64 2.25 GHz cores and
512 GB DDR4 system memory running on a Linux/Ubuntu
20.04 distribution (Canonical, London, UK). Preprocess-
ing and model implementation were performed in Python
3.9.6 (https://www.python.org/) using PyTorch 1.9.0 and cuda
toolkit 11.1 (https://pytorch.org/). The pretrained model of this
study will be provided upon publication.

2.3 Algorithm

We developed a two step deep learning framework to pretrain
a classification network on an upstream task and subsequently
evaluate it on a downstream task with different data from
the same domain (musculoskeletal radiographs). In step one,
the unstructered data set was clustered by a self-supervised
model [5] into several clusters: DeepCluster presents a self-
supervising approach to learning image representations. It it-
eratively groups features using k-means and uses the subse-
quent assignments as labels to update the weights of a net-
work. The optimal number of clusters was determined through
test runs measured by highest pretraining classification scores.
In step two, the cluster assignments were used as "auxiliary"
class labels for a classification task, whereby a ResNet50 [13]
was pretrained. The data split for pretraining was 80%, 10%,
10% for training, validation and hold-out testing. Next, the
pretrained model was applied to a two-entity classification
task with limited samples for both entities with a data split
of 80%, 10%, 10% for assessment of the transfer learning ap-
proach. To provide statistical robust results and avoid cross-
contamination, a cross-validation was implemented. Accuracy
values were calculated to evaluate the results. Figure 1 dis-
plays the workflow including the five steps from unstructured
data to the final pretrained model.

2.4 Hyperparameters and runtime

For the upstream task a batch size of 512, a learning rate
of 0.05 and 500 epochs were chosen. The runtime was ∼7.5
hours. For the downstream task a batch size of 4, a learning
rate of 0.0001 and 100 epochs were chosen. The runtime for
the all cross-validation folds was ∼2 hours. The inference step
for all folds took ∼7 minutes.
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Fig. 1: Illustration of workflow with respective data samples.

Tab. 1: Classification results of Ewing sarcoma vs. acute os-

teomyelitis

Model Val Acc Test Acc

ResNet50 81.5 % 54.2 %

ResNet50 pretrained (ImageNet) 89.6 % 70.8 %

ResNet50 pretrained (our approach) 94.0 % 88.1 %

3 Results

3.1 Upstream task: from clustering to
pretraining

The highest pretraining classification scores were achieved
with 1000 clusters. The clustering of 42,608 images into 1000
clusters resulted in a normalised mutual information of 0.930.
The smallest cluster was comprised of 2, the largest of 135
image samples with a first quartil of 20, a median of 46 and a
third quartil of 55. The pretraining of the ResNet50 achieved
an accuracy of 86.7%/80.0% for validation and testing respec-
tively.

3.2 Downstream task: final classification

An untrained network achieved an accuracy of 81.5%/54.2%,
while an ImageNet-pretrained network resulted in
89.6%/70.8% for validation and testing in the downstream
task, respectively. Our transfer learning approach surpassed
the best result by 4.4 and 17.3 percentage points (table 1).

4 Discussion

The most important finding of this study was that 42,608 un-
structured radiographs can be utilised for transfer learning by
leveraging a modern self-supervised model, thus significantly
improving downstream classification tasks.
The obstacle of insufficient data for state-of-the-art deep learn-
ing applications is very common in medicine and especially
in a field, such as orthopaedic oncology, where incidence is
low and consequently data is limited. While collecting more
quality data is probably the most effective way to improve
deep learning applications in medicine, new techniques also
need to be (further) developed. For example data augmentation
[15, 16] or image synthesis [14] have shown to support various
image interpretation tasks. We developed a transfer learning
approach specified for radiographs with bone and soft tissue
tumours. Most certainly though, our pretrained network will
also improve other tasks working with radiographs of human
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patients.
Another noticeable finding is that the not-pretrained network
seemed to be overfitting and both pretrained networks seemed
to mitigate this effect, thus, underlining the positive impact of
pretraining with bigger data sets.
The major limitation of this study is that in contrast to the com-
mon data sets applied for pretraining (for example ImageNet
[8], currently more than 14 million images), our data set is
still comparably small. Therefore, the overall validity is still
to be proven. However, for the particular task of distinguish-
ing radiographs of Ewing and acute osteomyelitis patients, we
achieved noticeable improvement. Although we were able to
increase accuracy scores significantly (1), we did not reach
clinically relevant results, yet. In the future, systematic and
structured data collection will be of utmost importance for the
improvement of DL applications.

4.1 Conclusion

Transfer learning has proven to be a powerful technique for
supporting image interpretation tasks. Even for very limited
data sets, the impact can be significant. However, transfer
learning is not an overall solution for small data sets. To
achieve clinically relevant results, structured and systematic
data collection is of paramount importance.
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