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Abstract

Appealing and economically viable electric vehicle offers are pivotal for transitioning global en-

ergy provision to renewables. In this context, fuel cell electric vehicles utilizing polymer electrolyte

membrane fuel cells (PEMFCs) emerge as a promising alternative to battery electric vehicles.

However, commercialization of PEMFCs necessitates a reduction in production and development

costs. This study aims to broaden the scope of electrochemical impedance spectroscopy (EIS)

to accelerate fuel cell testing and reduce the associated development and production costs of

PEMFCs.

A novel, cost-effective setup for spatially resolved EIS within automotive-sized PEMFCs was

developed, bridging theoretical simulations with practical fuel cell applications. The results reveal

correlations between high current density regions and decreased proton resistance, which we

attribute to elevated water production, with relative humidity playing a moderating role. Moreover,

lowering the cathodic stoichiometry accentuates mass transport issues at the air outlet, while

anodic stoichiometry influences performance only below a threshold value of 1.2.

Notably, we report, for the first time, localized degradation patterns during PEMFC cold starts,

attributing voltage degradation to carbon corrosion and ionomer degradation. Realistic tempera-
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ture gradients during cold start cycling manifest in reduced current density and proton resistance

in regions subject to the lowest temperatures.

Emerging as fast and non-destructive quality testing strategies in PEMFC production, EIS con-

ducted at low hydrogen concentration offers valuable insights into fuel cell processes. This

study introduces a novel equivalent circuit model to analyze impedance spectra under low hydro-

gen partial pressures. The proposed model effectively characterizes impedance responses and

explains the performance decline observed at reduced hydrogen concentrations. Specifically,

reduced hydrogen availability at the anode introduces reaction losses, subsequently affecting

potential changes and influencing cathode processes. These findings suggest that impedance

spectroscopy at low hydrogen partial pressures could be a dependable fuel cell quality control

tool.

This investigation extends the understanding of EIS through spatially resolved analyses, local

degradation phenomena, and the impact of reduced hydrogen concentrations. Collectively, this

work showcases EIS as a cost-effective asset in development and production and its potential to

advance PEMFC commercialization.
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1 Introduction

1.1 Climate Change and Green Transport

Transitioning away from fossil fuel combustion emerges is a central challenge facing humanity: Air

pollution from fossil fuel combustion leads to rising cardiovascular and respiratory mortality rates

[1–4]. Global warming, linked to greenhouse gas emissions, is causing substantial changes in our

climate system [5–7], and extreme weather events, including but not limited to floods, droughts,

tornadoes, and hurricanes, are increasing in frequency and severity [8–10]. As commonly under-

stood today, the human-caused rise in greenhouse gas concentration in the earth’s atmosphere

leads to a substantial increase in the planet’s mean temperature (see Figure 1.1 (a) and (b)) [11–

14]. Scientists predict further catastrophic events and economic damage if we do not respond

promptly with significant transformations in all sectors of our life [15–18].

In a concerted effort to mitigate climate change and its consequences, the United Nations (UN)

has formulated a global response. Embodied within the Paris Agreement is a consensus among

all UN member states to constrain the temperature increase below 1.5 ◦C relative to pre-industrial

levels [22]. Achieving this objective necessitates substantial reductions in emissions over forth-
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Figure 1.1 (a) The annual mean global temperature deviation from the baseline over 1880-2022. The
baseline is the average temperature between 1951 and 1980. Data source: NASA, 2023 [19]. (b) The
annual global CO2 emission from fossil fuel combustion and industry. Data source: Ritchie, Rosado, and
Roser, 2023 [20]. (c) The global renewable power generation capacities installed in 2022. Data source:
REN21, 2023 [21].

coming decades [23]. Consequently, the European Union has introduced the European Green

Deal, pledging to eliminate greenhouse gas emissions within its member states by 2050 [24].

Addressing the challenge of growing energy demands together with the imperative to reduce

greenhouse gas emissions mandates a transition from fossil fuels to renewable energy sources.

Solar, wind, and hydroelectric power installations are increasingly integrated into energy grids.

In 2022, electricity constituted the predominant form of energy output from 98% of the global

installed renewable energy capacity (see Figure 1.1 (c)). [21, 25]

Given the pivotal role of wind and solar energy in a net-zero emission energy landscape, di-

rect or indirect electrification of the industry and transport sectors is crucial [26–28]. Within the

transportation sector, battery electric vehicles (BEVs) represent a viable solution, with the sales

market rapidly growing in recent years [29, 30]. BEVs exceed conventional internal combustion

engine vehicles (ICEVs) in acceleration, demonstrate competitiveness in total cost of ownership
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estimations, and, most importantly, drive emission-free. Still, challenges must be addressed, in-

cluding the charging infrastructure, long recharging times, and high acquisition costs. [31–33]

1.2 Fuel Cell Electric Vehicles as Second Pillar for Electric

Mobility

Fuel cell electric vehicles (FCEVs) can contribute to the future of electric mobility by offering con-

sumers a choice between electrified drivetrains. State-of-the-art FCEVs drive up to 500 km with

refueling times of 5 min and below, mirroring the familiar drive cycles of ICEVs. A FCEV utilizes

the energy stored in hydrogen to power an electric motor. The core part of every FCEV is a fuel

cell stack that converts the chemical energy stored in hydrogen into electrical energy, yielding

only water as emission. [34, 35]

The most promising technology for automotive applications is polymer electrolyte membrane fuel

cells (PEMFCs), as they enable fast starting times, high efficiency, and low degradation. Hydro-

gen tanks store the hydrogen fuel at up to 700 bar, while the second reactant, air, is drawn from

the environment. The high energy density of hydrogen compared to batteries makes FCEVs

lighter than comparable long-range BEVs. [36–39]

As an increasing number of car manufacturers release commercially available FCEVs, the fo-

cus pivots towards scalability and mass production [40–44]. Oliver Zipse, the CEO of the BMW

Group, stated that "hydrogen is the missing piece in the jigsaw when it comes to emission-free

mobility" [45]. The recently released BMW iX5 Hydrogen is depicted in 1.2 (a) together with the
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cockpit view displaying a range of 500 km on a full hydrogen tank at a hydrogen consumption of

1.2 kg/100km.

Figure 1.2 (a) Picture of the iX5 Hydrogen by BMW. (b) The cockpit displays a range of 500 km on a full
hydrogen tank at a hydrogen consumption of 1.2 kg/100km. © Copyright BMW AG.

The major challenge to making FCEVs a viable alternative to widely used ICEVs, BEVs, and

plugin hybrid electric vehicles (PHEVs) is the high production costs. While recent studies esti-

mate the production costs for fuel cell systems at ∼ 200 $/kW for mass production [46], the U.S.

Department of Energy (DOE) expects that a cost reduction to 30 $/kW is necessary for long-term

competitiveness with alternative powertrains [47].

1.3 Enhancing the Industrialization of PEM Fuel Cells with

Electrochemical Impedance Spectroscopy

Shifting to mass production, electrochemical impedance spectroscopy (EIS) can provide a pow-

erful tool to accelerate cycle times in development and production. EIS is a well-established

method that gains insights into the working principles of fuel cells while being fast and non-

invasive [48, 49]. Therefore, it has the potential to speed up fuel cell design processes, reduce
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costs for quality testing, and deepen the understanding of degradation mechanisms in automotive

applications.

1.3.1 Electrochemical Impedance Spectroscopy in the Development Phase

Durability is one of the main challenges for automotive PEMFC applications [47]. Therefore, re-

searchers look into making all fuel cell components more robust against chemical, mechanical,

and thermal degradation by testing new or modifying known materials. [50–52]

Physical-chemical phenomena negatively impacting PEMFC performance can be categorized

based on time scales. Short-term phenomena (minutes to hours) of particular significance in-

clude cathode flooding, membrane drying, anode catalyst poisoning by carbon monoxide, and

contaminant absorption into the membrane. Conversely, long-term phenomena (hours to days to

years) entail chemical processes characterized by slow reaction rates, such as ionomer degra-

dation, carbon corrosion, and catalyst particle growth. [53–56]

PEMFC durability for vehicle applications has been closely linked to driving conditions and con-

trol strategies. Degradation testing is an essential and time-consuming step in the development

of new membrane electrode assemblys (MEAs), as a wide range of scenarios and degradation

mechanisms must be tested. Start-stop cycles, load changes, open-circuit voltage (OCV), high

power operation, and cold starts contribute to a shortened lifetime. Over the years, single-cell

accelerated stress tests have been standardized to accelerate the development of durable mate-

rials while minimizing costs and time. [57–60] Most degradation mechanisms heavily depend on
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operating parameters like the potential, the temperature, the relative humidity, and the reactant

supply [61, 62]. These parameters can differ significantly across larger automotive fuel cell stacks

[63–67]. Hence, degradation is often a highly localized phenomenon [68–70].

In this context, EIS provides a non-destructive, in situ method for studying the degradation of

PEMFCs. Even though interpreting impedance spectra and their characteristics can be com-

plicated, EIS can help differentiate and track different degradation phenomena. [71–73] Still,

conventional EIS cannot provide feedback on localized degradation processes. Advanced mea-

surement techniques have emerged to address localized performance and degradation concerns

in recent years. For instance, scanning electrochemical microscopy offers a high-resolution char-

acterization of fundamental processes in half cells but lacks applicability to industrial fuel cells

[74–76].

Alternatively, segmented fuel cell setups have been developed for the EIS of a complete fuel

cell. Segmented cells utilize segmented flow fields and current collectors, electronically isolating

each segment. [77–84]. Only recently, Liu et al. [85, 86] introduced a less invasive setup with an

integrated printed circuit board (PCB). Although there is a growing interest in spatially resolved

EIS for PEMFCs, existing literature only covers small-scale fuel cells with limited spatial resolu-

tion. In the scope of this thesis, we aimed to bridge this gap by investigating local impedance

effects in PEMFCs relevant to commercial FCEV applications. Both the influence of operating

conditions and the application to cold start stress testing were investigated.
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1.3.2 Electrochemical Impedance Spectroscopy in the Production

The large-scale manufacturing of PEMFCs presents significant challenges for both material and

component suppliers and fuel cell stack manufacturers. As the emphasis shifts to PEMFC mass

production, one key advancement is developing time- and cost-effective quality control steps. En-

suring quality control throughout the production of automotive PEMFCs is essential, addressing

safety concerns and economic viability. [87–91]

For quality checks on components, including catalyst layers, membranes, gas diffusion layers,

and bipolar plates, optical tools provide a solution. Recent advances in this field include through-

plane reactive excitation techniques for detecting pinholes in membrane electrode assemblies,[92]

infrared thermography studies to detect membrane irregularities [93] or electrode defects [94–96],

and deep learning implementations [97, 98].

However, optical quality control does not enable us to assess the internal functionality for cell

and stack end-of-line testing. Hence, we have to look into other strategies.

The end-of-line test represents the final step in the production process, serving as the ultimate

quality control before distribution to the respective customer [99]. In general, the end-of-line test

has to fulfill the following tasks [100]:

• Identifying manufacturing and material flaws.

• Process control and feedback for quality management.

• Performance check and verification of user requirements specifications.

Given that the end-of-line cycle time significantly affects the required number of hydrogen test

benches, reducing the time spent and maximizing the information acquired is critical.
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EIS has proven to be a non-destructive testing method for automotive-scale Li-ion batteries. Sig-

nificantly, this technique can rapidly discern between viable and nonviable cells in under one

minute [101–103]. Further research has investigated the simultaneous testing of multiple cells

within multi-cell setups to reduce the number of test channels [104, 105]. Overall, battery multicell

testing yields a cost reduction of ∼ 42 % per tested cell [106].

In PEMFCs, the potential for EIS in end-of-line testing has yet to be investigated. A signifi-

cant difference between EIS in batteries and fuel cells is the necessity to fuel the PEMFC with

hydrogen. The operation with hydrogen requires high safety measures, as it permeates through

various materials and can detonate at a volumetric ratio as low as 4.3%. [107–109]

Within this work, we investigate the potential of EIS for PEMFC end-of-line testing. A particu-

lar focus is understanding EIS interpretation at reduced hydrogen concentrations since quality

testing at low hydrogen concentrations would significantly reduce safety measures and costs.

1.4 Scope and Structure of the Thesis

The aim of this thesis is to examine EIS applications to enhance the industrialization of PEMFCs.

Therefore, experiments are conducted to deepen the understanding of EIS measurements in a

wide range of implementations relevant to developing and producing commercial fuel cells. We

will try to answer the following research questions:

• Which insights on operational strategies can we gain from spatially resolved EIS?

• Does degradation during realistic freeze-start cycling manifest itself in its EIS response?
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• How can we interpret EIS data from experiments at low hydrogen concentrations?

• Can EIS detect faulty fuel cells in quality testing?

We will summarize the fundamentals of PEMFCs and EIS in Chapter 2. A particular emphasis

lays on EIS in PEMFCs. The experimental setup with the different PEMFC tested in this work, the

characterization methods, the data processing, and the test procedures are explained in Chapter

3. The results are presented in Chapter 4. The discussion includes the effects of temperature,

humidity, and stoichiometries on the fuel cell performance, the investigation of local degradation

effects due to starts from sub-zero temperatures, and EIS at low hydrogen partial pressure.
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2 Theory

2.1 Fuel Cell Fundamentals

Before we discuss polymer electrolyte membrane fuel cells (PEMFCs) specifically in Chapter

2.2, we need to understand the electrochemical basics of a fuel cell. Therefore, this Chapter

will briefly overview of the general setup, thermodynamics, kinetics, and mass transport of an

electrochemical cell. An overview of fuel cell types can be found in the Appendix A.1.

2.1.1 The Electrochemical Cell

Electrochemistry is the science of chemical reactions that involve the transfer of electrons. It

combines the study of chemical and electrical phenomena at interfaces between an electronic

conductor (electrode) and an ionic conductor (electrolyte).

The charge transfer between an electrode and an electrolyte occurs via the uptake or the release

of electrons by molecules in the electrolyte. The chemical reaction at the electrode-electrolyte

interface involving the acceptance of an electron is called reduction. Vice versa, the release of

electrons is called oxidation. Oxidation and reduction can not occur alone but only as a combined
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reaction, called redox reaction. The simplest case of a redox reaction with one electron is given

in equations 2.1 - 2.3.

A + e− −−→ A− reduction (2.1)

B −−→ B+ + e− oxidation (2.2)

A + B −−→ A− + B+ redox reaction (2.3)

An electrochemical cell uses a redox reaction to transform chemical energy into electrical energy

or vice versa. It comprises two electrodes connected by an electric circuit and an electrolyte

separating the electrodes. The electrode associated with the oxidation is called anode, and the

electrode linked to the reduction is called cathode. Due to the spatial separation of oxidation and

reduction, ions and electrons must travel between the two electrodes. The ions move through

the electrolyte, separating the two electrodes. The electrons move through the external electric

circuit. [110–113]

We distinguish between two types of electrochemical cells: In galvanic cells, electrode reactions

occur spontaneously, inducing an electric current. They convert chemical energy into electrical

energy. In contrast, electrolytic cells transform electrical energy into chemical energy by promot-

ing a reaction via an externally applied current.

Fuel cells are one form of galvanic cells. A fuel cell is solely an energy conversion device. The

reactants are not stored in the fuel cell but supplied from external sources. Within this work, the

main focus will be on fuel cells. However, the thermodynamic and kinetic basics apply to every

electrochemical cell.
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2.1.2 Thermodynamics

To describe the electrochemistry at an interface between two phases, the electrochemical poten-

tial µ̃ is introduced. It is defined as the sum of the electric potential φ and the chemical potential

µ of a phase.

µ̃ = µ+ eφ (2.4)

Here, e is the elementary charge. As the electrochemical potential aligns at the interface of two

materials, we can compare the electrical and chemical potential differences. Together with the

definition of free reaction enthalpy ∆gr (2.6), the difference in electrical potential can be given as

∆φ =
∆µ

e
= −∆gr

eF
(2.5)

∆gr =
∑

vkµk (2.6)

where F is the Faraday constant, the electrical charge of one mole elementary charges, and vk

are stoichiometric factors describing the relations of the reactants and products. The indices k

denote the different substances of the reaction.

With the definition of the entropy sk of a substance, we can expand the expression for the chem-

ical potential and the corresponding expression for the free enthalpy.

µk = µ0
k + T∆sk

= µ0
k +RT ln ak (2.7)
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∆gr = ∆g0
r +RT

∑
vk ln ak

= ∆g0
r +RT ln

(∏
avkk

)
(2.8)

Here, R denotes the universal gas constant, and ak are the reactants’ activities. The exact def-

inition of the activity depends on the chemical phase of the substance. For gases, it is equal to

the partial pressure of the gas; for solutions, the concentration of the substance can replace it;

and for liquids and solids, the activity is equal to one.

Combining eq. 2.5 and 2.8, we arrive at the Nernst equation:

∆φ = ∆φ0 +
RT

nF
ln
(∏

avkk

)
(2.9)

∆φ0 = −∆g0
r

nF
(2.10)

The Nernst equation describes the electrical potential difference at the interface between two

phases. The voltage of an electrochemical cell in equilibrium V eq equals the sum of potential

differences across the cell.

UOCV = U0 +
RT

nF
ln
(∏

avkk

)
(2.11)

The electrochemical cell is in equilibrium if the net current through the cell is zero. Therefore, the

cell voltage in the equilibrium state is often called open-circuit voltage (OCV).
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2.1.3 Kinetics

Once a current passes through the interface, the voltage will differ from the OCV. The difference

between the theoretical value calculated with the Nernst equation and the measured potential is

termed overpotential. The magnitude of the overpotential and the main contributions depend on

the current passing through the cell. We will first focus on the kinetic overpotential associated

with the electron transfer. The reaction rate of a chemical reaction k depends on the activation

barrier eb, which has to be surpassed on the reaction path. In equilibrium, the electrochemical

potential at a surface is equal for both sides of the reaction. Therefore, the energetic barriers have

the same magnitude in both directions. However, when charge transfer is involved, one direction

is favored. A symmetry factor α is introduced to account for this variation from equilibrium.

k = k0 · exp−eb/RT (2.12)

eb,ox(η) = eeqb,ox − αFη (2.13)

eb,red(η) = eeqb,red + (1− α)Fη (2.14)

eeqb,ox = eeqb,red (2.15)

Here, η is the overpotential at the interface. Figure 2.17 (a) shows a visual representation of this

concept. Using equations 2.12-2.15 and the expression for the exchange current density j (eq.

2.16), we obtain a relation between the current density at one electrode-electrolyte interface and

the corresponding overpotential (eq. 2.17).

j = Fkac0 (2.16)

= j0

(
exp

(
αFη

RT

)
− exp

(
−(1− α)Fη

RT

))
(2.17)
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j0 = Fk0acs (2.18)

This relation is named the Butler-Volmer equation after the two scientists independently derived

it. Here, cs is the concentration of reactants at the surface. Figure 2.17 (b) shows a plot of the

Butler-Volmer equation with a symmetry factor α = 0.5 (solid line) and the contributions of the

anodic and cathodic reaction (dashed lines).

Figure 2.1 Schematic representation of the concept of activation barriers (a), as well as a plot of the
Butler-Volmer equation with the symmetry factor α = 0.5 (b).

For ηkin >> RT
F

the kinetic overpotential can be approximated by the Tafel equation:

ηkin =
RT

αF
ln

(
j

j0

)
(2.19)

Theoretically, both electrodes contribute to the difference in voltage. In a PEMFC, however, the

slow reaction kinetics of the oxygen reduction reaction (ORR) mainly determines the overpoten-

tial. The overpotential of the anode is comparably small [111].
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2.1.4 Mass Transfer

At high current densities, the reaction rapidly consumes reactants to establish concentration gra-

dients. Both depletion of reactants and accumulation of the products become a problem. We

learned from the Nernst equation 2.11 that the cell voltage depends on the concentration of the

reactants at the electrode-electrolyte interface. Using the concentration at the electrode surface

cs in the Nernst equation yields

UOCV = U0 +
RT

nF
ln cs. (2.20)

The overpotential caused by reactant depletion is therefore

η =
RT

nF
ln

(
cs
cb

)
, (2.21)

where cb denotes the bulk concentration of the reactant. Applying Fick’s law, we obtain a propor-

tionality between the current and the concentration gradient (eq. 2.22).

j =
nFD(cb − cs)

δ
(2.22)

Here, n is the flux of reactants per unit area, D is the diffusion coefficient of the reacting species,

and δ is the Nernst diffusion layer thickness. Combining eq. 2.22 and 2.21, we arrive at a relation

between the overpotential and the current density:

ηmt =
RT

nF
ln

(
1− δj

nFDcb

)
(2.23)
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For j = 0 the overpotential is ηmt = 0. For j −→ nFDcb
δ

the mass transport overpotential

approaches infinity ηmt −→ ∞. The current density j = nFDcb
δ

is called limiting current density

jL. It is the absolute maximum current a fuel cell can produce. Equation 2.23 predicts a sharp

drop in the cell voltage when approaching the limiting current density. In realistic cells, the limiting

current density is usually not reached uniformly across the catalyst surface. Instead, the reactant

concentration and current density vary, leading to a softer voltage drop.
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2.2 The PEM Fuel Cell in Automotive Applications

Due to its quick-start capabilities and comparably low operating temperatures, the PEMFC is the

most promising candidate for fuel cell electric vehicles (FCEVs). This Chapter will guide you

through the current understanding of PEM fuel cells. We will start with the fundamental chemical

reactions in PEMFCs and provide an overview of state-of-the-art materials and design principles

from the catalyst powder to stack components. Further explanations on the periphery and the

working principles in an FCEV can be found in the appendix.

2.2.1 Chemistry of a PEM Fuel Cell

A PEMFC uses the highly exothermic reaction of hydrogen and oxygen to water to result in an

electric current. At the anode side, hydrogen is oxidized to protons (hydrogen oxidation reaction,

HOR). The proton-permeable membrane between the anode and cathode allows the transport

of protons to the cathode side, where they reduce oxygen to water (oxygen reduction reaction,

ORR). A potential builds up since the membrane prevents electrons from balancing the induced

electron imbalance. A current is induced upon connecting the anode and cathode via an external

circuit.

H2 −−→ 2 H+ + 2 e− HOR (2.24)

1

2
O2 + 2 H+ + 2 e− −−→ H2O ORR (2.25)

H2 +
1

2
O2 −−→ H2O overall reaction (2.26)

While the potential of the relatively simple hydrogen oxidation reaction (HOR) is defined as φ = 0,

there are two distinct pathways with different potentials of the ORR in aqueous solutions. It either
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occurs by the direct 4-electron pathway to water (eq. 2.27) or via the 2-electron pathway (eq.

2.28) to hydrogen peroxide. The hydrogen peroxide may react further with two protons and two

electrons to water (eq.2.29). [114, 115]

O2 + 4 H+ + 4 e− −−→ 2 H2O 1.229 V (2.27)

O2 + 2 H+ + 2 e− −−→ H2O2 0.70 V (2.28)

H2O2 + 2 H+ + 2 e− −−→ 2 H2O 1.76 V (2.29)

Additionally, the reaction between oxygen and the most common catalyst, platinum, induces a

mixed potential at the cathode.

Pt + H2O −−→ PtO + 2 H+ + 2 e− 0.88 V (2.30)

The mixed cathode potential is around 1.06 V at standard conditions (25 ◦C,1.0 bar) [116]. Other

side reactions reduce the cathode potential further. One main contribution stems from hydro-

gen crossover. Even though the membrane separating the anode and cathode is built to prevent

hydrogen and oxygen from moving to the other side, hydrogen crossover occurs at low rates.

Consequently, the hydrogen oxidizes at the cathode, reducing the cathode potential. The current

flowing due to hydrogen crossover is minimal in state-of-the-art fuel cells. It is negligible at higher

currents. Nevertheless, it reduces the open-circuit voltage at equilibrium. [111, 116]
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2.2.2 Catalyst Materials

The ORR is much slower than the HOR and is the rate-determining step. Hence, there is great

interest in catalytically improving the sluggish kinetics.

Catalysis aims to bind reactants to a surface, thereby reducing the energetic activation barrier

for a reaction. However, if intermediates bind too strongly to the catalyst surface, the reaction

may not proceed, and the intermediates may block the catalyst’s active sites. Therefore, a good

catalyst should bind the reactants strong enough to reduce the activation barrier significantly but

weak enough so that products can easily detach. This principle is called the Sabatier principle

and leads to so-called volcano plots, indicating an absolute maximum of catalytic activity when

plotted against the bonding energy. For the ORR, as well as for the HOR, platinum happens to

be the best-known non-alloyed catalyst [114, 117]. The volcano plots for the ORR and the HOR,

together with suitable candidates, are shown in Figure 2.2.

Figure 2.2 Volcano plots and suitable catalysts for the HOR (a) and the ORR (b). (a) Adapted from
Lavacchi, A. et al. 2013. (b) Reprinted with permission from Norskov, J. K. et al. 2004 [117]. Copyright
2004 American Chemical Society.
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However, the catalytic activity is not distributed uniformly over the catalyst surface. Contrarily, the

catalytic activity mainly depends on individual active sites [118]. The binding energy of an atom

depends on the number of closest neighbors. Hence, the catalytic activity depends on the struc-

ture of the surface. Under-coordinated edges and kinks bind oxygen too strongly for platinum and

are less active than plain surface atoms. Over-coordinated cavities, in contrast, are even more

active. [119, 120]

The activity of catalyst materials is commonly given as either specific or mass activity. The spe-

cific activity is the catalytic activity divided by the surface area of the catalyst. The mass activity

is the catalytic activity per mass of catalyst material.

Since platinum is expensive, the main target is reducing the platinum content needed for PEMFCs

while maintaining high catalyst activity and fuel cell efficiency. There are three ways to achieve

lower platinum loadings: Increasing the surface area of platinum, increasing the specific activity,

or finding platinum-free catalysts with equally high catalytic activity. [121]

Enhancing the surface area is achieved by using catalyst nanoparticles since nanoparticles lead

to a higher surface-to-mass ratio. However, decreasing particle size leads to a higher percentage

of step and kink surface sites with lower catalytic activity, reducing the specific activity. Con-

sidering both effects, the mass activity reaches a maximum at particle sizes around 3 nm [122].

Further, the utilization of active sites needs to be maximized. For a catalyst site to contribute to

the reaction, it must be easily accessible by protons, electrons, and the reactant gas. Further de-

tails on electrode design principles to achieve a high catalyst utilization are explained in Chapter

2.2.4
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To increase the specific activity of platinum, alloying with d-metals or lanthanides to craft bimetallic

electrocatalysts is beneficial. Bimetallic catalysts like Pt3Ni, Pt3Co, and Pt3Y have been demon-

strated to enhance both the stability and the activity of Pt-based electrocatalysts. Further, the

secondary metal can impede carbon monoxide adsorption on the catalyst surface, reducing the

amount of blocked active sites. Taking the idea to the next step, researchers also look into ternary

alloy catalysts for further improvements. [123–125]

Lastly, non-platinum catalysts are investigated based on several different approaches, including

single-atom catalysts [126–128], high entropy alloy catalysts [129, 130], and metal-free catalysts

[131–134]. Still, despite extensive efforts, state-of-the-art catalysts in commercial applications

are platinum-based. Most commonly used are either pure platinum or Pt3Co nanoparticles.

2.2.3 The Electrolyte

The primary function of the electrolyte in PEMFCs is to allow protons to move from the anode

side to the cathode side. However, the electrolyte also acts as a separator between the anode

and cathode catalyst layers, preventing electrons from moving through short circuits directly from

the anode to the cathode and minimizing gas crossover. These requirements must be matched

in a wide range of temperatures and humidities for commercial vehicle applications. Most widely

used are perfluorinated sulfonic acid (PFSA) electrolytes like Nafion®, Gore-Select®, Aciplex®, or

Flemion®. [135–138]
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PFSA consists of a fluoropolymer backbone with pendant perfluoro side chains ending in sulfonic

acid groups. The exact chemical formula varies between manufacturers but is shown schemat-

ically in Figure 2.3 (a). The fluoropolymer backbone is hydrophobic and provides chemical and

thermal stability. The sulfonic acid groups are highly hydrophilic due to their high polarity. The

high proton conductivity of PFSA membranes stems from the interconnections of water molecules

bound to the sulfonic acid groups when hydrated. Within the polymer, superstructures form. Hy-

drophilic, water-rich domains form channels of high proton conductivity, separated by hydropho-

bic regions. The high conductivity within these channels stems from the Grotthuss mechanism.

Instead of individual protons physically moving through the water channels, the proton is trans-

ported via rapid rearrangement of hydrogen bonds. The continuous bond flipping leads to virtually

moving H3O+ ions. The Grothuss mechanism leads to almost ten times faster ion conduction than

for any other ion. [139, 140]

Nafion®exhibits a conductivity of 0.2 S/cm at ideal conditions [141, 142]. In order to meet the

desired resistance values between 0.01 Ω cm2 and 0.02 Ω cm2 this corresponds to a maximum

membrane thickness of less than 20 µm.

Challenges for PFSA membranes are still insufficient durability and the large dependence of the

proton conductivity on humidification. Research to tackle these issues includes shortened side

chains [143–145], reinforcing the fluoropolymer backbone [146–149], introducing radical scav-

engers to prevent free radicals from decomposing the ionomer chains [150, 151] as well as the

introduction of new materials [152, 153].
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Figure 2.3 (a) The structural chemical formula of PFSA. (b) Schematic illustration of the ionomer structure
as a function of water content. Reprinted with permission from Berlinger et al. 2018 [154]. Copyright 2018
American Chemical Society.

2.2.4 The Electrodes

State-of-the-art polymer electrolyte membrane (PEM) fuel cells are designed so that the reac-

tions occur in the porous structure of the electrodes.

For the reaction to occur at a given spot in the electrode, the electrode must provide pathways

to the reaction side for the three components: electrons, protons, and the reaction gas. An elec-

trode is usually a porous structure of an electron-conducting material and a proton-conducting

ionomer to enable those so-called triple-phase boundaries. An illustration of an exemplary elec-

trode structure is shown in Figure 2.4.

The electrodes are also frequently called catalyst layers due to the presence of catalyst nanopar-

ticles. To achieve high catalytic activity at minimal costs, the catalyst is dispersed on carbon

support as nanoparticles. The carbon support acts as an electron pathway.

As discussed in the previous chapter, platinum is the most active catalyst for the ORR and the

HOR. Consequently, anode and cathode are very much comparable regarding material require-

ments. Commercial cathodes contain around 0.2 mg/cm2 to 0.4 mg/cm2 platinum. The platinum

loading on the anode is lower due to the better reaction kinetics of the HOR. Reduction of plat-

25



inum content at a simultaneous increase of mass activity is the main goal for future applications

to reduce costs. The U.S. Department of Energy (DOE) targets a platinum loading of in total

0.125 mg/cm2 by 2025 to be competitive with other technologies. [47, 136, 138]

One key quantity to measure the accessible platinum surface is the electrochemical active surface

area (ECSA). In order to increase the utilization rate of the platinum nanoparticles, the platinum

must be in contact with the carbon support, the ionomer, and the gas phase. Porous carbon is

commonly used as support to achieve a high gas permeability. It combines good electrical con-

ductivity, low contact resistance, and high porosity. The carbon agglomerates in superstructures

of agglomerates with different pore sizes provide a transport channel for the gaseous reactants

and the liquid water the reaction produces. [155]

The carbon agglomerates are partially coated by a thin film of ionomer, providing proton path-

ways to the reaction site. Excess ionomer will, however, reduce the gas diffusion pathways. The

optimum ionomer loading (I/C ratio) is around 30 wt%, and as described in Chapter 2.2.3, PFSA

materials are most commonly applied. Water content is critical not only because it increases

the proton conductivity in the ionomer. Additionally, water thin films and water-filled small pores

provide further proton pathways, increasing the catalyst utilization rate. However, excess water

may lead to an accumulation of water in larger pores and, therefore, a blocking of gas pathways

(see Figure 2.4). [156–158]

The catalyst layers are prepared in two steps: Mixing an ink with all previously described com-

ponents, an additional solvent, and possibly other additives. Subsequently, the ink is applied to a
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substrate. [159]

The substrate might either be the gas diffusion layer (GDL) (see Chapter 2.2.5), the membrane,

or a foil for a later transfer to the membrane. The electrode’s exact structure is highly dependent

on material choice and ink composition. Some essential variables are the catalyst material, the

carbon material, the platinum weight loading, the Pt/C ratio, the I/C ratio, the ionomer, and the

amount and kind of solvent used. [144, 154, 160]

Figure 2.4 Illustration of the electrode structure in PEMFCs with the influence of the water content in the
electrode.

2.2.5 The PEM Fuel Cell Stack

A full cell stack compromises membrane electrode assemblys (MEAs), which are essentially the

electrochemically functional part of a fuel cell stack, and bipolar plates (BPPs). BPPs supply the

cell with hydrogen and oxygen, electrically connect the cells, and guide the cooling medium of

the stack. To achieve the power requirements for FCEV, up to 400 MEAs and BPPs are stacked

in series. Figure 2.5 shows the alternate stacking of MEAs and BPPs.
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Figure 2.5 Exemplary CAD graphic of a PEMFCs stack for automotive applications.

The Membrane Electrode Assembly

The membrane electrode assembly (MEA) is the smallest functional part in a fuel cell stack.

Talking solely about essential parts, the MEA combines all components of an electrochemical cell.

It consists of a polymer electrolyte membrane (PEM) (see Chapter 2.2.3) sandwiched by anode

and cathode layers (see Chapter 2.2.4). The electrode-electrolyte sandwich is completed with a

sealing gasket, ensuring gas tightness and electrical isolation. In commercial fuel cell stacks, two

additional layers, a gas diffusion layer (GDL) on the cathode and anode side, ensure good gas

distribution across the catalyst layer. A graphic of a typical MEA for automotive applications is

displayed in Figure 2.6.

The GDL serves in the following functions: diffusion and even distribution of the gas from the

Figure 2.6 Exemplary CAD graphic of the essential components of MEAs for automotive applications.
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flow channels towards the catalyst, transport of produced water from the MEA back to the flow

field, conduction of electrons and heat, and mechanical support of the MEA across the uneven

surface of the flow field design. Thus, it must exhibit good thermal and electrical conductivity and

a high porosity. The GDL is built up by a substrate and a thin coat of a microporous layer (MPL).

Commonly, carbon fiber material, hydrophobized with 5 wt% to 30 wt% polytetrafluoroethylene

(PTFE), is used as a GDL-substrate. The MPL consists of carbon or graphite particles and

between 10 wt% and 40 wt% hydrophobic binder. It enhances water transport and protects the

MEA from substrate fibers. Without the additional MPL coating, liquid water films form at the

electrode-GDL interface, blocking oxygen pathways. The smaller pore size of less than 500 nm

compared to substrate pores of more than 10 µm within the MPL provides a barrier for condensed

water in the GDL. [161–163]

The layer thickness is a crucial factor for the transport properties of the GDL. While thicker GDLs

exhibit better oxygen diffusion, they flood more easily. Therefore, the optimal thickness depends

on the application, ranging between 0.1 mm to 0.4 mm. [163]

Bipolar plates

A BPP fulfills multiple functions in a fuel cell stack. It sits between each MEA, acting as anode

contact on one side and cathode contact on the other side of the plate. A flow field is impreg-

nated on each side, providing the fuels for the cell and removing the product water. Besides,

BPPs must also inhibit channels for the cooling system and electrically connect adjacent cells.

Thus, material requirements include good thermal and electrical conductivity, gas impermeability,

and corrosion resistance [164]. Due to the demand for mass production capabilities in automo-

tive applications, metal BPPs are commonly used in this sector. They are composed of two metal
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plates, each stamped with a gas flow field on the outside. On the inside of the BPPs, a cooling

medium flow field enables controlling the stack temperature. A typical geometry of BPPs inside

a PEMFC-stack is shown in 2.5. [165, 166]

Since most metals are prone to corrosion, the metal plates are protected by an anti-corrosion

coating [167, 168].

Effective water management and reactant distribution are pivotal as they directly impact cell per-

formance and degradation. Water transport and gas distribution depend on the flow field design.

In commercial PEM fuel cell stacks, a straight parallel flow field variation is usually utilized, where

air and hydrogen are supplied to the MEA in multiple parallel channels. In straight parallel flow

field designs, we distinguish co-flow and counter-flow. The first term means that air and hydrogen

are fed from the same side and thus flow in the same direction; the latter means that air and hy-

drogen flow in opposite directions. Counter-flow usually leads to a more even water distribution.

[169–171]

2.2.6 Current-Voltage Characteristics of a PEM Fuel Cell

According to the Nernst equation 2.11, we obtain the OCV by inserting the free enthalpies of

hydrogen, oxygen, and water. For a PEMFC at ambient pressure, this results in a theoretical

voltage of 1.229 V. Accounting for the mixed potential at the cathode and side reactions, realistic

OCV values are usually around ~1.00 V. Moving away from equilibrium conditions, the actual

cell voltage decreases with increasing current drawn from the cell. The difference between the

theoretical OCV calculated from the Nernst equation and the actual cell voltage is termed overpo-
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tential η. The dependence of the overpotential on the current density defines the current-voltage

characteristics depicted in Figure 2.7. The current-voltage curve is also called polarization curve.

Figure 2.7 Polarization curve of a PEM
fuel cell. We can distinguish four po-
tential losses: side reactions, kinetics,
ohmic losses, and mass transfer limita-
tions.

We can differentiate between overpotentials stemming from different processes that shape the

polarization curve in specific current ranges. Apart from the difference between theoretical and

actual OCV, we can differentiate three regions in which three different overpotentials shape the

curve:

Kinetic overpotential

At low current densities, the sluggish kinetics of the ORR, referred to as kinetic overpotential,

dominate the current-voltage curve. The kinetic overpotential is associated with the energy barrier

that must be overcome for the reaction to occur. For ηkin >> RT
F

the kinetic overpotential can be

described by the Tafel equation:

ηkin =
RT

αF
ln

(
j

j0

)
(2.31)
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The Tafel equation predicts a logarithmic dependency of the kinetic overpotential ηkin on the

current density, which can also be seen in the polarization curve. For further explanation and the

derivation, please refer to Chapter 2.1.3.

Ohmic overpotential

With increasing current density, the polarization curve flattens into a reasonably straight line

attributed to ohmic losses, the ohmic overpotential. The ohmic overpotential is rather not one

overpotential but a combination of three ohmic resistances: the proton resistance in the ionomer

Rproton, the electronic resistance of fuel cell components Re, and the contact resistance Rc.

ηohm = IR (2.32)

R = Rproton +Re +Rc (2.33)

The resistivity of metals and carbon materials used for electronically conductive components is

in the order of 10−8 Ω/m to 10−6 Ω/m compared to an ionic resistivity in the order of 1 Ω/m to

1010 Ω/m of the membrane. Hence, electronic resistances are almost negligible. Contact and

ionic resistances are of approximately the same order of magnitude.[111, 142, 172]

Mass transport overpotential

At very high current densities, the reactants at the electrodes deplete, leading to a mass transport

overpotential. The theory of this phenomenon was already discussed in Chapter 2.1.4.
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We derived the equation for the mass transfer overpotential:

ηmt =
RT

nF
ln

(
1− δj

nFDcb

)
(2.34)

For large current densities (j −→ nFDcb
δ

), the theoretical equation predicts a sharp drop in the

cell voltage. To move the limiting current density to higher values, either the diffusion constant

must increase or the diffusion distance must decrease. This means either reducing the thickness

of electrodes and GDL or improving the permeability of the materials. To minimize mass transfer

limitations, the fuel cell is usually operated on higher reactant supplies than theoretically neces-

sary to maintain the applied current. The ratio of the supplied reactant to the theoretical reactant

consumption rate is called stoichiometry and is denoted with the symbol λ.
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2.3 Electrochemical Impedance Spectroscopy in PEM Fuel

Cells

Electrochemical impedance spectroscopy (EIS) provides a well-established approach for fast and

non-invasive PEMFC measurements. By applying small sinusoidal disturbances at different fre-

quencies to the fuel cell, impedance spectroscopy can reveal vital insights into the electrochemi-

cal performance of the cell. [48, 49, 53, 173]

Based on the knowledge of PEMFCs from previous chapters, this Chapter aims to provide a

common basis for EIS fundamentals. First, EIS is introduced, and the basics of EIS data analysis

are explained. Secondly, a connection is drawn between electrochemical processes in a fuel cell

and corresponding impedance contributions. Finally, common EIS models are described. For

electrical basics and the concept of impedance, please refer to the Appendix A.3.

2.3.1 The Concept of Electrochemical Impedance Spectroscopy

The principle of electrochemical impedance spectroscopy (EIS) measurements is to apply an al-

ternating current (AC) probing signal to an electrochemical system and measure the response.

One can calculate the complex resistance called impedance from the phase shift and the am-

plitudes of signal and response. Applying different perturbation frequencies makes it possible to

separate electrochemical processes due to their different relaxation times. The set of impedance

values for different frequencies is called impedance spectrum.

EIS experiments are usually carried out on a three-electrode setup: the working electrode as

the object under investigation, the counter electrode as the counterpart of the working electrode,
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and the reference electrode as a reference point. In a PEM fuel cell, the anode might be used

simultaneously as the counter and reference electrode due to practicability. This is, however, only

possible since the HOR shows significantly faster kinetics than the ORR. [174, 175]

One differentiates between galvanostatic and potentiostatic EIS measurements. In galvanos-

tatic measurements, the current perturbation is controlled while recording the voltage response;

the potentiostatic mode is the opposite way of generating a voltage signal and measuring the

current response. For both options, a potentiostat is most commonly used in combination with a

frequency response analyzer. The combination is often built into a single device, providing four

terminals: Two terminals for generating a voltage/current signal and two terminals measuring the

current/voltage response. [174, 175]

The data obtained from an EIS measurement can be plotted in multiple ways, the most prominent

being Nyquist and Bode plots. In a Nyquist plot, the data points are plotted in the complex plane,

providing the imaginary part of the impedance as a function of the real part. This representation

is very illustrative and allows for determining an electrochemical cell’s fundamental properties

at first glance. However, a Nyquist plot provides no information about the frequency range and

dependency of the obtained EIS data. Therefore, a Bode plot can be a viable alternative, often

providing additional information. A Bode plot maps the absolute value of the impedance |Z| and

the phase φ as functions of the angular frequency ω. |Z| and ω are plotted on a logarithmic scale.

Examples of a typical Nyquist plot (a) and the corresponding Bode plot (b) are given in Figure

2.8.
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Figure 2.8 Examples of a typical Nyquist plot (a) and the corresponding Bode plot (b). Note that the
Nyquist representation does not provide information about the frequency dependence. The data was
obtained by simulating a modified Randles circuit with finite diffusion over a frequency range from 0.01Hz
to 10 000Hz. The properties were R0 = 0.002 Ω, R1 = 0.002 Ω, C1 = 1F, Aw = 0.005 Ω and B = 0.5 Ω.

2.3.2 Data Validation and Fitting

EIS can provide insights into the contributions of the impedance and, therefore, the chemical and

physical processes in a fuel cell. Identifying the different contributions solves the inverse problem:

We know the outcome and want to learn about the sources. The fitting process of impedance

spectra consists of three steps: validation of the measured data, the proposal of a model repre-

senting the processes in a fuel cell, and fitting the model to the data. [176]

The Kramers-Kronig transformation validates the experimental data regarding stability, linear-

ity, and causality. It states that the imaginary part of a valid EIS data set can be calculated

from the real part. Since the Kramers-Kronig transformation is rather complicated, the data is

often validated by fitting a model that fulfills the Kramers-Kronig relation. The data set fulfills

the Kramers-Kronig relation if the relative residuals of the fit are distributed over the full range

of frequencies. However, the data set is not necessarily invalid if the relative residuals are not

distributed randomly. [177–179]

The validated impedance data is then commonly fitted with fuel cell models. Historically, the
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most common fuel cell models are based on electric circuit diagrams aiming to simplify complex

electrochemistry while providing information on the underlying physics. These so-called equiv-

alent circuit models (ECMs) are easy to understand and, given a fundamental understanding of

electrochemistry, easy to apply. [180] There is, however, the ambition to develop models solely

based on physical equations. Due to the complexity of those models, the fitting is usually only

possible with additional ex-situ measurements. [181, 182]

We will discuss the physical basics of PEMFC impedance models in Chapter 2.3.3 and introduce

different ECMs in Chapter 2.3.4.

Nowadays, computer technology provides a fast and accurate way of fitting an equation to a mea-

sured data set. The complex non-linear least square (CNLS) fitting method is the most commonly

used fitting approach. Most data analysis programs are based on the Levenberg-Marquardt min-

imization algorithm. The CNLS approach aims to minimize the chi-squared parameter, which is

defined by

χ2 =
∑(

yi − f(xi)

σi

)2

. (2.35)

χ2 is also called object function. (yi/xi) are the measured data points with a standard deviation

σi and f(x) is the model function. For the CNLS fit, the object function is defined as

χ2 =
∑

Re(Zi − Z(ωi))
2 + Im(Zi − Z(ωi))

2. (2.36)

Here, Zi denotes the measured impedance for the angular frequency ωi, and Z(ωi) is the impedance

calculated with the chosen equivalent circuit model for the angular frequency ωi. The minimization
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algorithm then aims to minimize the object function by varying the parameters of the impedance

function. [174, 183]

Indicators often used to determine the quality of a fit are the relative residuals [174]:

∆re,i =
Re(Zi − Z(ωi))

|Z(ωi)|
(2.37)

∆im,i =
Im(Zi − Z(ωi))

|Z(ωi)|
(2.38)

The fitting process starts by selecting an appropriate equivalent circuit and estimating the ini-

tial values for all model parameters. The minimization algorithm then evaluates the resulting fit

through the object function and adjusts the parameters. It will repeat the process of fitting, eval-

uating, and adjusting for a specified number of cycles or until reaching a given goal for accuracy.

This, however, may result in a poor fit even for an appropriate model choice and good mea-

surement data due to poor estimates of the initial values. Therefore, estimating the initial values

requires good knowledge of the electrochemical system under investigation. [174]

2.3.3 Impedance and Its Corresponding Electrochemical Processes

A typical model of an electrolyte-electrode interface contains three main contributions: one part

attributed to faradaic reactions at the interface, one contribution by the interface itself, and an

ohmic contribution of the charge transport through the ionomer and electrode components. We

will discuss each contribution in this Chapter in greater detail.
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Ohmic Contribution

The charge transport of both electrons and ions leads to an ohmic contribution to the fuel cell

impedance. Therefore, it is often modulated by a resistor Ru. The uncompensated resistance is

connected to the conductivity σ by equation 2.40.

Zu = Ru (2.39)

Ru =
l

σA
(2.40)

Here, l denotes the length of the conduction pathway, and A denotes the cross-section of the

conductor. Since the cross-section of the ionomer is much smaller in the porous ionomer struc-

ture of the electrodes, proton conduction within the electrodes significantly adds to the proton

resistance.

Interface Impedance

The interface between the electrode and the electrolyte itself is usually modeled as capacitance.

A charged zone builds up at the interface between proton-conducting material and electron-

conducting material. This zone is negligibly small in electronic conductors but extends signifi-

cantly into the electrolyte. Due to its characteristics of adsorbed species as a charge layer and

a more extended charged volume built up by ions, it is often referred to as double layer. The

corresponding capacitance is called double layer capacitance Cdl. Simple models approximate

the interface capacitance as a plate capacitor (see eq. 2.42). This is a considerable simplification
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of the electrode-electrolyte interface and reflects the physics only poorly but gives an intuitive

understanding of related quantities.

ZC =
1

iωC
impedance of a capacitance (2.41)

C =
ε0εrA

d
plate capacitor (2.42)

Here, ZC is the impedance of a capacitance, i is the imaginary unit, C denotes the capacitance,

A is the area, and d is the distance. ε0 and εr are the relative and vacuum permittivity, respectively.

Following the simplification of a plate capacitor, we can estimate the electrode-electrolyte in-

terface area from the capacitance. While the magnitude may vary from the actual values, the

double layer capacitance indicates how the interface area changes over time. It is, however,

essential to note that the interface area here describes the total area between ionic conductors

(ionomer, water) and electronic conductors (platinum, carbon). It does, therefore, not translate to

an indication of the ECSA.

Faradaic Impedance and Mass Transport Impedance

Regarding the faradaic impedance at an electrolyte-electrode interface, the simple model derived

by Warburg [184] has been the scientific standard for over a century. When considering a simple

redox reaction

Ox + ne←−→ Re (2.43)
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one can write the potential at the electrode as a function V (j, cox, cred) of the current passing

through the interface j as well as the concentrations of reductant cox and oxidant cred. If we as-

sume only mass transport according to Fick’s diffusion law and neglect migration and convection,

the time differentials of the concentration at the interface are given by

∂cox(x, t)

∂t
= Dox

∂2cox(x, t)

∂x2
(2.44)

∂cred(x, t)

∂t
= Dred

∂2cred(x, t)

∂x2
, (2.45)

where D is the diffusion constant of the species.

As the length of the diffusion region δ, namely the electrode layer plus the GDL, is not signifi-

cantly larger than the diffusion length, we have to consider a finite-length diffusion problem. In

PEMFCs, a totally absorbing boundary is a good approximation. The boundary conditions can,

therefore, be formulated as

c(x = L, t) = 0 (2.46)

Inserting the boundary conditions and connecting the diffusion with the current density, we can

solve the differential equations 2.44-2.45. Using the Fourier transformation, we arrive at the
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Faradaic impedance as a combination of a charge transfer resistance plus the Warburg impedance

[174, 175].

Zfaradaic = Rct + Zws (2.47)

Rct =
RT

n2F 2Ackapp
(2.48)

Zws = Aw(iω)−0.5 tanh(
√
iωB) (2.49)

with

Aw =
RT

n2F 2Ac
√

2D
, (2.50)

B =
δ√
D

(2.51)

The impedance Zws and the corresponding equivalent circuit element are called Warburg short

[185]. We can determine characteristic properties of a fuel cell, like the diffusion constant, directly

from the Warburg short parameters.

From the relation between Aw and Rct we can derive an indication of the apparent reaction

rate kapp:

Aw

Rct

=
kapp√

2D
(2.52)
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2.3.4 Equivalent Circuit Models for PEM Fuel Cells

With the knowledge of the most important contributions to the impedance of a PEMFC, we can

think of possible models to describe a fuel cell. In the scope of this thesis, we will focus on so-

called equivalent circuit models (ECMs). An ECM is an electric circuit diagram aiming to simplify

complex electrochemistry while providing information on the underlying physics.

In this chapter, we will describe and discuss different ECMs and possible applications for them.

We will start with the well-established and simple Randles equivalent circuit and gradually intro-

duce complexity. An overview of the Randles model and possible additions is provided in Figure

2.9.

Figure 2.9 Diagram of the Randles ECM, as well as two possible additions: an anode contribution in
case of operating conditions or design choices promoting a stronger impact of anode processes; a mass
transport contribution in the form of a Warburg element as derived in Chapter 2.3.3

.

Randles model

The standard model for describing kinetic and interfacial effects at the electrode-electrolyte in-

terfaces has been the Randles model for over 70 years [186]. The model consists of a parallel

arrangement of a resistor and a capacitor. The resistor models the resistance associated with

the electrochemical reaction itself. The capacitor is a simplified representation of the double layer
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building up at the interface between an electric conductor and an ionic conductor (see Chapter

2.3.3).

For PEMFCs, we usually assume the anode reaction to be negligible. In the simplest case,

we, therefore, model the fuel cell with a parallel connection of the charge transfer resistance Rct

and the double layer capacitor Cdl for the cathode and an additional resistor RΩ for the ohmic

losses associated with proton conduction and interface resistances. A representation of the sim-

plest model is shown in Figure 2.10, together with the typical Nyquist response that we would

expect from a simple Randles model.

The high-frequency intercept with the x-axis is attributed to the ohmic resistance. The semi-circle

in the Nyquist plot is associated with the processes at the electrode-electrolyte interface. There-

fore, the low-frequency intercept with the x-axis is RΩ +Rct. [187]

Figure 2.10 Diagram of the Randles model for PEMFCs and the corresponding Nyquist plot.
.

In real-world applications, the half-circle in the Nyquist plot is often depressed. Therefore, the

capacitor is sometimes replaced with a constant phase element (CPE). A CPE is essentially an

imperfect capacitor with the additional parameter n being a measure for the degree of deviation

from a capacitor. n = 1 equals a pure capacitor. However, the exact physical meaning of CPEs
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is still under debate in each particular case. [188–193]

The simple Randles model is primarily used in ideal use cases, as it neglects two factors that

we will look at more closely in the following chapters.

Mass transport contribution

Moving away from ideal conditions to the operation with air at a realistic stoichiometry, we com-

monly see a second arc evolving in the impedance spectra of fuel cells. The mass-transport

processes take place at a longer timescale and are therefore visible in the low-frequency domain

between 0.1 Hz to 5 Hz. [178]

While there are publications fitting the mass transport arc with a second capacitance/resistance

parallel circuit, the physically derived Warburg short element is the most common model for mass

transport phenomena in PEMFCs [185]. The modified Randles circuit with the Warburg element

for bound diffusion and the Nyquist plot of the resulting impedance spectrum are shown in Figure

2.11.

We usually see increasing mass transport contributions in the impedance spectrum at high cur-

rent densities, low stoichiometries [194], or due to water management [195, 196]. Still, mass

transport can become noteworthy at low current densities if hydrogen crossover is increased

[197].
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Figure 2.11 Diagram of a typically used ECM considering mass transport issues and the corresponding
Nyquist plot. The contribution of the normal Randles model is orange, and the additional mass transport
contribution is blue.

.

Anode contribution

While mass transport contributions are present in most full cell PEMFC impedance studies, the

anode contribution is comparably small at realistic operating conditions. Since the HOR is ex-

tremely fast compared to the sluggish ORR, only small amounts of catalyst are required to keep

the anodic voltage losses at a fraction of the cathodic voltage losses. [194, 198]

Still, at very low anode platinum loadings or low hydrogen stoichiometries, one sees an additional

arc in the Nyquist plot that can be attributed to the anodic charge transfer process [199, 200]. One

can model the electrode-electrolyte interface at the anode similarly to the cathode with a Randles

circuit. Since the HOR takes place at short time scales, it is visible in the high-frequency range

from 100 Hz to 1000 Hz [178, 201]. A simple model considering the anodic charge transfer and

the resulting Nyquist plot is displayed in Figure 2.12.
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Figure 2.12 Diagram of a typically used ECM considering anode contributions and the corresponding
Nyquist plot. The contribution of the normal Randles model is orange, and the additional anode contribution
is green.

.
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3 Experimental

This Chapter provides an overview of the experimental setups, characterization techniques, and

test protocol used in this work.

3.1 Experimental Setup

The main tests were carried out on two different experimental setups: the spatially resolved EIS

study and the freeze-start cycle experiment were conducted on automotive-sized PEMFCs; the

tests on the influence of hydrogen partial pressure (hpp) were carried out on smaller lab-sized

PEMFCs.

Both the hardware for the spatially resolved EIS measurements and the temperature control

hardware for the freeze-start cycling were developed in the scope of the thesis. Therefore, they

are discussed in more detail in separate chapters.

3.1.1 Lab-Sized Cell Setup

For the smaller lab-sized fuel cell testing, manually produced MEAs with an active area of 43.56 cm2

were utilized. Figure 3.1 shows the complete cell setup.
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Figure 3.1 Graphic of the lab-sized cell setup used in this work.

The fuel cells were hand-assembled on a laboratory scale within BMW AG facilities. A proton ex-

change membrane supplied by Gore (M775.15) and commercial platinum/Vulcan catalyst layers

with weight loadings of 0.08 mg/cm2 and 0.4 mg/cm2 are aligned and hot-pressed. The proton

exchange membrane is a PTFE-reinforced composite membrane with a thickness of 15.5 µm and

an equivalent weight of 800 g/mol. A 25 µm PEN sub-gasket provides mechanical stability and

ensures gas tightness. The lamination is achieved by hot-pressing the MEA in an additional step.

Two GDLs are added on the anode (Toray MX003) and cathode side (Toray MX004). The setup

in the test bench is completed by graphite flow fields, gold-coated current collectors, isolation

plates, and compression hardware. The flow field supplies air and hydrogen in a parallel straight-

channel counter-flow configuration. The cell is compressed at a constant 9 bar.

3.1.2 Automotive-Sized Cell Setup

The cell setup is visualized in Figure 3.2. It compromises two compression plates, two tempera-

ture control plates (TCPs), two current collectors, two bipolar plates (BPPs), the membrane elec-

trode assembly (MEA), and a printed circuit board (PCB) for spatially resolved measurements.
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Figure 3.2 CAD graphic of the automotive-sized cell setup used in this work. The measurement plate for
local impedance and current measurements is located between the cathodic bipolar plate and the cathodic
current collector. The MEA, BPPs, current collectors, and the S++ plate package are sandwiched by the
TCPs and the compression hardware.

All experiments in this setup were carried out on industrially produced MEAs with an active area of

285 cm2 provided by Johnson Matthey Fuel Cells. Platinum on porous carbon was used as cata-

lyst material for the anode and cathode. The platinum loading was 0.05 mg/cm2 and 0.3 mg/cm2,

respectively. The catalyst layers are applied on a 15 µm PFSA membrane. Commercial GDLs

with a thickness of 235 µm and 220 µm on the anode and cathode side complete the MEA (type

29BC and 22BB by SGL Carbon SE).

Two BPPs made of stamped aluminum sheets supply the gases. The impregnated flow fields

distribute hydrogen and air in a parallel counter-flow configuration with straight flow channels.

The cooling flow is not directed through the BPPs as the TCPs provide thermal control. The
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current collectors are solid copper plates with a gold coating to reduce contact resistance. The

compression hardware by TandemTech compresses the whole setup with 9 bar. The TCPs and

the PCB supplied by S++ will be explained in more detail in chapters 3.1.3 and 3.1.4.

3.1.3 Spatially Resolved Impedance Measurement Setup

For the spatially resolved measurements of current and impedance, a PCB is incorporated be-

tween the cathode BPP and the cathode current collector. The PCB was developed and dis-

tributed by S++ for current distribution measurements. It comprises 612 measurement shunts on

a grid of 18 x 34. Each shunt is made up of a golden contact plate on each side of the PCB, a

resistor connecting the two contact plates, and the wiring to tap the voltage on both sides.

To enable EIS distribution measurements, the PCB was combined with an electrochemical work-

station, a potentiostat, and a multiplexer. The workstation Zennium X by Zahner-Elektrik GmbH

controls the PP241 potentiostat (also Zahner-Elektrik GmbH) and analyses the recorded re-

sponses of up to 16 channels. A multiplexer switches between four groups of measurement

shunts to increase the number of channels. The wiring is illustrated in Figure 3.3.

The impedance spectra are recorded in galvanostatic mode by applying a current signal to the

current collectors. The Zahner workstation records and analyzes the response of 46 measure-

ment points distributed over the active area. An automated script runs the measurements.
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Figure 3.3 Schematic drawing of the setup for locally resolved impedance measurements.

3.1.4 Temperature Control Setup

In the scope of this thesis, a new temperature control unit consisting of an anodic and cathodic

temperature control plate (TCP) and a control cabinet was developed.

Each TCP compromises 32 Peltier elements and 32 temperature sensors in a grid of 4 x 8.

Logic, communication, and power supply are located in a separate control cabinet to mitigate

safety risks. The Peltier elements and the temperature sensors are held in place and connected

by two specifically designed PCBs. Each Peltier element measures 30x30 mm and has a maxi-

mum cooling power of 37 W. The PT1000 temperature sensors are located directly above/below

the Peltier elements and measure the temperature with an accuracy of ±0.12% RD. To thermally

insulate the elements from each other and at the same time provide good thermal conduction

towards the BPPs, the PCBs are embedded in four distinct layers of aluminum and Ultem. A flow

field for the cooling medium provides heat removal on the backside of the Peltier elements.

The newly developed temperature control unit was extensively tested before being applied to

fuel cell testing. The TCPs enable temperatures ranging from −25 ◦C to 125 ◦C. A maximum

heating rate of 80 ◦C/min can be achieved close to ambient temperature (see Figure 3.4 (a)).
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According to Newton’s law, the maximum heating rate decreases with increasing deviation from

the ambient temperature. Applying the norm IEC 60068-3-6 for climate chambers, the standard-

ized heating/cooling rates are 24 / 17 ◦C/min [202]. The accuracy is ±0.3 ◦C for stable operation

in the whole temperature range (see Figure 3.4 (b)).

Figure 3.4 Measured temperatures plotted against the time for heating the cell from 0 ◦C to 120 ◦C (a) and
a stable operation point at 80 ◦C, displaying the control accuracy of the temperature control (b).

The method based on thermoelectric temperature control expands the scope of single-cell test-

ing for PEMFCs. Water-cooled cells commonly only provide a control range of 25 ◦C to 95 ◦C.

Climate chambers extend the temperature range but are cost-intensive and lack dynamic tem-

perature change rates. Commercially available climate chambers provide temperature change

rates of up to 6 ◦C/min according to the norm IEC 60068-3-6 [203, 204]. Temperature gradients,

setting hot spots, or temperature differences between anode and cathode are unique to the new

hardware. Each Peltier element is controlled autonomously, and temperature differences up to

10 ◦C between neighboring elements are possible. Figure 3.5 (a) shows the temperature of all

Peltier elements over time when setting a temperature gradient from 10 ◦C to 80 ◦C. The resulting
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temperature distribution is captured with a thermal imaging camera in Figure 3.5 (b).

Figure 3.5 (a) Temperature profiles of all 64 temperature sensors while setting a horizontal temperature
gradient from 10 ◦C to 80 ◦C. (b) Image of the anodic TCP from above while applying a horizontal temper-
ature gradient from 10 ◦C to 80 ◦C. Taken with a thermal imaging camera.

3.1.5 Test Bench

All automotive-sized fuel cell tests were carried out on a FuelCon Evaluator-C1000LT test bench

(see Figure 3.6 (a)). The experiments with smaller lab-sized fuel cells are conducted on an

Evaluator-C50-LT test bench by FuelCon. Both FuelCon test benches are equipped with a water-

cooled electronic load. Up to 1000 A or 3 kW electrical power can be drawn from the test item.

The load can be controlled in galvanostatic or potentiostatic mode with an accuracy of ±0.1 %FS.

It is connected to the test item via two 300 mm2 cables. A cell voltage monitoring tracks the cell

voltage and the current with an accuracy of ±0.05% FS plus ±0.08% RD.

Nitrogen, hydrogen, and carbon monoxide are supplied with a ≥ 99.999% purity. The air is

sourced from ambient air with several intermediary filter systems. Volume flows can be adjusted

via a series of mass flow controllers (MFCs) with an accuracy of ±0.5 %RD +0.1 %FS. The hu-
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Figure 3.6 FuelCon test benches (a) and the test bench used in this work with the complete test and
measurement setup (b).

midity can be adjusted via the dew point temperature Tdp with an accuracy of ±1 ◦C. The dew

point temperature and the relative humidity (rh) are connected via the Magnus formula.

Tdp =
bγ

a− γ
(3.1)

with γ = ln
rh

100
+

aT

b+ T
(3.2)

Here, T is the cell temperature, and a = 17.67 and b = 243.5 ◦C are empirical constants [205].

Heating hoses control the gas temperature with an accuracy of ±(0.15 ◦C + 0.002 · T ), and all

downstream pipes are thermally insulated to prevent condensation. The gas flow is controllable

with an accuracy of ±0.5% RD plus ±0.1% FS. Additionally, two QPV1 Ultra Precision Electronic

Regulators with an accuracy of ±0.5% FS enable gas pressure control.
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3.2 Measurement Methods

In the experiments conducted in this work, four characterization techniques were applied: EIS of

the cell, spatially resolved EIS, polarization curve measurements, and cyclic voltammetry (CV).

This chapter will describe each method’s measurement process and further data processing.

3.2.1 Spatially Resolved Electrochemical Impedance Spectroscopy

For the spatially resolved EIS, the spectra of the four groups of measurement points are recorded

in series. The recording takes 2400 s in total. The impedance at each measurement point is

recorded for 47 logarithmically distributed frequencies from 0.3 Hz to 10 000 Hz. The upper fre-

quency range is measured in both directions to exclude hysteresis effects and ensure the sta-

bility of the electrochemical processes involved. The measurement starts at a frequency of

f = 1000 Hz, going upwards to a frequency of f = 10 000 Hz, at which the measurement di-

rection is reversed, going down to a frequency of f = 0.3 Hz. Impedance measurements at

frequencies above f = 1000 Hz are averaged over ten cycles; lower frequency measurements

are averaged over five cycles. The galvanostatic signal has an amplitude of Im = 10 A. Due to

practicability reasons, the anode acts both as a counter and reference electrode. The obtained

data file tabulates the real and imaginary part of the impedance for each frequency.

The raw data is processed within Matlab. The data is checked for validity by applying the Kramers-

Kronig check. A circuit model is fitted to the data points, the Nyquist and Bode plots, and the

corresponding relative residuals are plotted, and a color map of each fitting parameter across the

cell’s surface is produced.

Data pre-evaluation demonstrated that inductive artifacts dominated the impedance spectra for
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the frequency range above f > 500 Hz. To eliminate these effects, all wires were shielded as

much as possible. However, due to the complex wiring with the electrochemical workbench and

the multiplexer, these adjustments could only improve the measurements slightly. Consequently,

the fitting is only done for the frequency range from 0.3 Hz to 500 Hz. As the equivalent circuit

model, a modified Randles circuit was chosen. The circuit model consists of a proton resistance

Rproton, a double layer capacitance Cdl, a charge transfer resistance Rct, and a Warburg short

element. The Warburg short element is connected in series with the charge transfer resistance

and in parallel with the double layer capacitance. The impedance corresponding to the modified

Randles circuit is given by equation 3.3, with Aw and B being parameters of the Warburg short

element.

Z = Rproton +
1

1
Rct+Aw(iωB)−0.5 tanh(

√
iωB)

+ iωCdl
(3.3)

The fitting is realized using the Matlab function lsqnonlin to minimize the relative residuals of the

real and imaginary parts. The function lsqnonlin is based on the multi-dimensional least square

fitting algorithm Levenberg-Marquardt. The starting parameters Rproton,0, Cdl,0, Rct,0, Aw,0 and

B0 and the corresponding upper and lower limits are adjusted for different operating conditions.

The parameters obtained for all 46 measurement points separately are then displayed as a color

map with the spatial plane of the cell on the x-y-plane and the fitting parameter plotted as color.

The color map is smoothed using the Matlab functions scatteredInterpolant and interp2 on a

mesh grid with 120 x 64 interpolation points. The function scatteredInterpolant is used for a first

natural interpolation to account for the irregular distribution of measurement points. The func-
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tion interp2 smoothes the surface based on a spline interpolation. The input and output of this

process are shown in Figure 3.7.

Figure 3.7 Graphical representation of the data visualization process. The 46 values obtained for each
fitting parameter from the fitting of each measurement point are mapped in a color map. Smoothed,
interpolated surfaces illustrate the spatial distribution of the quantities.

3.2.2 Cell Impedance Measurements

For the conventional EIS measurements, a Zennium X workstation in combination with a PP241

potentiostat by Zahner-Elektrik GmbH was utilized. The Zahner Zennium X workstation includes

a frequency generator and analyzer. The EIS measurements were carried out in galvanostatic

mode by drawing a direct current (DC) via the potentiostat and adding an AC signal on top. The

amplitude for the DC and AC signal was 2 A for lab-sized fuel cells and 10 A for automotive-sized

fuel cells. The workstation was automated via the Zahner Thales software on a measurement

computer.

For the measurements on the automotive-sized fuel cell, a frequency range of 0.3 Hz to 500 Hz

was found to provide reliable results. A frequency range from 3 Hz to 10 000 Hz was applied on

the smaller lab-sized fuel cells.

The Kramers-Kronig check was carried out to ensure the validity of the recorded data. The
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ECM was used for the fitting of every recorded spectrum with a non-linear least square algorithm

in MATLAB. The corresponding fitting parameters were then averaged over all measurements at

each operating point. Regression models for discussing the effect of the hydrogen partial pres-

sure (hpp) on fuel cell characteristics were also fitted in MATLAB, applying a non-linear least

square algorithm.

3.2.3 Polarization Curve Measurements

The polarization curve is taken in galvanostatic mode. Starting from the OCV, the current density

is increased by 0.1 A/cm2 every 30 s (automotive-sized cell) / 10 s (lab-sized cell). the process

is reversed when the voltage drops below V = 0.45 V / 0.3 V. However, in the reverse process,

the current is decreased by larger steps and longer holding times of 600 s / 60 s. Longer holding

times ensure that the cell is in stable operating conditions. An example of the current history of

a polarization curve recording is shown in Figure 3.8 (a), together with the resulting polarization

curve (b).

For the polarization curves shown in this work, the voltage values were averaged over 60 s / 25 s

Figure 3.8 (a) Course of the current during the recording of a polarization curve for the lab-sized PEMFC.
(b) An example of a resulting polarization curve.
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after waiting for 500 s / 25 s for the voltage to stabilize at each step. If applicable, the resulting

values were then averaged over multiple measurements.

3.2.4 Cyclic Voltammetry

For the determination of the electrochemical active surface area (ECSA), cyclic voltammetry (CV)

measurements are conducted within the freeze-cycle degradation test. Similar to the setup for

EIS measurements, the anode acts as a counter and reference electrode, and the cathode is the

working electrode under investigation.

The cathode is flushed with and operated with nitrogen, while hydrogen is supplied to the anode.

The Zahner potentiostat cycles the voltage from 0.1 V to 1.0 V and back five times with a voltage

change rate of 0.05 V/s. Meanwhile, the current response is recorded. In the final step, the cell

is brought back to the stable operation point (SOP), returning to the initial state.

The recorded CV is analyzed with a Matlab script. To obtain the ECSA, the current of the hydro-

gen adsorption peak is integrated between V = 0.1 − 0.4 V. The obtained charge is divided by

the surface charge of 210 µC/cm2. The ECSA is averaged over the five recorded CV cycles. The

corresponding error is calculated using the student t distribution for a significance level of 0.05.

3.2.5 Current Distribution Measurements

The electronics for current distribution measurements are built into the S++ PCBs and can be

controlled via the CurrentView software by S++ on a connected PC. The voltage drop over the

resistor connecting the two golden plates is measured at each measurement shunt. The software
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then calculates the corresponding current value via Ohm’s law. The resulting tabulated values

are processed with Matlab to plot color maps, with the plot being the active area of the MEA, and

the current density plotted as color.

3.3 Test Protocols

In the scope of this work, we will discuss three different experimental studies. First, a parametric

analysis of the impact of different operating conditions on the global and local cell impedance

was conducted. The fundamental relations obtained were then used to interpret the freeze-start

cycling degradation test results. Further, the effect of hydrogen partial pressure (hpp) on cell

performance and cell impedance was investigated.

The tests were carried out using the automation software TestWork Enterprise by FuelCon. All

operating parameters, including cell voltage and the total current drawn, are tracked by the Test-

Work Enterprise Software.

3.3.1 Spatially Resolved Electrochemical Impedance Spectroscopy

Four key determinants were investigated to study the relation between operational conditions

and the distribution of specific EIS fitting parameters: cell temperature, relative humidity of the

supplied reactants, anodic stoichiometry, and cathodic stoichiometry. All other parameters were

held constant. An overview of all operational determinants is shown in 3.1.

Before the actual measurement series, a startup script and a subsequent 9-hour activation step

were utilized to achieve stable performance. During activation, a voltage-cycling protocol was

employed, consisting of ten cycles between the OCV (t = 300 s), a galvanostatic step at j =
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Quantity Symbol Value
anodic stoichiometry λH2 1.1 to 2.0

cathodic stoichiometry λair 1.1 to 2.0

gas temperature Tgas 85 ◦C

cell temperature Tcell 50 ◦C to 80 ◦C

relative humidity rh 30 % to 90 %

back pressure p 2.00 bar

current density j 0.5 A/cm2

Table 3.1 Specified values for the operation points of the experiment on the influence of operating condi-
tions on the spatially resolved impedance.

0.15 A/cm2 (t = 600 s) and a potentiostatic hold at V = 0.55 V (t = 2700 s). During the break-in

the flow rates are set to QA = 0.13 dm3/s and QC = 0.40 dm3/s.

At each specified operating point, all parameters are held constant for 1800 s before recording the

current and impedance distribution at j = 0.5 A/cm2. Please refer to Chapter 3.2 for specifics on

the measurement methods.

3.3.2 Freeze-Start Cycling Degradation Test

A degradation test was carried out to investigate the impact of temperature gradients during

freeze-starts, combining temperature gradients from the TCPs and current and impedance distri-

bution measurements with the S++ plate.

The test protocol is built up of three blocks: A begin of life (BOL) procedure prepares the cell

for operation; A characterization step includes polarization curve and CV measurements ev-

ery 20th freeze-start cycle; The actual freeze-cycle includes a cell shutdown, the subsequent

freeze to −8 ◦C to 2 ◦C, the startup after the freeze, and a short characterization with current and

impedance distribution measurements.

In the BOL phase, the cell is brought to the SOP by slowly ramping up the corresponding op-
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erating parameters to prevent startup degradation. Table 3.2 displays the specified parameter

values for the SOP.

Afterward, a load cycling break-in procedure brings the cell to its optimal performing state. Ten

cycles between the OCV (t = 300 s), a galvanostatic step at j = 0.15 A/cm2 (t = 600 s), and a

potentiostatic hold at V = 0.55 V (t = 2700 s) are carried out. During the break-in the flow rates

are set to QA = 0.13 dm3/s and QC = 0.40 dm3/s.

Quantity Symbol Value
anodic stoichiometry λH2 2.0

cathodic stoichiometry λair 2.0

gas temperature Tgas 85 ◦C

cell temperature Tcell 80 ◦C

relative humidity rh 50 %

back pressure p 2.00 bar

current density j 0.5 A/cm2

Table 3.2 Specified values for the stable operation point (SOP). These values are set whenever this work
refers to a SOP.

The focus of the actual freeze-cycle was to mimic the process of shutting down and restarting an

FCEV in sub-zero temperatures as closely as possible. The operational steps like setting flows,

humidities, pressures, and temperatures were adapted from the processes implemented in the

fuel cell system (FCS) control in FCEVs.

In the first step, the cell is shut down by setting the applied load to zero and ramping down the

pressure. The cathode and anode are subsequently flushed with dry gas. The cathode is flushed

until the high-frequency resistance (HFR) of the cell drops below 30 mΩ. The anode is in the

following purged for 120 s. After purging the cathode and anode, the cell is cooled and brought

to a realistic freeze state. The temperature gradient in the fuel cell stack was simulated with the

TCPs freezing the outer region of the cell at −8 ◦C while keeping the inner region at 2 ◦C. After
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holding the cell in this freeze shutdown state, a startup brings the cell back to SOP. Hydrogen

and air are supplied to the frozen cell. After reaching the OCV, current and temperatures ramp

up in parallel. Finally, the humidification of the gases is switched back on. The characterization

on every cycle includes impedance and current distribution measurements at j = 0.5 A/cm2. A

detailed description of those measurements can be found in Chapter 3.2.

The exact steps of one freeze-cycle are shown in Table 3.3.

Phase Step Describtion Parameters
Shutdown & freeze load off j = 0 A/cm2

reduce pressure ramp down the backpres-
sure

pA = 1.2 bar
pC = 1 bar

flush cathode flush liquid water out of the
cathode

rh = 0 %
QC = 0.17 dm3/s
HFR<30 mΩ

cool cell reduce cell temperature Tcell = 10 ◦C

flush anode flush liquid water out of the
anode

rh = 0 %
QA = 0.15 dm3/s
t = 120 s

freeze cell set temperature gradient Tcell = −8 ◦C −
2 ◦C

wait hold temperature gradient t = 1800 s

Startup initialize cell supply gases & wait for
OCV

rh = 0 %
QA = 0.03 dm3/s
QC = 0.08 dm3/s

draw current j = 0.1 A/cm2

set temperatures Tcell = 80 ◦C
Tgas = 85 ◦C

ramp up current in case Ucell < 0.3 V set
j = 0 A/cm2

set humidification rh = 50 %
Ucell = 0.7 V

Characterization stable operation point hold at stable operation
point (tab 3.2)

t = 1800 s

current distribution
impedance distribution

Table 3.3 Overview of the steps of a single freeze-start cycle.
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The freeze-start cycle is repeated until the startup fails. A failure is defined as not reaching an

OCV>0.85 V in the step ’initialize cell’. An additional characterization is triggered at BOL and after

every 20th cycle. The characterization script contains two measurements: A polarization curve

and a CV. Again, details on the characterization techniques are provided in Chapter 3.2.

3.3.3 Electrochemical Impedance Spectroscopy at Low Hydrogen Partial

Pressures

Two investigate the impact of the hydrogen partial pressure (hpp) on the fuel cell performance,

polarization curves and EIS were conducted in a wide range of hydrogen partial pressure from

36 kPa to 190 kPa. While the backpressure and the hydrogen flow were kept constant, reducing

the hpp was achieved by diluting the anode stream with nitrogen. The hydrogen flow was kept at

19.2 cm3/s, equalling a stoichiometric factor of 1.5 for the maximum current density of 2.5 A/cm2.

The airflow on the cathode side was also kept constant at a flow rate of 168.6 cm3/s, correspond-

ing to a stoichiometry of 5.5, to minimize the effect of mass transport limitations on the cathode

side.

The operating conditions were chosen to be comparable with other experiments from the litera-

ture. The cell temperature was set to 60 ◦C with a relative humidity of the cathode and anode gas

stream of 50 %. The backpressure in the experiments was held at 2 bar.

Each cell was brought to its optimal performing state by a startup script and a subsequent 9-hour

activation step. a voltage-cycling protocol with three galvanostatic steps at 0.2 A/cm2, 0.5 A/cm2,

and 1.2 A/cm2 was carried out for the activation. The hold time at each step was 300 s. The cycle
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was repeated 15 times before the cell achieved a stable performance.

The hpp was varied in the range between 190 kPa, equaling pure hydrogen, and 36 kPa corre-

sponding to a nitrogen volume flow of 87.7 cm3/s. At each hpp, the cell was flushed with the

corresponding gas mixture for 4800 s before recording a polarization curve. Within the polariza-

tion curve measurement, an EIS was measured at 1.0 A/cm2.

The test protocol was designed to keep the cell exposure to harsh conditions at a minimal level.

Still, to exclude degradation effects from our analysis, all measurements were carried out four

times: Twice while decreasing the hpp and twice when ramping the hpp back up. Partial pres-

sures were calculated starting with the total pressure (200 kPa) and subtracting the water vapor

pressure at the relative humidity level (50 %). The result was divided according to the volumetric

flow fraction of hydrogen.
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4 Results and Discussion

The results and discussion are based on the following publications:

• F. Haimerl, J. P. Sabawa, T. A. Dao and A. S. Bandarenka, Spatially Resolved Electrochem-

ical Impedance Spectroscopy of Automotive PEM Fuel Cells, ChemElectroChem, 2022, 9,

e202200069.

• F. Haimerl, S. Kumar, M. Heere and A. S. Bandarenka, Electrochemical impedance spec-

troscopy of PEM fuel cells at low hydrogen partial pressures: efficient cell tests for mass

production, RSC Industrial Chemistry & Materials, 2024, 2, 132-140.

4.1 Spatially Resolved Electrochemical Impedance

Spectroscopy

Operational parameters like temperature, humidity, and stoichiometry influence the performance

and degradation of a PEMFC. In order to get a better understanding of fuel cell operating strate-

gies, it is essential to understand the relationship between spatial differences in electrochemical

processes and operational parameters. We studied the spatially resolved impedance response

to variations in the cell temperature Tcell, relative humidity of the supplied gas rh, and in anodic
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λA and cathodic stoichiometry λC . For simplicity and clarity, only the most prominent effects will

be discussed for each parameter.

4.1.1 Flow Field Configuration Aspects

In large PEMFCs, the flow field design is a major determinant of the fuel cell performance. Spa-

tially resolved measurements can help understand the influence of the flow field design and

provide verification for flow simulations. In our experiments, a parallel counter-flow configuration

was chosen. Figure 4.1 shows the current distribution as a color map (top) and the corresponding

average values along the parallel channels (bottom).

Figure 4.1 Color map of the current distribution (top) and the corresponding average values along the
channel length (bottom) at j = 0.5A/cm2 with Tcell = 80 ◦C, rh = 50 %, λC = 2.0 and λA = 2.0.

Since most results in this Chapter will be discussed, looking at these two forms of plots, we will

explain the two figures in more detail now. The color map shows the current density distribution,

looking at the PEMFC from above. The plot area displays the active area of the cell. The flow
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channels are oriented in horizontal lines. The air flows from left to right. The hydrogen flows

from right to left. The current density is displayed as a color ranging from low values in blue to

high values in yellow. Below the color map, the average values along the channel are plotted as

a function of the distance from the air inlet. Those explanations will also be valid for all further

figures of other parameters in plots similar to those shown here.

From Figure 4.1, we can learn that the current density reaches the highest values in the cen-

ter region of the active area. Perpendicular to the flow field, one can see a "W-shape" in the

current density. The two sides and the middle of the cell exhibit the highest current density. Two

digs on either side of the center region with lower current densities are visible between those high

current density regions. The W-pattern is characteristic of this exact flow field design [70]. The

gas distribution zones, where the gas flow is split and guided into single channels, are crucial for

an even flow distribution. Different angles and flow channel widths lead to characteristic patterns

in the flow distribution and characteristic current density distributions.

One can see two distinct maxima along the flow field in the middle section, while the current

density at the air inlet and air outlet is relatively small. Two different origins are responsible for

the low current density at the air inlet and air outlet: The low values at the air outlet are mainly

caused by mass transport losses due to reduced oxygen partial pressures. In contrast, the low

current density at the air inlet is caused by an increased proton resistance due to a lack of liquid

water in this region. Both effects are also visible in the parameter distributions gained by means

of EIS. Figure 4.2 shows the average values along the airflow direction of the uncompensated

resistance (b), the Warburg short parameter Aw (c), and the current density once again for refer-
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ence (a).

Figure 4.2 Average values along the flow channels of the current density j (a), the uncompensated re-
sistance associated with proton transfer (b), and the Warburg short parameter Aw associated with mass
transport (c). The dotted line serves as a guide for the eye.

The uncompensated resistance is associated with the proton transport through the ionomer. As

we learned in Chapter 2.2.3, the proton conductivity in the ionomer depends strongly on the wa-

ter content. At relatively low relative humidities, the gas flow does not supply enough water to

humidify the ionomer. In contrast, low humidity gas flow can, in the worst case, draw water out

of the ionomer. Therefore, we see maxima in the uncompensated resistance at both the air and

hydrogen inlet. Along the flow field, the reaction produces water and hydrates the ionomer with

increasing distance from the air and hydrogen inlet. Since the current constantly searches for the

path of least resistance, high proton resistances lead to a current redistribution.

Oxygen diffusion to the catalyst sites is usually modeled with the Warburg short element when

interpreting EIS data. The corresponding parameter Aw is a measure of the losses from the pro-

cess of oxygen diffusion. A gradient of Aw along the flow channel is visible in Figure 4.2 (c). The

oxygen concentration in the flow is the highest at the air inlet. With increasing channel length,

more and more oxygen is consumed by the reaction. Consequently, the oxygen partial pressure
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in the gas stream decreases, increasing mass transport losses [82, 170]. At a high stoichiome-

try, this effect is comparably small. We will see later in Chapter 4.1.5 that the gradient becomes

increasingly dominant at low air stoichiometries.

In the literature, most current distribution measurements focus on small-sized 5 cm x 5 cm PEM

fuel cells. On the smaller length scale, previous research mostly found a single maximum in

current density along the channel. [63, 79, 81] Simulations [206] and experiments [70] for longer

flow channels hint at two maxima in certain operating conditions. Still, the position and size of

the maxima strongly depend on the cathodic stoichiometry, the humidification, and the operating

pressure [66, 67].

If one takes a look at the distribution of Aw over the whole cell surface in Figure 4.3 (a), one

can see that the region directly at the air outlet (top right corner) exhibits the highest values. This

also translates to an increased charge transfer resistance in this area (see Figure 4.3 (b)). As

discussed in Chapter 2.3.3, Aw and Rct are directly connected as the charge transfer resistance

depends on the surface concentration of the reactants. As visible from the scale of the color bar,

the differences are, however, smaller than the variations in Aw.

Figure 4.3 Color maps of the EIS fitting parameters Aw (a) and Rct (b) across the cell surface. The
distributions were obtained from EIS at j = 0.5A/cm2 in a frequency range from 0.3Hz to 1000Hz.
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4.1.2 Humidity Effects

The performance of a PEMFC is largely influenced by the water content in the MEA. If the MEA

is too dry, the proton conduction in the ionomer is hindered, and catalyst particles within carbon

pores can not be accessed. If the water content is too high, oxygen channels are blocked, and

the cell runs into mass transport issues. There are two sources of water for a PEMFC: The water

produced by the reaction on the cathode side and the water brought into the cell by humidifying

the reactant gases. The humidity of the reactant gases is usually given as relative humidity (rh).

Figure 4.4 (a) shows the cell voltage at j = 0.5 A/cm versus the relative humidity of the cathode

and anode gas streams. The general trend is that the cell voltage increases with increasing rela-

tive humidity of the supplied gas. We do not run into mass transport limitations at j = 0.5 A/cm,

even for rh = 90 %. High relative humidity seems especially beneficial at high temperatures and

high stoichiometries that lead to high flow rates (light blue curve). The combination of high tem-

peratures and flow rates leads to drying out the MEA when not sufficiently humidifying the gas

stream. [64, 207]

The EIS fitting values Ru, Cdl, Rct, Aw, and B are displayed as a function of the relative hu-

midity in Figure 4.4 (b)-(f). The strongest trends are visible in the uncompensated resistance Ru

(b) and in the double layer capacitance Cdl (c). Both parameters are directly connected with the

water content in the MEA. The double layer capacitance is a measure of the interface between

ionic conductors and electric conductors. Increasing the water content increases the interface

area between water and carbon/platinum, and, therefore, the capacitance increases.

The uncompensated resistance is associated with the proton conduction within the ionomer. As
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the proton conduction in PFSA depends on the humidification level of the ionomer, the uncom-

pensated resistance decreases with increasing water content. In both parameters, one can once

again see that these trends are pronounced at high flow velocities and high temperatures.

The trends in the other three parameters are comparably small. Both Warburg short parame-

ters Aw (e) and B (f) are fairly constant over the range of relative humidities. A slight trend is

visible in the charge transfer resistance Rct: The resistance decreases in the case of T = 80 ◦C,

λC = 2.0 with rising relative humidity. Increased water content in the MEA gives access to addi-

tional catalyst sites, leading to a higher ECSA and a lower charge transfer resistance [208].

The relative humidity of the reactant gases does not only influence the total performance of the

fuel cell, but also the distribution of the characteristic cell descriptors. We will take a closer look

at the local differences between a relative humidity of 30 % and 90 % at T = 80 ◦C and λC = 2.0.

A plot of the corresponding current density distributions and average values along the flow chan-

nel is shown in Figure 4.5. Clearly, the maxima and minima are significantly pronounced at

rh = 30 %. While the difference between the highest average value and the lowest value along

the flow channel is 0.25 A/cm2 at rh = 90 %, it is 0.46 A/cm2 at rh = 30 %. At low relative hu-

midities, the ionomer is only sufficiently hydrated in the high current regions in the center of the

cell. The resulting low proton conductivity in edge regions leads to a shift of the current density

towards the center region, which in turn pronounces the effect further.

Figure 4.6 displays the distributions of the uncompensated resistance at rh = 30 % (a) and

rh = 90 % (b). The variation between center regions and edge regions also transfers to the
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Figure 4.4 Plot of the cell voltage (a), the uncompensated resistance (b), the double layer capacitance (c),
the charge transfer resistance (d), and the Warburg short parameters Aw (e) and B (f) as a function of
the relative humidity. The relative humidity was varied between rh = 30% and rh = 90% at λC = 2.0 and
λA = 2.0.
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Figure 4.5 Color map of the current distribution (top) and the corresponding average values along the
channel length (bottom) at 30 % (a) and 90 % rh (b). The measurements were conducted at j = 0.5A/cm2,
T = 80 ◦C, λC = 2.0 and λA = 2.0.

uncompensated resistance. At rh = 90 %, the difference between the edge regions (average of

the 6 points along the flow channels closest to the air inlet and outlet) and the center regions

(average of the 7 points along the flow channels closest to the middle) is 7.9µΩ. At rh = 90 %,

this value increases to 10.8µΩ, equalling a relative increase of +37 %.

Figure 4.6 Color map of the uncompensated resistance distribution (top) and the corresponding average
values along the channel length (bottom) at 30 % (a) and 90 % rh (b). The measurements were conducted
at j = 0.5A/cm2, T = 80 ◦C, λC = 2.0 and λA = 2.0.
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4.1.3 Temperature Effects

Besides the relative humidity, the cell temperature has a major influence on all relevant electro-

chemical processes in a PEMFC. Reaction rates depend on temperature, proton conduction is a

function of temperature and the gas transport is affected via a dependence on the oxygen partial

pressure. Therefore, we investigated the influence of temperature on global and local phenom-

ena in the common PEMFC operating temperature range 50 ◦C to 80 ◦C.

We will first discuss the effect on global cell descriptors and start with the most important magni-

tude: the cell voltage. The corresponding plot is shown in Figure 4.7 (a) for different rh between

30 % and 90 %. Generally speaking, the cell voltage increases with rising temperature. However,

the voltage plateaus at 70 ◦C. The cell voltage decreases for rh < 80 % from 70 ◦C to 80 ◦C.

The inconsistent trend originates from several opposing effects that we see in the corresponding

EIS fitting parameters. We will go through the fitting parameters one by one and conclude on the

most dominant effect at the end of this chapter.

The uncompensated resistance Ru in Figure 4.7 (b) provides a reversed trend to the cell voltage.

Already here, two effects balance each other: The proton conduction in PFSA ionomer at a con-

stant humidification level is directly proportional to the temperature [141]. However, in realistic

scenarios, increased temperatures lead to drying out of the ionomer. Therefore, the uncompen-

sated resistance decreases with rising temperature at high relative humidities of the supplied

gases, but shows the opposite trend at high temperatures and low rhs.

A decreasing water content for T > 60 ◦C and rh < 70 % is also confirmed by the double layer ca-

pacity Cdl trends in Figure 4.7 (d). Decreasing Cdl values hint at a reduction of the water-carbon
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Figure 4.7 Plot of the cell voltage (a), the uncompensated resistance (b), the charge transfer resistance
(c), the double layer capacitance (d), and the Warburg short parameters Aw (e) and B (f) as a function
of the temperature. The temperature was varied between T = 50 ◦C and T = 80 ◦C at λC = 2.0 and
λA = 2.0.
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surface area.

Before we will discuss the faradaic phenomena associated with temperature, we will first look at

the Warburg short parameterB. Figure 4.7 (f) displaysB as a function of T . The fitting parameter

is a function of the diffusion constant and the Nernst diffusion layer thickness B = δ/
√
D. The

diffusion layer thickness does not depend on the temperature. As long as the water content in

the MEA is constant, we can assume that the diffusion layer thickness is constant. The diffusion

constant increases with increasing temperature [209]. Hence, B should decrease with increasing

temperature. A inverse proportionality between B and the temperature is observed for all relative

humidities. The slope depends on the relative humidity, which we attribute to changes in the

water content in the MEA and, thus, changes in the diffusion layer thickness.

Lastly, we will look at the two faradaic parameters Rct and Aw in Figure 4.7 (c) and (e). There

are two effects that we have to take into account. The Butler-Volmer equation predicts a re-

lation between the current density and the temperature in the form of the Arrhenius equation:

ln(j/j0) ∝ 1/T . The corresponding exponential decrease in Rct can be seen for rh ≥ 70 %. At

rh < 70 %, the exponential decrease is over-layered with the second effect of increasing mass

transport issues. The increase in mass transport losses is also displayed in the Warburg short

parameter Aw: We see a rise of Aw for T > 60 ◦C predominantly at low relative humidities.

The effects of temperature on mass transport are diverse. There are three factors influenc-

ing mass transport: the diffusion constant of oxygen, the partial pressure of oxygen in the gas

stream, and the water management in the catalyst layer. From our measurements, one can con-

clude that dry conditions promote mass transport issues at high temperatures.
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In the current density distribution in Figure 4.8, one can see a shift of current from the air inlet

towards the center of the cell from 50 ◦C to 80 ◦C. Both the minimum at the air inlet and the max-

imum at the center of the cell are enhanced. This again indicates that the dry, high-temperature

gas flow at the inlet leads to significant performance losses.

Figure 4.8 Color map of the current distribution at 50 ◦C (a) and 80 ◦C (b). The measurements were
conducted at j = 0.5A/cm2, rh = 30 %, λC = 2.0 and λA = 2.0.

4.1.4 Anodic Stoichiometry Effects

Anode processes are usually thought to have minimal contributions to PEMFC losses. Thus,

the anode is usually not considered in equivalent circuit models. To verify this simplification, the

impact of the anodic stoichiometry on the cell impedance was investigated. The relation between

the cell voltage and the anodic stoichiometry is displayed in Figure 4.9 (a). Figures 4.9 (b)-(f)

show the corresponding plots of the EIS fitting parameters.

The curves for all parameters, including the cell voltage for rh ≥ 70 %, are a straight line in the

range λA = 1.15− 2.00. As expected, the effect of the anodic stoichiometry is negligible in these

81



Figure 4.9 Plot of the cell voltage (a), the uncompensated resistance (b), the charge transfer resistance
(c), the double layer capacitance (d), and the Warburg short parameters Aw (e) and B (f) as a function
of the anodic stoichiometry. The anodic stoichiometry was varied between λA = 2.00 and λA = 1.10 at
T = 80 ◦C and λC = 2.0.
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operating conditions. However, for λA = 1.10 and for rh < 70 % one can see a deviation from the

constant behavior.

In the curves for rh = 30 % and rh = 50 %, one can see a decrease in cell voltage with de-

creasing hydrogen stoichiometry. Similar trends of increasing charge transfer resistance and

uncompensated resistance can also be observed. Note, however, that in this experiment, the

anodic stoichiometry is directly correlated with the volume flow in the anode stream. Therefore,

a decreased stoichiometry means smaller flow velocities and a lower absolute water content

brought into the cell. Hence, we attribute the change in voltage and the other cell descriptors

to the water management phenomena discussed previously. Still, it does hint that cathode and

anode gas humidification impact the cell performance.

At λA = 1.10, the cell voltage diminishes for all rh levels. The drop in cell voltage indicates that

the anode becomes relevant at a very low anodic stoichiometry. One can also observe spikes in

nearly all fitting parameters at λA = 1.10. As anode processes get non-negligible, the fitting with

only one electrode-electrolyte interface oversimplifies the system under investigation. Hence the

ECM needs a modification at very low anodic stoichiometries.

To conclude, the disregard of anode processes in the modeling of PEMFC impedance is justi-

fied at a reasonably high anodic stoichiometry. However, the simplification might lead to wrong

assumptions when operating on a very low anodic stoichiometry. Also, it is important to note that

anodic flow velocities might impact the cell performance when operating at low humidities. Future

experiments with independent investigations on anodic flow velocity and anodic stoichiometry are

necessary to verify further and explain the observed patterns.
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4.1.5 Cathodic Stoichiometry Effects

In contrast to the anodic stoichiometry, the cathodic stoichiometry is assumed to affect cell per-

formance significantly. Oxygen transport is a relevant process in PEMFCs, especially when oper-

ated with air as a cathode supply. Since, in our experiments, the cell is operated in galvanostatic

mode we see the influence of reduced cathodic stoichiometry in the cell voltage. The voltage

values as a function of the stoichiometry for different relative humidities are displayed in Figure

4.10 (a).

The cell voltage increases with increasing stoichiometry. The voltage exhibits a monotonous

rise at high relative humidities, rh ≥ 50 %. Only at 30 % rh the voltage reaches a maximum at

λC = 1.30, followed by a slight decrease for λC > 1.30. A similar behavior was already previously

observed by Chen et al. [210].

Decreasing the air stoichiometry leads to an increase in mass transport issues. The Warburg

short parameter Aw, which is directly associated with oxygen diffusion, rises significantly with

decreasing stoichiometry (see Figure 4.10 (e)). According to equation 2.50, theory predicts a

hyperbolic function of the concentration, which directly relates to the stoichiometry. Hence, the

experimental data fits the theory very well. The difference in Aw for different relative humidities is

minimal, suggesting that water transport is not an issue.

As mass transport is the dominant contribution in the impedance spectra at low air stoichiome-

tries, the trends in other EIS fitting parameters must be evaluated carefully in the region λC <

1.30. Still, in Figure 4.10 (b), one can observe a trend of rising uncompensated resistance values

with increasing cathode stoichiometry. The gradient is larger at low relative humidities, indicating
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Figure 4.10 Plot of the cell voltage (a), the uncompensated resistance (b), the charge transfer resistance
(c), the double layer capacitance (d), and the Warburg short parameters Aw (e) and B (f) as a function of
the cathodic stoichiometry. The cathodic stoichiometry was varied between λC = 2.00 and λC = 1.10 at
T = 80 ◦C and λA = 2.0.
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that the water content in the MEA decreases with increasing flow velocities at low rh. This is once

again confirmed by decreasing double layer capacitance values in the same region in Figure 4.10

(d). Thus, the cell voltage decrease at 30 % rh for λC > 1.30 can be explained by rising proton

conduction losses due to insufficient humidification of the ionomer.

We will take a closer look at the mass transport issues correlated with decreased cathode stoi-

chiometry and study the spatial distribution of the current density and the Warburg short param-

eter Aw. Figure 4.11 shows the current density distribution (top) and the corresponding average

along the flow channel (bottom) for cathodic stoichiometries of 2.00 (a) and 1.15 (b). In both the

color map and the profile along the flow channel, a shift of the current maximum towards the air

inlet is clearly visible. The current density at the air outlet diminishes.

Figure 4.11 Current distributions for cathodic stoichiometries of λC = 2.00 (a) and λC = 1.15 (b) at
T = 80 ◦C, rh = 80 % and λA = 2.0.

The corresponding distributions of the pseudo-resistance Aw are shown in Figure 4.12. For bet-

ter comparability, the scale of the color bar was set to the same delta. One can observe an

increase in the average value from 0.28 mΩ/s0.5 to 1.98 mΩ/s0.5 and an increase in the gradient
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from 0.06 mΩ/s0.5m to 0.54 mΩ/s0.5m. In relative numbers, this equals a 7-fold increase in the

average Aw value and a 9-fold increase in the gradient when decreasing the stoichiometry from

2.00 to 1.15. The low cathodic stoichiometry induces mass transport problems and, ultimately,

reactant starvation at the air outlet as more and more oxygen is consumed by the reaction along

the channels. Simulations show that the partial pressure of oxygen shrinks along the flow di-

rection [170, 211]. Chen et al. [210] found that the proportion of area suffering from oxygen

starvation increases from approximately 5% at λC = 2.0 to 11% at λC = 1.25 when operating at

2 bar operating pressure.

Figure 4.12 Distributions of the Warburg short parameter Aw for cathodic stoichiometries of λC = 2.00 (a)
and λC = 1.15 (b) at T = 80 ◦C, rh = 80 % and λA = 2.0. Linear fits to the average values along the flow
channel (solid line in the bottom graphs) show the effect of the cathodic stoichiometry on the gradient of
Aw.

One can see a hyperbolic correlation when plotting the gradient of Aw versus the cathodic stoi-

chiometry (see Figure 4.13). For large stoichiometries, the Aw gradient approaches 0 mΩ/s0.5m.

When approaching a stoichiometry of 1 (λC −→ 1), the gradient become indefinitely large

δAw
δx
−→∞.
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Figure 4.13 Double-logarithmic plot of the gradients of Aw along the channel length as a function of the
cathodic stoichiometry at T = 80 ◦C, rh = 80 %, and λA = 2.0. The solid line serves as a guide for the
eye.

4.2 Investigation of Local Degradation Effects Caused by

Realistic Freeze-Start Cycling

Starting from sub-zero temperatures is a major issue for PEMFCs in FCEVs. Local degradation

phenomena due to hydrogen starvation and voltage reversal diminish the FCS lifetime. Therefore,

a spatial and time-resolved analysis of EIS parameters could provide critical insights for future

freeze-start strategies. In this work, a realistic freeze-start cycling test was performed with mild

temperatures of 2 ◦C at the middle of the cell and lower temperatures of−8 ◦C in the outer regions.

The cell reached its end of life (EOL) after 131 cycles. In cycle 132, the cell did not achieve an

open circuit voltage above 0.85 V. A first examination of the MEA revealed membrane pinholes

within the outer areas of the cell associated with lower temperatures. The results obtained from

repeated in-situ measurements of the polarization curve, the ECSA, current distribution, and EIS

are illustrated in the following. We will start with the observed degradation in terms of conventional
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measures and progress by discussing separate degradation phenomena with the help of spatially

resolved impedance spectroscopy results.

4.2.1 Global Performance Degradation

The degradation is commonly quantified by measuring the voltage degradation at a specified

current density. In this experiment, the voltage at j = 0.5 A/cm2 is chosen as the degradation

measure. The voltage course over 131 freeze-start cycles is shown in Figure 4.14 (a). A 10-point

moving average with a ±0.002 V band guides the eye. Figure 4.14 (b) displays the corresponding

polarization curves at BOL and after 120 cycles.

Figure 4.14 (a) Course of the cell voltage at j = 0.5A/cm2. The experimental data points are displayed as
black triangles. A 10-point moving average with a ±0.002V band in orange illustrates the long-term trend.
(b) Plot of the polarization curves at the BOL and after 120 freeze-start cycles (top) and the corresponding
relative voltage change ∆U as a function of the current density j (bottom).

The polarization curves show that the voltage increases from BOL to cycle 120 at medium to

large current densities. Only for j < 0.25 A/cm2, the voltage decreases over the freeze-start

cycle experiment. However, the increase in performance can be attributed nearly entirely to the

first freeze-cycle. In the voltage history in Figure 4.14 (a) a jump in cell voltage is visible between
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BOL and the first cycle. From cycle 1 onward, a slight increase can be observed before the cell

voltage plateaus between cycles ∼ 20 and ∼ 60. After cycle ∼ 60, the voltage degrades for the

rest of the experiment with a short voltage recovery between cycles ∼ 100 and ∼ 120. Before

approaching the EOL, the voltage decline accelerates.

The performance improvement in cycles 1-20 is attributed to a break-in behavior of the fuel cell.

Even though a break-in protocol was performed before starting the freeze-start cycle experiment,

phenomena that are associated with PEMFC degradation can also improve cell performance

in the beginning. Previous freeze-start cycle experiments found more pronounced degradation

rates right from the start. However, the result of certain degradation phenomena is dependent on

the MEA composition. Sabawa and Bandarenka [212] proved that voltage degradation strongly

depends on the ionomer-to-carbon weight ratio. For low ionomer-to-carbon weight ratios, they

found a similar voltage course over freeze-start cycling experiments [212]. Further, in our ex-

periment, degradation in the areas subject to sub-zero temperatures might be balanced by other

regions. We will, therefore, look at the development of the current density distribution in the next

chapter.

4.2.2 Current Redistribution

Investigating local differences in degradation is crucial to understanding the effect of the temper-

ature gradient during the freeze phase. Current distribution measurements can provide a method

to quantify local degradation differences. The current density distribution is displayed as a color

map at the BOL and after cycle 120 in Figure 4.15 (a) and (b). The color map shows the active

area of the MEA from above, with the air flowing from left to right and the hydrogen flowing from
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right to left. The distribution is similar at both points in time. One can see two distinct maxima in

the middle of the cell. The current density is comparably low at the air inlet and air outlet.

Figure 4.15 The current distribution at 0.5A/cm2 at the BOL (a), and after cycle 120 (b). The color map
in (c) displays the absolute change in the current density distribution between BOL and cycle 120. The
corresponding profiles along the flow channel for the BOL (light blue) and the 120th cycle (dark blue) are
plotted in (d). The change in the current profile can be seen in (e).

From the distributions at the BOL and the 120th cycle, the change is not apparent. To reveal local

degradation, in Figure 4.15 (c), the current distribution at the BOL is subtracted from the one

after 120 cycles. Positive values (yellow) indicate an increased current density at a specific spot.

Negative values (blue) translate to a decreased current density. The resulting color map reveals

that the current density in edge regions decreases by up to −0.05 A/cm2. A higher current den-

sity across the rest of the cell compensates for the decrease in edge regions. However, the two

peaks observed in Figure 4.15 (a) and (b) do not exhibit increased current densities. Generally,

areas that showed a higher current density contribute less to the compensation than regions that

showed a modest current density. The described trends can also be seen in the comparison
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between the current density profiles for the BOL and the 12th cycle in Figure 4.15 (d) and the

profile corresponding to the absolute change in Figure 4.15 (e). The decline in current density is

most pronounced in areas close to the air outlet.

The current distribution measurements reveal, for the first time, compensation effects across the

fuel cell in degradation testing. The temperature gradient that simulates realistic parking stops in

FCEVs at sub-zero temperatures directly translates to a correlated degradation pattern: regions

subject to the lowest temperatures of −8 ◦C at the edge show the highest decrease in current

density. In contrast, the center of the cell, which is brought to mild 2 ◦C, compensates for the high

degradation in edge regions. Previous freeze-start cycle degradation tests on small-sized MEAs

and with even temperature distributions might not reflect real-world applications.

4.2.3 Electrochemically Active Surface Area Degradation

Degradation mechanisms like platinum dissolution, platinum poisoning, and carbon corrosion all

impact the electrochemical active surface area (ECSA) of the MEA. Hence, the ECSA course

over degradation experiments can give a more accurate degradation measure than voltage/cur-

rent degradation rates.

The ECSA was determined every 20th cycle using the hydrogen adsorption peak in the recorded

CVs. The plot of the resulting trend over the number of freeze-start cycles is given in Figure

4.16 (a). The ECSA decreases by 26.8 % over 120 cycles, equaling an average surface loss of

0.083 m2/g per cycle. The literature provides similar results for experiments on small-sized MEAs

with starts from −5 ◦C and −10 ◦C [73, 212, 213]. Wang [214] concluded that the loss of ECSA is

the major mechanism leading to cell voltage degradation at freeze-starts.
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Figure 4.16 (a) Record of the ECSA from the BOL to cycle 120 by means of CV. (b) Record of the double
layer capacitance values from the BOL to cycle 131 found by EIS at j = 0.5A/cm2. The solid lines serve
as a guide for the eye.

The ECSA describes the area of active catalyst sites. Several phenomena can lead to the loss of

active catalyst sites: platinum particles can come loose from the carbon support (platinum disso-

lution); platinum particles can migrate to form larger particles (Ostwald ripening); active sites can

get blocked (platinum poisoning); the carbon support can corrode (carbon corrosion), and plat-

inum particles can lose contact to the ionomer (ionomer degradation).[212, 215] For a detailed

overview of typical degradation mechanisms, please refer to the supporting information A.4. Still,

it is clear that we need more information to resolve the issue of which degradation mechanisms

are responsible for the ECSA loss.

In Figure 4.16 (b), the record of the double layer capacitance Cdl over the course of the experi-

ment is plotted. The double layer capacitance is calculated from EIS recordings and is associated

with the interface between electron- and ion-conducting material. As the ionomer-carbon inter-

face is considerably larger than the ionomer-platinum interface, loss of Cdl is usually associated

93



with either carbon corrosion or ionomer degradation.

After a slight increase during the 1st cycle, the double layer capacitance decreases from cycle

1 to cycle 121 by 9.8 %. Therefore, one can conclude that the ionomer-carbon interface area is

decreasing. Either the carbon support corrodes, the ionomer degrades, or both.

The spatial distribution of the double layer capacitance varies between each measurement. No

pattern of change over the course of 131 cycles is visible. Also, the distribution is mainly shaped

by the differences between the four groups of measurement points. Since the groups were mea-

sured with a time lag, the distribution might be shaped by capacity changes in time rather than in

space.

4.2.4 Local Changes in Proton Conduction

Another EIS parameter that can be associated with certain degradation mechanisms is the un-

compensated resistance. Figure 4.17 displays the history of the uncompensated resistance Ru.

The uncompensated resistance is associated with the proton transport through the ionomer and

interfacial resistances. It exhibits a decrease of 14.8 % from cycle 1 to cycle 121, indicating im-

proved proton conduction. The largest part of the improvement (9.8 %) is seen in the first 20

cycles. This correlates with the voltage improvement seen in the first 20 cycles of the experi-

ment.

However, improved proton transport can also be an indication of ionomer degradation. Para-

doxically, ionomer degradation usually leads to improved proton conduction as the membrane

thickness decreases. A thinner membrane leads to shorter proton pathways but also promotes
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Figure 4.17 (a) Record of the uncompensated resistance Ru from the BOL to cycle 120 determined by
EIS at j = 0.5A/cm2. The solid line serves as a guide for the eye.

hydrogen crossover and the formation of hotspots. Ultimately, ionomer degradation can lead to

the formation of pinholes.

In contrast, Sabawa and Bandarenka [212] attributed the increased proton conduction to carbon

corrosion. They argued that carbon corrosion reduces catalyst layer thickness and results in a

higher ionomer-to-carbon ratio in the catalyst layer. As a consequence, the proton conduction in

the catalyst layer improves.

Figure 4.18 (a) and (b) display the distribution of the uncompensated resistance at the BOL

and after 120 cycles, looking at the active area from above. Again, yellow areas indicate high

values and blue regions indicate low values. One can already see slight changes in the spatial

distribution from the two distributions. Those become clearer when looking at the color map in

Figure 4.18 (c), plotting the absolute change at each spot in color.

The uncompensated resistance decreases over the whole surface of the MEA. Still, one can see

a more pronounced decline in edge regions and at two spots in the center of the cell. If we

compare the color map to its counterpart for the current density in Figure 4.15 (c), we can see a

similar pattern. The two spots in the middle of the cell correlate to the maxima in current density.

Regions with high current densities and regions subject to the most negative temperature values
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Figure 4.18 The uncompensated resistance distribution at 0.5A/cm2 at the BOL (a), and after cycle 120
(b). The color map in (c) displays the absolute change in the uncompensated resistance distribution
between BOL and cycle 120. The corresponding profiles along the flow channel for the BOL (light blue)
and the 120th cycle (dark blue) are plotted in (d). The change in the uncompensated resistance profile
can be seen in (e).
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experience the strongest decrease in uncompensated resistance.

Figure 4.18 (d) and (e) show the profiles of Ru along the airflow direction at the BOL and af-

ter 120 cycles, as well as the difference between both curves. In the profile in Figure 4.18 (e), the

argument becomes even more evident. Edge regions show a stronger decrease in uncompen-

sated resistance than the average. One can attribute this to the freeze with a realistic temperature

gradient from −8 ◦C to 2 ◦C. The outer cell areas experience the biggest temperature differences,

leading to increased thermal and mechanical stress. Increased degradation rates in the outer

regions promote membrane thinning, the formation of hotspots, and, ultimately, pinholes in the

membrane. In cycle 132, the cell did not achieve an OCV above 0.85 V, which was defined as

EOL criterion. Ex-situ examination revealed the formation of pinholes in the outer areas of the

active area. Pinholes promote hydrogen crossover, which reduces the OCV.

To conclude this chapter, all trends indicate that membrane thinning and the formation of pinholes

is a dominant degradation mechanism in realistic freeze-start cycle experiments. It explains both

the break-in behavior at the beginning of the experiment and the EOL after 131 cycles.

4.2.5 Faradaic Contributions

Lastly, we will look for signs of degradation in the fitting parameters associated with the faradaic

reaction. Figure 4.19 displays the parameters Rct (a), Aw (b), B (c). All three parameters stay

fairly constant throughout the experiment. An increase in Rct and Aw can be observed for the

last few cycles.
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Figure 4.19 The history over 131 cycles for the charge transfer resistance Rct (a), the Warburg short
parameters Aw (b) and B (c), and the apparent rate coefficient kapp (d). The blue lines mark the average
value; the orange circle marks the incline inRct andAw in the last 10 cycles. The corresponding parameter
changes between BOL and cycle 131 are displayed as color maps in (e)-(h).

The Warburg short parameter B is associated with the diffusion constant D and the Nernst diffu-

sion layer thickness δ. Both magnitudes would only change if there were dramatic changes within

the catalyst layer. We, therefore, expect B to be constant.

The constant behavior of Rct and Aw indicates that no changes in the reaction efficiency and

the mass transport take place. Further, we can calculate the apparent rate coefficient kapp from

Rct and Aw if we assume that the diffusion constant D is constant. The corresponding plot is
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shown in Figure 4.19 (d). The apparent rate coefficient measures the average reaction rate coef-

ficient per active site. A change in kapp would suggest changes in the catalyst particle structure.

However, the apparent rate coefficient is constant throughout the experiment. We can, therefore,

exclude Ostwald ripening from the list of possible degradation mechanisms.

The rise in the charge transfer resistance Rct and the Warburg short parameter Aw in the last

cycles is not visible in kapp. Hence, the increase in faradaic losses can only be explained by mass

transport issues that emerge from cycle 121 onward. We attribute the mass transport issues to

increased hydrogen crossover due to the pinhole formation. Increased hydrogen crossover leads

to enhanced mass transport losses on the cathode side [216, 217].

In the spatially resolved analysis of the four discussed faradaic parameters in Figure 4.19 (e-h)

we can not observe significant trends. As discussed, B and kapp are constant, with no meaning-

ful compensation effects across the cell surface. Rct and Aw reveal a slight but even increase in

value over the whole active area.

4.2.6 Summary of the Observed Degradation Mechanisms

To summarize the chapter on freeze-start cycling degradation, we will give an overview over dif-

ferent degradation mechanisms and their relevance during freeze-start cycling. The following six

mechanisms will be discussed: platinum dissolution, Ostwald ripening, platinum poisoning, car-

bon corrosion, ionomer degradation, interfacial delamination, and evolving mass transport issues.

Platinum dissolution was not determined as a major issue in the freeze-start cycle experiment.

It can, however, contribute to the loss of ECSA. Ostwald ripening would resolve in a change in
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the apparent rate coefficient kapp, which can not be observed in the experiment. We can not com-

pletely neglect platinum poisoning. Nevertheless, freeze-start cycling introduces no additional

cause for platinum poisoning. ECSA loss and improved proton transport can both be caused

by carbon corrosion. It is, therefore, thought to be a major contribution to the degradation in

our experiment. The ultimate EOL caused by the formation of pinholes originates from ionomer

degradation. Local improvements in the uncompensated resistance can track membrane thin-

ning in the edge regions subject to the most negative temperatures. Ionomer degradation might

also contribute to the loss of ECSA. Interfacial delamination was observed in previous experi-

ments [212, 218], but did not occur in our experiment. The mass transport issues that evolved

shortly before reaching EOL are attributed to the increased hydrogen crossover rate and not

structural mass transport limitations.
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4.3 Electrochemical Impedance Spectroscopy at Low

Hydrogen Partial Pressure

A significant cost factor in PEMFC stack and system production lines is quality control. Con-

ventional quality testing strategies are time-consuming and require high safety measures due to

the operation with hydrogen. Reducing the hydrogen concentration in the anode stream would

significantly reduce the safety requirements and, hence, costs for quality testing. However, re-

duced hydrogen partial pressures’ impact must be fully understood to develop testing strategies

at reduced hydrogen concentrations.

In the scope of this work, the dependency between hydrogen partial pressure (hpp) and fuel

cell performance was investigated through polarization curve measurements and EIS in a range

from 36 kPa to 190 kPa hpp. For the interpretation of the EIS data, a new equivalent circuit model

(ECM) was developed and validated.

4.3.1 The Influence of Hydrogen Partial Pressure on Fuel Cell Performance

First, we look at the relation between voltage and hpp. Figure 4.20 (a) shows the polarization

curves for pH2 = 36 kPa, 116 kPa and 190 kPa. The hpp was reduced by diluting the hydrogen

stream with nitrogen. The total pressure and the hydrogen flow were kept constant. During the

j = 2.5 A/cm2 hold at a hpp of 36 kPa, the cell voltage dropped below 0.3 V, which was defined

as a safety limit in the test protocol. Therefore, the voltage value at 2.5 A/cm2 does not appear in

the plot.

In the polarization curves, one can differentiate between the activation region at low current den-
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Figure 4.20 (a) Polarization curves at a hpp of 36 kPa, 116 kPa and 190 kPa. (b) The voltage at j =
1.0A/cm2 as a function of hpp. (c) The voltage at j = 2.0A/cm2 as a function of hpp. The solid lines in
(b) and (c) display logarithmic fits to the experimental data.

sities and the ohmic region at intermediate current densities. A mass transport region can not

be differentiated. The curves demonstrate a pronounced decline in performance with decreasing

hpp at all current densities. Still, the losses become more apparent at high current densities.

Zhang et al. [219] simulated the effect of anodic backpressure on the cell voltage. They found

that the voltage change rate ∂U/∂pH2 increases with increasing current density. Similar effects

were also observed in high-temperature PEMFCs [220].

In Figure 4.20 (b), the average voltage at j = 1.0 A/cm2 is plotted as a function of the hpp.

The solid line is a logarithmic fit, highlighting the logarithmic relation between voltage and par-

tial pressure. The voltage difference between the operation with pure hydrogen compared to a

hpp of 36 kPa is 54 mV. The same plot is displayed in Figure 4.20 (c) for a current density of

j = 2.0 A/cm2. The voltage difference between 36 kPa and 190 kPa of 107 mV is twice as high as

at j = 1.0 A/cm2. The logarithmic fit is still within the errorbars, but we see a slight deviation from

the straight line in the semi-logarithmic plot.

At OCV, the Nernst equation states that the voltage is a logarithmic function of the partial pressure
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of the reactants. However, the relation becomes more complicated as we move towards higher

current densities. Kinetic losses from anode and cathode, mass transport, and ohmic losses all

decrease cell voltage. If we assume that the hydrogen partial pressure does not influence proton

transport and cathodic processes and neglect hydrogen diffusion, we arrive at

U = U0 +
RT

nF
ln

(
pH2p

0.5
O2

pH2O

)
+
RT

αF
ln

(
j

Fk0ac0,H02

)
(4.1)

for large anodic overpotentials. The surface concentration c0 depends on the hpp. Hence, one

can get a second logarithmic contribution that increases with increasing current density. We

will later see that those assumptions oversimplify the impact of the hpp. Still, this gives a good

approximation for evaluating the observed trends in the cell voltage.

4.3.2 Validation of a New Equivalent Circuit Model for Low Hydrogen

Partial Pressure

To understand the reasons for the observed voltage dependency, electrochemical impedance

spectra were recorded at each hpp. The EIS was conducted at j = 1.0 A/cm2 in the frequency

range 3 Hz to 10 000 Hz. Exemplary spectra for 36 kPa, 116 kPa, and 190 kPa are plotted in the

Nyquist plot in Figure 4.21.

The low-frequency intercept with the x-axis increases with decreasing hpp. In the high-frequency

range, an additional feature evolves at low partial pressures. A similar feature was observed in

the literature for MEAs with a very low platinum loading on the anode side [199, 221].
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Figure 4.21 Exemplary Nyquist plot of EIS recordings at a hpp of 36 kPa, 116 kPa, and 190 kPa. The data
was obtained at j = 1.0A/cm2 in the frequency range 3Hz to 10 000Hz.

Therefore, we propose a new equivalent circuit model (ECM) for PEMFCs operated at low hydro-

gen partial pressure. The model comprises a cathode contribution, an anode contribution, and an

uncompensated resistance for ohmic losses. The cathode contribution is based on the Randles

ECM with a Warburg short element to account for oxygen diffusion. An additional Randles part

with an anodic charge transfer resistance for the HOR and an anodic double layer capacitance

is introduced to simulate the anode processes. Figure 4.22 displays the ECM together with the

resulting fits for 36 kPa, 116 kPa and 190 kPa.

Figure 4.22 Exemplary Nyquist plot of EIS recordings at a hpp of 36 kPa, 116 kPa, and 190 kPa with
the corresponding ECM fits. The ECM is shown in the top left corner. The data was obtained at j =
1.0A/cm2in the frequency range 3Hz to 10 000Hz.

The fit with the proposed model shows good agreement with the experimental data. The relative
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residuals are below 5 % at all hpp levels. With the new ECM, one can now analyze the impedance

response for different hpps quantitatively. In Figure 4.23 (a), the anode charge transfer resistance

is plotted against the hpp.

Figure 4.23 (a) Double-logarithmic plot of the anodic charge transfer resistance Rct,A against the hpp. (b)
Semi-logarithmic plot of the anodic double layer capacitance Cdl,A against the hpp. The solid lines serve
as a guide for the eye. (c) Double-logarithmic plot of the anodic exchange current density j0,A versus the
hpp. The fit reveals a reaction order of 0.477± 0.011.

The anodic charge transfer resistance increases by 123 % from 190 kPa to 36 kPa. We expect a

dependency between reaction kinetics and partial pressure from the theory. From the linearized

Butler-Volmer equation (eq. 2.19), we can derive an equation connecting the anodic charge

transfer resistance Rct,A and the anodic exchange current density j0,A:

Rct,A =
∂µHOR
∂j

=
RT

Fj0,A

(4.2)
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The exchange current density depends on the hydrogen concentration on the catalyst surface

cH2 , which is directly proportional to the partial pressure pH2 .

j0,A

j∗0,A

=

(
cH2

c∗H2

)m
=

(
pH2

p∗H2

)m
(4.3)

Here, j∗0,A, c∗H2
, and p∗H2

denote reference values. m is the reaction order. Hence, we can cal-

culate the reaction order from the slope of the double logarithmic plot of the exchange current

density shown in Figure 4.23 (c).

The resulting value for the reaction order is 0.477 ± 0.011. Previous publications found simi-

lar reaction orders from micro-polarization measurements in a hydrogen pumping configuration

[194, 199, 222]. For the first time, we report a value calculated from EIS measurements in hydro-

gen/air operation.

The relation between anodic double layer capacitance and hpp is plotted in Figure 4.23 (b). We

see a trend of decreasing capacitance values with decreasing partial pressure. Note that low hpp

is always associated with high volume flow and high flow velocities in our experiment setup. If

we neglect degradation effects or changes in the catalyst layer structure, increasing double layer

capacitance indicates a higher water content within the anode [223]. Thus, we conclude that the

relation between the anodic double layer and hpp is an effect of increased flow velocities.

Figure 4.24 shows the same effect in the uncompensated resistance. The proton conduction

improves with rising hpp. Again, we do not consider structural changes that are highly unlikely

in this setup. In that case, improved proton conduction is correlated with a higher water content
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within the ionomer [224, 225]. Since we keep the hydrogen flow constant and increase the nitro-

gen flow to adjust the hpp, low hpp translates to high volume flows in the anode stream. Higher

flow velocities at low hpps draw water from the anode catalyst layer. Due to electro-osmotic drag,

the water is further drained from the ionomer, worsening the proton conduction.

Figure 4.24 Semi-logarithmic plot of the uncompensated resistance Ru as a function of the hpp.

Figure 4.25 depicts the cathodic fitting parameters plotted against the hpp. No clear trend is

observable from the semi-logarithmic plot of the cathodic charge transfer resistance Rct,C in (a).

Even though the values of the cathodic charge transfer resistance are one order of magnitude

larger than the anodic resistance values, the values at high hpp do not differ significantly from

those at low hpp. The other three cathodic fitting parameters displayed in (b)-(d) show a de-

pendency on the hpp. The trends are smaller than the relations observed in the anodic fitting

parameters. Still, the fact that the partial pressure on the anode side affects cathodic processes

is surprising.

As previously described, one can calculate the apparent rate coefficient of the ORR kapp,C from
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Figure 4.25 Semi-logarithmic plots of the cathodic charge transfer resistanceRct,C (a), the cathodic double
layer capacitance Cdl,C (b) and the Warburg short parameters AwC (c) and BC (d) as a function of the
hpp.

the charge transfer resistance Rct,C , and the Warburg short parameter AwC . Additionally, one

can utilize the second Warburg parameter B to estimate the Nernst diffusion layer thickness δ.

kapp,C
(2D)0.5

=
AwC
Rct,C

(4.4)

δ = B ·D0.5 (4.5)

We assume that the main contribution to mass transport losses arises from oxygen diffusion

through accumulated water in the catalyst layer [226]. Therefore, the diffusion constant D =

4.6× 10−5 cm2/s for oxygen through water at 60 ◦C was used for calculations [209, 227]. The

calculated Nerst diffusion layer thickness values range between ∼ 5.50 µm and ∼ 6.24 µm (see
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Figure 4.26 (b)) and are in line with expected water film thicknesses [228, 229]. Other publi-

cations also suggest that diffusion through thin ionomer films is dominant in oxygen transport

losses [230, 231]. However, the diffusion layer thicknesses calculated with the diffusion constant

of oxygen through Nafion (D = 7.8× 10−6 cm2/s at 60 ◦C) are considerably larger than expected

thin film thicknesses [232, 233].

The resulting values of kapp,C are plotted as a function of the hpp in Figure 4.26 (a). The calcu-

lated values are in the range of previously reported values [73, 212]. A slight trend of increasing

apparent rate coefficients with decreasing hpp indicates that the change in hydrogen partial pres-

sure has global effects on cell performance. Various effects can contribute to the trends seen in

cathodic EIS fitting parameters: As the overpotential at the anode increases, the cathode poten-

tial is affected, too. Already, slightly different cathode potentials can impact the reaction kinetics.

Further residual effects of the increased volume flow on the anode side introduce additional as-

pects, including changes in the hydrogen crossover rate and water management.

Figure 4.26 Semi-logarithmic plots of the cathodic apparent rate coefficient kapp,C (a) and the cathodic
Nernst diffusion layer thickness δC as a function of the hpp.
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5 Conclusion

This study explores applications for electrochemical impedance spectroscopy (EIS) to accelerate

the industrialization of fuel cell electric vehicles (FCEVs). As we move from small-series to mass

production of polymer electrolyte membrane fuel cells (PEMFCs), time cycles in the design devel-

opment and production lines become critical. EIS provides a well-established, non-intrusive, and

fast measurement method that can be implemented in numerous development processes and

into fuel cell quality testing to reduce costs. To understand the fundamentals of EIS in a broader

field of applications, experiments on spatially resolved EIS, local degradation effects, and the

impact of reduced hydrogen concentrations were investigated.

A new, cost-effective setup for spatially resolved EIS in automotive-sized PEMFCs was designed,

implemented, and tested. The results bridge the gap between simulations and industrial fuel cell

experiments. High current density regions can be associated with low proton resistance due to

high water production. Adjustments in relative humidities of the gas supply can alter this obser-

vation. At low relative humidity, the features become additionally pronounced, while high relative

humidities reduce the impact of water production. Decreasing the cathodic stoichiometry intro-

duces high mass transport issues at the air outlet, which can be seen in the distribution of the
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current density and the Warburg short parameter Aw. The anodic stoichiometry, in contrast, af-

fects the fuel cell performance only marginally for λA > 1.1.

For the first time, local differences in degradation patterns due to temperature gradients dur-

ing PEMFC cold starts were reported. A realistic freeze-start cycle experiment was conducted

with a temperature gradient simulating the gradual cooling of the fuel cell stack during parking in

sub-zero temperatures. Higher degradation in the outer regions of the cell, subject to the lowest

temperatures, was observed through changes in the current density and uncompensated resis-

tance distribution. EIS measurements indicate that carbon corrosion and ionomer degradation

are the main degradation mechanisms. Ultimately, pinholes in the edge regions led to the failure

to achieving the required open-circuit voltage (OCV) after 131 cycles. The findings can aid in

developing advanced simulations and future operating strategies.

In order to reduce the time and investments spent on quality testing, the study of EIS at low

hydrogen partial pressures provides valuable insights for new testing strategies. The cell volt-

age depends logarithmically on the hydrogen partial pressure. A new equivalent circuit model

was presented and validated to interpret EIS at low hydrogen partial pressures. By applying the

model, literature values for the anodic reaction order, the cathodic apparent rate coefficient, and

the cathodic Nernst diffusion layer thickness were successfully reproduced. The anodic charge

transfer resistance, found by fitting the new model to the EIS data, depends on the hydrogen par-

tial pressure with an exponential factor of m = −0.477. Further, various effects, including proton

availability, potential shifts, and water management, affect the properties of cathode processes

as well.
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In this work, we showed that EIS can reduce costs in the development phase and the production

of PEMFCs. Spatially resolved EIS provides a tool to gain additional insights into fuel cell degra-

dation and the testing of flow field designs. Quality testing strategies based on EIS can decrease

the testbench time in the production line. Further, applying EIS at low hydrogen partial pressures

can also meet the safety requirements in the production environment. Together, these efforts

highlight EIS as a cost-effective tool for development and production and underscore its potential

in advancing the industrialization of PEMFC.
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A Supplementary Material

A.1 Fuel Cell Types

Since 1839, when the first fuel cell was invented by Grove, several fuels and materials have

developed using the principles of a fuel cell [110, 234, 235]. A short overview of the most common

fuel cell types is given below.

AFC

Alkaline fuel cells (AFCs) represent one the simplest concept in terms of electrocatalysis. The

system consists of two electrodes linked by an aqueous solution of KOH or NaOH absorbed in a

matrix. The overall reaction is composed of the hydrogen oxidation reaction (HOR) at the anode

and the oxygen reduction reaction (ORR) at the cathode.

H2 + 2 OH− −−→ 2 H2O + 2 e− anodic reaction (A.1)

1

2
O2 + H2O + 2 e− −−→ 2 OH− cathodic reaction (A.2)

H2 +
1

2
O2 −−→ H2O overall reaction (A.3)
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The ORR in alkaline environment exhibits lower reaction losses than in acid environment. There-

fore, higher efficiencies and specific energy densities can be generated. On top, many metals are

stable in an alkaline agent and, hence, the material costs are lower since no expensive noble cat-

alyst materials are needed. However, even atmospheric concentrations of CO2 cause problems

by degrading the electrolyte, which makes mobile applications using air as source for oxygen

challenging. Further, sophisticated designs are needed to prevent electrolyte dilution through

product water.

Solutions like CO2 scrubbers or continuous electrolyte supply make AFCs economically uninter-

esting for mobile applications. Still, the AFC is established in aerospace applications, where high

power densities are needed.

PEMFC

PEMFCs utilize a proton conducting polymer membrane as electrolyte. Protons are transferred

between the anode and cathode. Accordingly, the water is produced at the cathode side.

H2 −−→ 2 H+ + 2 e− anodic reaction (A.4)

1

2
O2 + 2 H+ + 2 e− −−→ H2O cathodic reaction (A.5)

H2 +
1

2
O2 −−→ H2O overall reaction (A.6)

The ORR and HOR are catalyzed by platinum nanoparticles on a carbon support. Water man-

agement is crucial for PEMFCs as the perfluorinated sulfonic acid (PFSA) electrolyte shows in-

creased proton conduction with rising humidification levels. The main advantage compared to

AFCs is that poisoning by CO2 is negligible and as a consequence air can be used as oxygen
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source. CO2 tolerance and fast startup times make PEMFCs a promising candidate for mobile

applications.

DMFC

A similar concept with a polymer electrolyte membrane (PEM) can be used with methanol as

fuel. A bi-functional catalyst is needed to split water for the carbon oxidation. Typically a bi- or tri-

metal with platinum as basis and Ru, Sn, Mo or a combination of two of them is used as catalyst

material. With direct methanol fuel cells (DMFCs) it is possible to directly utilize methanol in a

fuel cell (Eq. A.7). However, poisoning of the catalyst surface by intermediates of the carbon

oxidation remains a challenge.

CH3OH + H2O −−→ CO2 + 6 H+ + 6 e− anodic reaction (A.7)

3

2
O2 + 6 H+ + 6 e− −−→ 3 H2O cathodic reaction (A.8)

CH3OH +
3

2
O2 −−→ 2 H2O + CO2 overall reaction (A.9)

PAFC

The phosphoric acid fuel cell (PAFC) was the first fuel cell concept to be commercially available.

The name stems from the water-free phosphoric acid used as electrolyte. The acid is contained

in an inorganic diaphragm. Phosphoric acid exhibits tolerance to CO2 and a high conductivity at

temperatures above approximately 150 ◦C. The reaction is the same as in a PEMFC (Eq. A.4)

and the most widely used catalyst is platinum.

While the lower temperature limit is defined by the temperature depended ion conductivity, above
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220 ◦C H3PO4 undergoes a phase transition, making it unsuitable as electrolyte. Due to evapora-

tion especially at high operating temperatures, H3PO4 must be continually refilled.

MCFC

The high temperature molten carbon fuel cell (MCFC) utilizes molten alkali carbonates like Li2CO3

or K2CO3 absorbed in a LiAlO2 matrix as electrolyte. Carbonate ions CO3
2 – act as the charge

carrier between cathode and anode.

H2 + CO3
2− −−→ CO2 + H2O + 2 e− anodic reaction (A.10)

1

2
O2 + CO2 + 2 e− −−→ CO3

2− cathodic reaction (A.11)

H2 +
1

2
O2 −−→ H2O overall reaction (A.12)

CO2 is consumed at the anode side and produced at the cathode. The produced CO2 is extracted

from the exhaust gas and fed back to the anode. The high operating temperature of ∼ 650 ◦C

enables internal reforming of carbon fuels. The catalysts at both electrodes is normally nickel

based and doesn’t require noble metals. Startup/shutdown cycles induce high stresses in the

electrolyte. Therefore, MCFC are mostly applied for stationary, continuous power applications.
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SOFC

In a solid oxid fuel cell (SOFC) a oxygen-ion-conducting ceramic oxide is employed as electrolyte,

with yttria-stabilized zirconia being the most popular material. The reaction is split up into the

following reactions at anode and cathode.

H2 + O2− −−→ H2O + 2 e− anodic reaction (A.13)

1

2
O2 + 2 e− −−→ O2− cathodic reaction (A.14)

H2 +
1

2
O2 −−→ H2O overall reaction (A.15)

High operating temperatures from 600 ◦C to 1000 ◦C provide challenges for material requirements,

but enables fuel flexibility and high efficiencies.. Due to long startup times, the commercial focus

is on stationary applications. Perovskites like lanthanum–strontium cobaltite or strontium-doped

lanthanum manganite are used as cathode materials and nickel catalyzes the anodic reaction.

Intermediate temperature SOFCs, operating at 400 ◦C to 700 ◦C, could reduce material require-

ments but the search for intermediate temperature ionic conductors is challenging.
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A.2 Fuel Cell Electric Vehicles

The Fuel Cell System

The fuel cell stack is usually complemented by peripheral components to regulate the operating

conditions. An overview over important components is shown in A.1. These can be summarized

in four sub-systems [40, 236]:

• air management

Oxygen for the cathode supply is sourced from the ambient air. To eliminate contamination

an air filter is commonly integrated. Subsequently the air is preconditioned by a compres-

sor and a humidifier. Hence, pressure and humidification can be controlled. Mass flow

controllers enable the regulation of the gas flow.

• fuel management

Hydrogen is stored at 200 bar to 700 bar in a hydrogen fuel tank. Valves regulate the pres-

sure to the operating pressure. As for the air management, the media interface unit pre-

conditions the hydrogen. A recirculation pump feeds hydrogen from the exhaust back to the

anode inlet for optimum usage of the costly hydrogen.

• thermal management

Thermal management is a critical design aspect. Most commonly, coolant is utilized in

FCEVs. A high voltage coolant pump transports the coolant through a heat exchanger and

further through cooling channels in the bipolar plates (BPPs).

• power and control units

The voltage of the fuel cell stack must at all times provide the supply voltage for the electric
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motor. Therefore a DC/DC converter regulates the output voltage to the required value.

A fuel cell control unit translates the power requirements from the vehicle into operating

parameters for all fuel cell system components.

Figure A.1 Schematic representation of the components of a fuel cell system (FCS). Adapted from BMW
Group 2022 [45]. © Copyright BMW AG.

Periphery in Automotive Applications

Fuel cell electric vehicles (FCEVs) are a complex system with the PEMFC only being one part.

For the fuel supply, hydrogen must be stored within the car in high-pressure vessels. Commonly,

a battery buffers changes in power demand and enables immediate throttle response and recu-

peration. The battery supplies an electric motor. The concept is visualized in Figure A.2.

Hydrogen is stored at 200 bar to 700 bar in a hydrogen fuel tank. Therefore, tank materials must

withstand strong forces and provide safety even in case of a crash. Carbon fiber-reinforced plas-
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Figure A.2 Schematic representation of the concept of a FCEV. Adapted from BMW Group 2022 [45]. ©
Copyright BMW AG.

tic composites are most commonly used for compressed hydrogen storage. The hydrogen tank

can be refueled via the hydrogen filler neck and the corresponding hydrogen lines and valves.

In commercial vehicles, a high-performance lithium-ion battery complements the fuel cell system.

An electric motor converts electrical power into mechanical power. An AC/DC converter and a

power conditioner complete the drive train. High-voltage lines connect all components. Modern

electrical cars are commonly operated at 400 V to 800 V.
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A.3 The Concept of Impedance

Electrochemical impedance measurements of a fuel cell are often modulated by an electric circuit

diagram. Therefore, it is crucial to understand the underlying fundamentals of alternating current

(AC) electric circuits to interpret obtained impedance spectra.

Alternating Current Circuits

Alternating current (AC) refers to a current periodically alternating with time. The period of the

periodic wave T is defined as the time needed for one complete cycle. The frequency f of an

AC is the reciprocal value of the period. From the frequency, we can further define the angular

frequency ω.

f =
1

T
(A.16)

ω = 2πf (A.17)

For simplicity, we will only discuss sinusoidal waves. However, the principles are directly trans-

ferable to other forms of periodic waves. The voltage and current in sinusoidal AC circuits can be

written as

V (t) = Vm sin (2ωt+ θ) (A.18)

I(t) = Im sin (2ωt+ φ), (A.19)

where Vm and Im are the amplitudes of the voltage and the current, and θ and φ the corresponding

phase shifts.
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Resistors in AC Circuits

Applying Ohm’s law to an AC circuit yields

V (t) = I(t)R = ImR sin (2ωt+ φ) (A.20)

and comparing it to equation A.18 we obtain

φ = θ (A.21)

Vm = ImR. (A.22)

Capacitors in AC Circuits

Similary, we can derive a relation between current and voltage for a capacitor in an AC circuit.

I(t) = C
dV (t)

dt
= CVm cos (2ωt+ θ) · ω = ωCVm sin (2ωt+ θ + π/2) (A.23)

The relation of amplitudes and phase shifts is given by

φ = θ + π/2 (A.24)

Im = ωCVm. (A.25)
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Inductors in AC Circuits

For an inductance I we arrive at:

V (t) = L
dI(t)

dt
= LIm cos (2ωt+ φ) · ω = ωCVm sin (2ωt+ φ+ π/2). (A.26)

Once again comparing to equation A.18 yields

φ = θ − π/2 (A.27)

Vm = ωLIm. (A.28)

Impedance

Complex algebra is often used to describe AC circuit problems. Before we introduce the concept

of impedance, we quickly recall the most important formulas for a complex number Z.

Z = Re(Z) + i · Im(Z) Z = |Z| exp iφ (A.29)

|Z| =
√
Re(Z)2 + Im(Z)2 φ = tan−1(Im(Z)/Re(Z)) (A.30)

Re(Z) is the real part and Im(Z) is the imaginary part of a complex number. |Z| denotes the

absolute value and φ is the angle or argument of Z.

Since the concept of resistance is limited to direct current (DC) applications, the electrical impedance
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was introduced for AC circuits. It extends the concept of resistance to complex numbers. The

definition of the impedance of an electric circuit is based on the Ohm’s law:

Z =
V (t)

I(t)
(A.31)

If we substitute V (t) and I(t) in this equation by the corresponding formulas A.18 and A.19 and

use the relations of phase shifts and amplitudes obtained for resistors, capacitors and inductors,

we obtain the impedance for each of these elements.

ZR = R resistor (A.32)

ZC =
1

iωC
capacitor (A.33)

ZL = iωL inductor (A.34)
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A.4 PEM Fuel Cell Degradation Mechanisms and Mitigation

Strategies

Besides cost reduction, degradation and durability are major challenges for automotive fuel cell

development. The target lifetime for automotive fuel cells set by the U.S. Department of Energy

(DOE) is 5,000 h. In combination with operational requirements and cost constraints the DOE

target aims for fuel cells to be competitive against other energy storage and conversion technolo-

gies [47]. In this chapter, degradation mechanisms and mitigation strategies for each component

of a PEMFC will be discussed.

Membrane

PEMs require high protonic conductivity, low reactant gas permeability, and good thermal, me-

chanical, and chemical stability. Membrane degradation and hydrogen crossover can lead to a

failure of an entire stack. Although research into alternative membrane materials is increasing,

this chapter will focus on the degradation mechanisms of PFSA membranes. Three main degra-

dation modes can be distinguished: mechanical, thermal and chemical/electrochemical degrada-

tion [61, 135, 166, 237–239].

Membrane failure occurs when degradation leads to the formation of pinholes. Pinholes, in turn,

lead to a locally increased gas crossover, combustion, and consequently rapid expansion of the

pinhole. The critical value for membrane failure is often defined as a hydrogen crossover current

roughly ten times higher than for new membranes (j > 20 mA/m2) [61, 240].
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Mechanical Degradation

Degradation mechanisms Mechanical degradation diminishes membrane integrity due to built-

in, assembly, and operational stresses. Assembly stresses are mainly caused by the applied

clamping pressure. The clamping pressure ensures good electrical contact and seals the edges.

However, local unevennesses like the flow channels or smaller irregularities from the gas diffusion

layers (GDLs) and the electrodes may lead to local stresses that significantly exceed the nominal

clamping pressure. These high-pressure points lead to perforations and possible weak spots [],

particularly in thinner membranes (10 µm to 50 µm), which are more susceptible to early-life fail-

ure from built-in and assembly stresses.[135, 166, 237, 238]

During operation, volume changes of the membrane and physical constraints by the electrodes,

GDLs and BPPs induce additional stresses. The volume of PFSA membranes strongly depends

on its water content. [61]

Local humidity differences and constraints induce stress and strain under relative humidity (rh)

cycling, leading to the formation of micro defects and dimensional changes. Ex-situ analysis re-

veal characteristic craze-like defects after rh cycling. These craze-like defects develop into cracks

and pinholes. The degradation under rh cycling is roughly proportional to the cycling amplitude

[135].

Mitigation strategies To minimize assembly stress induced by contact pressure and opera-

tional stresses, uniformity and the absence of foreign particles in the production process are

essential. [135, 166]. Chemical modifications like membrane annealing, uniaxial stretching, and

chemical cross-linking of the polymer reduce swelling and enhance mechanical stability [239].

To prevent high operational stresses due to local humidity differences, flow field design plays
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an important role in the mitigation of mechanical stresses. Reinforcement with a polytetraflu-

oroethylene (PTFE) backbone can extend the lifetime of one order of magnitude compared to

conventional PFSA membranes [237].

Thermal Degradation

Degradation mechanisms In mobile applications fuel cells are operated in a wide temperature

range, including sub-freezing temperatures. While the freezing point of chemically bound water in

Nafion is at approximately −120 ◦C, free water within the membrane and at the interface between

membrane and electrode freezes at 0 ◦C [237, 239]. The phase transition weakens the PFSA

membrane itself and the interface with the electrodes. Consequences are a decrease in ionic

conductivity, gas permeability, and mechanical strength [241].

PEMFCs generally operate most effectively between 60 ◦C and 80 ◦C. Above a temperature of

80 ◦C conventional PFSA membranes undergo a glass transition, diminishing proton conduction

[237]. Recently, much effort has been made to develop high temperature PEM fuel cells to

enhance kinetics, water management, and CO tolerance [242]. Nevertheless, dry conditions due

to low humidity levels at elevated temperatures may degrade cell performance [62].

Mitigation strategies To mitigate freeze-start degradation, shut down and startup strategies

aim to reduce the water content in the fuel cell. During shut down, the electrodes are purged with

dry gas to eliminate free water within the cell [237, 243, 244]. Startup strategies pre-heat the fuel

cell stack, maintain relatively dry conditions, and slowly increase the current [245–247].
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Chemical Degradation

Degradation mechanisms PFSA can decompose by peroxide (HO · ) and hydroperoxide (HHO · )

radical attack. Transition metal ions like Fe2+, originating from corrosion of stack elements, catal-

yse the production of radicals in PEMFCs [239]. Further, radicals are also formed by a direct

formation with only H2, O2 and Pt involved [248, 249].

The chemical degradation involves four primary pathways: attacks on carboxylic acid end groups,

C-S bonds, tertiary carbon atoms, and ether groups. All four mechanisms contribute to the chem-

ical degradation with the contribution of each mechanism depending on the operating conditions

[239, 250].

Foreign catalytic ions also degrade the ionomer by adsorbing at sulfonic acid groups and, as

a consequence, blocking active sites for the proton conduction. This effect is, however, only

significant beyond 50 % blocked sulfonic acid groups [166, 237, 238].

Mitigation strategies Several methods have been developed to mitigate chemical degradation.

Stabilizing the most vulnerable polymer groups, such as chemically stabilizing carboxylic acid end

groups, can achieve better stability against radical attack. So-called short side chain ionomers

aim to minimize radical attack on the side chains by eliminating the tertiary carbon ( – CF) and

one of the ether bonded carbon atoms ( – O – CF2). Additionally, incorporating radical scavengers

is highly effective in minimizing chemical degradation [239].

Studies have shown that the use of components free of iron significantly reduces chemical degra-

dation due to the absence of the catalyst Fe2+ [251].
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Electrodes

As outlines in Chapter 2.2.4, an electrode is composed of catalyst nanoparticles, a carbon sup-

port, and a binder. All three materials, platinum, carbon, and ionomer, might be subject to degra-

dation. Most relevant are four mechanisms: platinum dissolution, platinum poisoning, carbon

corrosion, and ionomer decomposition [166, 237]. A combination of these mechanisms also

leads to pore collapse and interfacial delamination.

Platinum Dissolution and Deposition

Degradation mechanisms latinum atoms on the particle surface oxidize at a potential of 1.188 V

(eq. A.35). The dissolved platinum atoms dissolute, leading to two main degradation issues: The

platinum ions might either migrate into the membrane, forming a platinum that increases the

proton resistance, or they might agglomerate to bigger particles. The particle growth leads to a

decrease in electrochemical active surface area (ECSA), and therefore performance degradation

[62, 166, 237]. This process is known as Oswald ripening. It is significantly enhanced by repeated

changes of the cathode potential [252].

Pt −−→ Pt2+ + 2 e− 1.188 V (A.35)

Pt2+ + 2 e− −−→ Pt 0.70 V (A.36)

Mitigation strategies Since platinum dissolution is strongly tied to cathodic potential changes,

stable operation reduces the degradation rates [62, 166, 237]. Therefore, applications that rely

on quick load changes, like, for example FCEVs, can profit from buffering fluctuations with an
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additional battery. In terms of material choice, Pt-alloy catalysts, particularly Pt-Co, have shown

better stability compared to pure platinum catalysts [237].

Platinum Poisoning

Degradation mechanisms PEMFCs are exposed to impurities from the hydrogen and the air

either from the supply or from the degradation of the fuel cell system. Impurities containing

species with strong adsorption behavior on platinum may, such as carbon monoxide and hydro-

gen sulfide, alter the catalytic activity by blocking active sites and change electronic properties

and surface structure [253].

Carbon monoxide directly binds on platinum via the carbon atom (eq. A.37). However, it may

be removed in the presence of oxygen gas (eq. A.39) or by electrochemical oxidation (eq. A.38).

CO + Pt −−→ Pt−CO (A.37)

COPt + H2O −−→ CO2 + 2 H+ + 2 e− (A.38)

COPt +
1

2
O2 −−→ CO2 (A.39)

The CO electrooxidation reaction typically proceeds at potentials above 0.6 V and thus can only

be triggered by introducing air to the anode upon shutdown or in highly polarized stacks.

Hydrogen sulfide adsorbes under the formation of protons via a dissociative mechanism.

H2S + Pt −−→ Pt−S + 2 H+ + 2 e− (A.40)

Contaminant levels as low as 25 ppb reduces the fuel cell performance significantly [253].
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Mitigation strategies Fuel gas scrubbing and pre-filtration are strategies to prevent poisoning

of the platinum catalyst. Further, improving the catalyst CO tolerance by alloying platinum shows

promising results for CO poisoning [253].

Carbon Corrosion

Degradation mechanisms Besides degradation of the platinum catalyst itself, the carbon sup-

port can also corrode. Carbon can be electrochemical oxidized at comparably low potentials and

is accelerated by the presence of platinum catalyst [166, 254, 255].

C + H2O −−→ CO2 + 4 H+ + 4 e− 0.205 V (A.41)

Though the reaction kinetics are slow at typical operating temperatures of a PEMFC between

60 ◦C and 120 ◦C, numerous studies have shown severe degradation on the cathode side due to

local fuel-starvation [62, 252, 255]. Fuel distribution problems might arise from flow-field design,

water-management, or blocked channels due to ice formation at sub-zero temperatures. In fuel-

starvation can lead to a current-reversal and potentials as high as 1.2 V to 1.5 V, promoting carbon

corrosion and oxygen evolution [254–256].

Due to the corrosion of the carbon support, the platinum particle may lose contact and the ECSA

decreases. Additionally, the support loses its structural integrity, limiting mass transfer through

the electrode [62]. The rate of carbon corrosion depends on the partial water pressure and is

most severe at the fuel outlet [252].

Mitigation strategies Since carbon corrosion is mainly assigned to fuel-starvation, optimized

fuel cell operation can mitigate the degradation of the carbon support. Furthermore, startup
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strategies reducing the probability of hydrogen-air fronts lead to improvements [252].

Alternatives to porous carbon powder, like multi-walled carbon tubes, show higher resistance to

electrochemical oxidation and nearly two times lower degradation rates [237].

Pore Collapse and Interfacial Delamination

Degradation mechanisms At sub-zero temperatures, ice formation within the porous electrode

structure can cause severe damage, leading to pore collapse and subsequent mass transport

issues [245, 246]. Additionally, residual water at the interface between the catalyst layer and the

membrane freezes at sub-zero temperatures, leading to interfacial delamination [245, 257, 258].

Mitigation strategies Operational strategies, such as gas purging during shutdown and pre-

heating before startup, help minimize ice formation and protect the structural integrity of both the

electrode and electrode-membrane interface [245–247].

134



A.5 Publications

In the following, the two peer-reviewed publications that are the base for this dissertation are

presented:

Publication 1

F. Haimerl, J. P. Sabawa, T. A. Dao and A. S. Bandarenka, Spatially Resolved Electrochemical

Impedance Spectroscopy of Automotive PEM Fuel Cells, ChemElectroChem, 2022, 9, e202200069.

© 2022 The Authors. ChemElectroChem published by Wiley-VCH GmbH [259]. This section is

an excerpt of the original.

Publication 2

F. Haimerl, S. Kumar, M. Heere and A. S. Bandarenka, Electrochemical impedance spectroscopy

of PEM fuel cells at low hydrogen partial pressures: efficient cell tests for mass production, RSC

Industrial Chemistry & Materials, 2024, 2, 132-140.

Reproduced from Ref. [260] with permission from the Royal Society of Chemistry. This section is

an excerpt of the original.
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Electrochemical impedance spectroscopy of PEM
fuel cells at low hydrogen partial pressures:
efficient cell tests for mass production†

Felix Haimerl,‡*ab Sunil Kumar, ‡bc

Michael Heerec and Aliaksandr S. Bandarenka *ad

Quality testing costs hinder the large-scale production of PEM fuel cell systems due to long testing times

and high safety measures for hydrogen. While eliminating both issues, electrochemical impedance

spectroscopy at low hydrogen concentrations can provide valuable insights into fuel cell processes.

However, the influence of high anode stream dilutions on PEM fuel cell performance is not yet completely

understood. This study presents a new equivalent circuit model to analyze impedance spectra at low

hydrogen partial pressures. The proposed model accurately describes the impedance response and

explains the performance decrease at low hydrogen concentrations. First, the reduced availability of

hydrogen at the anode leads to rising reaction losses from the hydrogen side. Further, the resulting losses

lead to potential changes also influencing the cathode processes. The findings indicate that impedance

spectroscopy at low hydrogen partial pressure might provide a reliable fuel cell quality control tool,

simplifying production processes, reducing costs, and mitigating risks in fuel cell production.

Keywords: PEM fuel cells; Electrochemical impedance spectroscopy; EIS; Large scale PEMFC production;

Anodes; Cathodes.

1 Introduction

Decarbonizing the transportation sector is crucial in
achieving a renewable energy transition, as transport
emissions have been growing faster than any other end-use
sector.1 Fuel cells offer a clean alternative to fossil fuel
combustion for many transport applications. For road
applications, such as cars, trucks, and buses, polymer
electrolyte membrane fuel cells (PEMFCs) have emerged as
the most promising technology. Over the past decade, rapid
developments in fuel cell materials, integration, and
manufacturing have fueled commercial interest in fuel cell

electric vehicles (FCEVs).2,3 Prominent original equipment
manufacturers (OEMs), such as the BMW Group, Daimler,
Volkswagen, Toyota, and Hyundai, have actively engaged in
extensive research, development, and demonstration
endeavors in this field.4–8

Despite the progress, further technological advancements
are necessary to maximize FCEVs' viability and widespread
adoption.9 As the emphasis shifts to PEMFC mass
production, there is a growing need to develop stable and
cost-effective production processes with short cycle times.
Within the value chain of FCEVs, several intermediate quality
checks are standard since companies usually focus on only
one or two of the production steps shown in Fig. 1. These
quality checks are a significant obstacle to further
commercializing FCEVs.10–14 Testing protocols must identify
and isolate manufacturing flaws in the production process,
including quality control checks on individual components,
the fuel cell stack, and the fuel cell system while keeping the
cost of production low. The IEC 62282-2-100 standard
mandates the conduct of routine quality control tests that
need to be carried out on every unit.15 Those tests at the end
of the production line are frequently called “End-of-Line”
(EoL) or “Factory Acceptance Test” (FAT). They are
contractually obligated to customers to verify that the unit
meets the specified requirements.16,17
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State-of-the-art quality control procedures mostly rely on
the operation with hydrogen. However, hydrogen poses safety
concerns as it can detonate at a volumetric concentration
ratio as low as 4.3% and has high permeability through
various materials.18,19 Consequently, stringent safety
measures must be implemented during hydrogen testing,
leading to cost inefficiencies in the manufacturing process.20

Therefore, test strategies that require lower security measures
are necessary. For fuel cell components, including catalyst
layers, membranes, gas diffusion layers (GDLs), and bipolar
plates, optical tools provide a solution. Recent advances in
this field include through-plane reactive excitation
techniques for detecting pinholes in membrane electrode
assemblies,21 infrared thermography studies to detect
membrane irregularities22 or electrode defects,23,24 and deep
learning implementations.16,25 However, optical measures are
limited to component testing, and alternative methods must
be employed for fuel cell stack and fuel cell system testing.

Electrochemical impedance spectroscopy (EIS) offers a
well-established method to gain insights into fuel cells for
simultaneous fast and non-invasive measurements. By
subjecting the fuel cell to small amplitude sinusoidal
perturbations, EIS can reveal important information about
the charge transfer kinetics, mass transport limitations, and
the overall electrochemical behavior of the cell.26–30 In
particular, EIS is a widespread tool to monitor degradation in
PEM fuel cells31–33 and is also applied in FCEVs for on-road
state-of-health monitoring.34,35 Applying EIS at low hydrogen
partial pressure (hpp) might provide valuable insights while
mitigating safety and cost concerns. However, since the
cathode side in a PEM fuel cell is usually rate-determining,
few studies investigate the impact of reduced hpp on the fuel
cell performance. Stühmeier et al.37 studied the hydrogen
oxidation reaction (HOR) pressure dependence in the range
100–400 kPa using hydrogen pump measurements and found
a dependency of the apparent activation energy of the HOR
on the hpp. In contrast, a full factorial study by Gerling
et al.41 found no dependency of the apparent activation
energy on the hpp in the range 4–100 kPa. Both studies did,
however, only focus on the impact on the anodic reaction.

Through this study, we aim to enhance the understanding
of fuel cell behavior under varying hydrogen concentrations
using impedance analysis and contribute to developing
improved diagnostic techniques and strategies for fuel cell
system manufacturing.

2 Results and discussion

The membrane electrolyte assemblies (MEAs) were operated
at various levels of anode inlet gas dilution corresponding to
different hydrogen partial pressures (hpps) to investigate the
correlation between hpp and performance. Polarization
curves and impedance spectra were recorded for hpps
between 36 kPa and 190 kPa. Fig. 2 shows the resulting
polarization curves at 190 kPa (solid curve), 98 kPa (dashed
curve), and 36 kPa (dotted curve) hydrogen partial pressure.
The dilution was achieved by mixing nitrogen gas into the
anode gas stream while the hydrogen flow remained
constant. Humidified air was used as the cathode gas.

The polarization curves demonstrate a pronounced
decline in performance with decreasing partial pressure
across the entire range of current densities. Comparing the
polarization curves, the voltage losses are more apparent at
higher current densities. In Fig. 3a, the resulting voltage
values at j = 1.0 A cm−2 are plotted against the hydrogen
partial pressure. We see a logarithmic dependency with a
voltage difference of 54 mV between 190 kPa and 36 kPa hpp,
respectively. For the voltage values at j = 2.0 A cm−2 (Fig. 3b),
we found a logarithmic dependency with a total voltage drop
of 107 mV at 36 kPa partial pressure. The voltage difference
at j = 2.0 A cm−2 is twice as high as at j = 1.0 A cm−2.

Fig. 1 Visualization of the value chain of a fuel cell electric vehicle. After each production step, a quality control step ensures the safety and
performance of the product.

Fig. 2 Polarization curves for partial hydrogen pressures of 190 kPa
(solid curve), 98 kPa (dashed curve), and 36 kPa (dotted curve). At 36
kPa, the maximum current density of 2.5 A cm−2 was not achieved
without the cell voltage dropping below 0.3 V, which was specified as
the lower voltage limit to ensure low degradation.
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From the Nernst equation (eqn (1)), we can see a
theoretical logarithmic dependency of the open circuit
voltage UOCV on the partial pressure of hydrogen pH2

:

UOCV ¼ U0 þ RT
2F

· ln
pH2

p0:5O2

pH2O

 !
(1)

Here, U0 is the theoretical open circuit voltage at standard
conditions. R is the universal gas constant, T is the
temperature, F is the Faraday constant, and pO2

and pH2O are
the corresponding partial pressures of oxygen and water.
Additionally, the partial pressure of reactant gases also
influences hydrogen crossover, exchange current densities,
and the limiting current density of electrode reactions. The
polarization curve can be described by

Ucell = UOCV − ηHOR − ηORR − ηMT − ηΩ (2)

with the overpotentials of the hydrogen oxidation reaction
(HOR), the oxygen reduction reaction (ORR), the mass
transport losses (MT), and ohmic losses. Zhang et al.36

simulated the effects of different back pressures on the
anode, which can directly be transferred to the influence of
hpp. They found that the back pressure influences the cell
voltage at high current densities significantly more than it
does at low current densities, which agrees with the data
from our experiments.

To investigate the origins of the voltage losses related to
decreased hpp, electrochemical impedance spectra were
recorded for each partial pressure value at a current density
of j = 1.0 A cm−2. The frequencies spanned 36 logarithmically
distributed points between 3 Hz and 10 kHz. In total, twelve
spectra were recorded for each partial pressure. The
Kramers–Kronig check was performed to ensure high data
quality.

Exemplary Nyquist plots are shown in Fig. 4 (For all EIS
spectra, please refer to the ESI†). It is apparent that the low-
frequency intercept with the x-axis, associated with overall
fuel cell losses, increased at low hpp. A pronounced feature

in the high-frequency range becomes visible as the partial
pressure decreases. Previous studies found a similar feature
for extremely low platinum loadings at the anode,
contributing to anode reaction losses.37,38 Therefore, we
propose a new equivalent circuit model (ECM) for fitting the
impedance data of PEM fuel cells at low hpp. The ECM
consists of an uncompensated resistance equalling all ohmic
resistances in the cell and a parallel circuit of a charge
transfer resistance, and a double layer capacitance
mimicking the electrochemical response in the cathode layer.
In series with the charge transfer resistance, a Warburg short
element simulates gas diffusion losses in the cathode. To
account for increasing anode contributions to the cell
overpotential at high anode stream dilutions, we added a
parallel connection of a charge transfer resistance for the
HOR and a capacitance for the double layer forming at the
anode interface. The ECM and the resulting fits are shown in
Fig. 4 for 36 kPa, 98 kPa, and 190 kPa partial pressure.

The Bode plots and the corresponding residuals of the fits
are displayed in Fig. 5. The ECM fits show good agreement
with the experimental data across all partial pressure values,
with all relative residuals below 5%.

In Fig. 6a, we can see the relation between the
uncompensated resistance, which is dominated by proton
transport, and the partial pressure. We observe a trend of
increasing resistance with decreasing hydrogen
concentration. Theoretically, we do not expect a dependency
between the uncompensated resistance and the partial
pressure. However, the relationship between the water
content of the ionomer and proton conduction is well
established.39,40 Since we keep the stoichiometry constant
and adjust the nitrogen flow, flow velocities increase
significantly at low hydrogen concentrations. Thus, the
electro-osmatic drag might drain water from the ionomer
and increase the resistance associated with proton transport.

In contrast, the theory does predict a dependency of the
anodic charge transfer resistance on the hpp.16 The double-
logarithmic plot in Fig. 6b reveals the proportionality,
validating the chosen ECM. The Butler–Volmer equation
describes the relation between current density and anode

Fig. 3 Logarithmic plot of the voltage at a current density of (a) 1.0 A
cm−2 and (b) 2.0 A cm−2 against the hydrogen partial pressure. The
lines serve as a guide for the eye.

Fig. 4 Nyquist plot of the impedance spectra for hydrogen partial
pressures of 36 kPa, 98 kPa, and 190 kPa. The experimental data
points (markers) were recorded in a frequency range between 3 and 10
kHz at a current density of 1.0 A cm−2. The corresponding fits are
displayed as solid curves. The ECM for fitting the impedance data is
displayed in the top-left corner.
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overpotential. For small overpotentials, we can linearize the
equation. Hence, the voltage loss at the anode can be
described by

ηHOR ¼ j·
RT

Fj0;A αA þ αCð Þ (3)

with the current density j and the exchange current density
j0,A with respect to the geometric surface area. The anodic

and cathodic transfer coefficients αA, αC cannot be
determined here. Therefore, the sum αA + αC is set to unity.37

From the linearized Butler–Volmer equation, we can derive
an expression for the impedance of the anodic charge
transfer.

RA;ct ¼ ∂ηHOR

∂j ¼ RT
Fj0;A

(4)

We can calculate the exchange current density from the
charge transfer resistance at the anode. The exchange current
density depends on the hydrogen concentration on the
catalyst surface and, therefore, should be directly
proportional to the hpp according to Henry's Law.

j0;A
j*0;A

¼ cH2

c*H2

 !m
¼ pH2

p*H2

 !m
(5)

Here, j*0;A is the calculated exchange current density at a

reference concentration c*H2
referring to a reference partial

pressure p*H2
. Hence, we can determine the reaction order m

of the HOR from the slope in a double logarithmic plot of
the exchange current density against the hpp. The
corresponding plot is shown in Fig. 6d. We obtain a reaction
order of 0.477 ± 0.011, which is in line with previous
publications.37,41,42 Stühmeier et al.37 found a reaction order
of 0.39 ± 0.05 at 60 °C calculated from micro-polarization
measurements in a hydrogen pumping configuration.
Therefore, it was shown that we could indeed analyze anode
contributions to the fuel cell performance by reducing the
hpp.

A trend of higher capacities at higher partial pressures
(see Fig. 6c) supports the idea that the electro-osmotic drag
at high flow velocities dries out the ionomer. High water
content in the catalyst layer is generally associated with high
double-layer capacities.34,43 Hence, drying of the anode
catalyst layers at high flow velocities leads to reduced double
layer capacities.

Fig. 7 depicts the dependence of cathode characteristics
on the hpp in the anode stream. No clear trend is visible
from the double-logarithmic plot of the charge transfer
resistance associated with the ORR in Fig. 7a. While the
absolute values of the cathodic charge transfer resistance are
nearly one order of magnitude higher than those for the
anodic charge transfer resistance, the measured values at low
hpps equal those at high partial pressures within the error
bars. Therefore, the dependency of the anodic reaction on
the hydrogen concentration is, as expected, more significant
than that of the ORR charge transfer resistance. Fig. 7b–d
displays the other fitting parameters Cdl,C, AwC, BC associated
with the cathode. All three parameters show a dependency on
the hpp. Even though the trend is smaller than those seen
for parameters associated with the anode, the effect of the
hydrogen concentration at the anode on the double layer
capacitance and the diffusion at the cathode side is
surprising. We will therefore analyze the origin further.

Fig. 5 Bode plot of the impedance spectra for hydrogen partial
pressures of 36 kPa, 98 kPa, and 190 kPa. The experimental data
points (markers) were recorded in a frequency range between 3 Hz and
10 kHz at a current density of 1.0 A cm−2. The corresponding fits are
displayed as solid curves. The corresponding relative residuals of the
fits are displayed below.

Fig. 6 Double-logarithmic plots of (a) the uncompensated resistance;
(b) the charge transfer resistance at the anode; (c) the double-layer
capacitance of the anode; and (d) the effective exchange current
density of the HOR. All against the hydrogen partial pressure.
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From the correlation between the Warburg short
parameter AwC and the charge transfer resistance Rct,C, we
can calculate the apparent rate coefficient kapp.

AwC

Rct;C
¼ kappffiffiffiffiffiffi

2D
p (6)

Also, we can deduce the Nernst diffusion layer thickness δ

from the second Warburg short parameter B, assuming the
diffusion coefficient D is constant.

δ ¼ B·
ffiffiffiffi
D

p
(7)

Diffusion losses of oxygen can generally stem from three
factors: oxygen diffusion in the gas mixture, diffusion
through a layer of liquid water that forms at high currents or
humidified gases, and diffusion through the ionomer in the
catalyst layer. Hence, the determination of the diffusion
coefficient is not straightforward. Caulk & Baker measured a
jump in oxygen transport resistance at elevated current
densities and contributed to the sudden increase in the
formation of a water layer. For similar operating conditions
and a similar GDL compared to this study, the main
contribution to the oxygen transport resistance was the
diffusion through a thin water layer.44 Therefore, the
diffusion constant for oxygen through water D = 5.31 × 10−5

cm2 s−1 was used for calculations.45 The calculated Nernst
diffusion layer thickness ranges from ∼5.50 μm to ∼6.24 μm.
The values are within the range of literature values and
compare well with expected water film thickness values.46,47

Other publications also suggest that a significant mass
transport resistance contribution arises from the diffusion

through a thin ionomer layer.48 However, the diffusion layer
values calculated with the diffusion constant of the ionomer
(D = 7.81 × 10−6 cm2 s−1 at 60 °C)49 are considerably different
(2.11 μm to 2.40 μm) than expected ionomer film
thicknesses.50

The resulting trends of the apparent rate coefficient kapp
and the Nernst diffusion layer thickness δ are displayed in
Fig. 8. The values for the ratio AwC/Rct,C vary between ∼5.4
s−0.5 and ∼7.3 s−0.5, which is in accordance with previously
reported values.32,33,51 We can see a slight dependence of the
apparent rate coefficient and the Nernst diffusion layer
thickness on the hpp. Since the cell is operated in
galvanostatic mode, the potential changes with the partial
pressure (compare Fig. 3). The reaction kinetics and the mass
transport depend on the electrode potential. Also, hydrogen
crossover might increase due to higher flow velocities on the
anode side. An increase in the rate of hydrogen crossover
correlates with increased mass transport issues on the
cathode side.52,53

3 Conclusions

The study focused on investigating the correlation between
hydrogen partial pressure (hpp) and the performance of
PEMFCs, which can help in testing the fuel cells under low
hydrogen partial pressure. Polarization curves and impedance
spectra were recorded for a wide range of hpps between 36
kPa and 190 kPa by diluting the hydrogen stream with
nitrogen while keeping the hydrogen flow constant.

The polarization curves and impedance spectra obtained
from the experiments showed a pronounced decline in
performance with decreasing hpp across the entire range of
current densities. The voltage losses were more significant at
higher current densities.

The impedance spectra analysis revealed that the low-
frequency intercept associated with overall fuel cell losses
increased at low hpp, while a prominent feature in the high-
frequency range became visible. An ECM was proposed to fit

Fig. 7 Double-logarithmic plots of (a) the cathodic charge transfer
resistance; (b) the double layer capacitance Cdl,C; (c) the first Warburg
short parameter AwC; and (d) the second Warburg short parameter Bc

vs. pH2
.

Fig. 8 Double-logarithmic plots of (a) the apparent rate coefficient
kapp and (b) the Nernst diffusion layer thickness δ in relation to the
hydrogen partial pressure.
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the impedance data, including a part for anode
contributions. The fits showed good agreement with the
experimental data. As predicted from theory, the charge
transfer resistance associated with the anode showed an
exponential dependency on hpp. The calculated anodic
reaction order confirmed results from previous studies based
on micro-polarization measurements. We, therefore, proved
the validity of the chosen ECM. The cathode characteristics,
including charge transfer resistance, double-layer
capacitance, and Warburg short parameters, also showed
dependencies on the hpp, although smaller than those
observed for the anode. While hpp does not influence
cathode processes directly, the induced performance losses
lead to electrode potential changes since the current was kept
constant. The unsaturated resistance, dominated by proton
transport, showed an increasing trend with decreasing
hydrogen concentrations, potentially attributed to increased
electro-osmotic drag.

Overall, the research findings contribute to understanding
the relationship between hpp and the performance of
PEMFCs. Improved knowledge of testing with low hydrogen
concentrations should pave the way to simplify processes,
reduce costs, and mitigate risks in fuel cell production.

4 Experimental section
4.1 Cell preparation

The MEAs were assembled manually and subsequently hot-
pressed for 240 s at 160 °C to ensure optimal electric contact.
A proton exchange membrane supplied by Gore (M775.15)
was utilized. For anode and cathode, commercial platinum/
Vulcan catalyst layers with weight loadings of 0.08 mg cm−2

and 0.4 mg cm−2, respectively, were applied. The MEA
configuration is complemented by two gas diffusion layers by
Toray with a thickness of 150/180 μm for anode/cathode. The
effective active area of the MEAs is 43.56 cm2. In the context
of the experiment, each fuel cell in the experimental setup
consisted of a single MEA sandwiched between two graphite
flow fields. The flow fields were arranged in a parallel
counter-flow configuration, allowing for efficient gas flow
and reaction pathways. Each side of the cell setup is
completed by a copper current collector plated with gold, an
isolation plate, and compression hardware. The compression
plates evenly compress the cell to a pressure of 900 kPa. The
cell setup is visualized in Fig. 9.

Electrochemical measurements

Tests were performed on the single-cell test station Evaluator
C50-LT from HORIBA FuelCon AG (Germany). During the
experimental procedures, the fuel cell was operated
automatically with TestWork by HORIBA FuelCon AG. The
anode was supplied with a mixture of hydrogen (99.999%
purity) and nitrogen (99.999% purity), and the cathode was
fed with air. The hydrogen flow was kept at 19.2 cm2 s−1,
equalling a stoichiometric factor of 1.5 for the maximum
current density of 2.5 A cm−2. Similarly, to ensure an ample

air supply at the cathode and mitigate losses, the air was
supplied at a flow rate of 168.6 cm2 s−1 corresponding to a
stoichiometry of 5.5 at 2.5 A cm−2. While the hydrogen flow
was limited by the maximum total flow rates of the
testbench, the air stoichiometry was chosen to minimize the
effect of mass transport limitations. The supplied gases were
conditioned to a constant relative humidity of 50%
throughout the experiments at a cell temperature of 60 °C.
The back pressure was kept at 200 kPa at both the anode and
cathode. For better comparability, the set of operating
parameters was adapted from common operating conditions
in the literature. The hpp was varied by adapting the nitrogen
flow while the supply of hydrogen and air was kept constant.
Starting from 190 kPa, equaling no added nitrogen supply,
going down to 36 kPa partial pressure, equaling a nitrogen
flow rate of 87.7 cm2 s−1, and going back up to pure
hydrogen. The whole procedure was repeated two times so
that the measurements for all hpps were carried out in total
four times. This way, it was ensured that the data was not
affected by any degradation effects.

Before conducting the measurements, a comprehensive 9
h activation step based on potential cycling was carried out
to prepare the cell for optimal functioning. A purging process
was implemented with a predetermined high gas
concentration to minimize any potential fluctuations. This
purging process was intended to stabilize the cell and create
a controlled environment for reliable measurements.

At each hpp step, a polarization curve was recorded. The
experimental procedure involved gradually increasing the
cell's current density up to 2.5 A cm−2. Potentials were
recorded at each defined current density while ramping the
current density downward. The standard duration for holding
each current density was typically 60 s to ensure accurate and
reliable measurements. However, shorter durations were
employed for lower densities and open circuit voltages to
minimize the risk of potential cell degradation. Minimizing
the exposure time under these specific conditions mitigated
the risk of any adverse effects on the cell's performance and
integrity. A 4800 s hold was introduced after every change in

Fig. 9 Visualization of the cell setup.
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hpp to ensure consistent experimental conditions. This time
interval allowed the system to stabilize before measuring
each polarization curve.

Impedance measurements were subsequently conducted
after each polarization curve while keeping the nitrogen
dilution and operating parameters constant. A Zahner
Zennium workstation was utilized for these measurements,
capturing spectra ranging from 3 Hz to 10 kHz at 1.0 A cm−2

with five points per decade. After a stabilization time of 600
s, three impedance spectra are recorded with a 600 s waiting
time between each other.

Data processing

For the polarization curves, the voltage values were averaged
over 25 s for each current hold. The resulting cell voltages
were averaged over the four polarization curves measured for
each partial pressure for error analysis.

Prior to the fitting process, all impedance spectra were
checked for validity by applying the Kramers–Kronig check.
The impedance spectra were fitted with MATLAB using a
non-linear least square fitting algorithm. Subsequently, the
fitting parameters were averaged over twelve impedance
spectra taken for each hpp. Regression models for the
relations of voltage values and fitting parameters on the
partial pressure were also fitted using a non-linear least
square algorithm. Uncertainties for the cell descriptors
deduced from the fitting parameters were calculated by
applying error propagation rules.

Partial pressure values were calculated by subtracting the
water vapor pressure from the back pressure and dividing the
resulting value of 190 kPa according to the volumetric ratios
of hydrogen and nitrogen.
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[239] M. Zatoń, J. Rozière, and D. J. Jones, “Current understanding of chemical degradation

mechanisms of perfluorosulfonic acid membranes and their mitigation strategies: A review,”

Sustainable Energy & Fuels, vol. 1, no. 3, pp. 409–438, 2017.

[240] S. Kreitmeier, M. Michiardi, A. Wokaun, and F. N. Büchi, “Factors determining the gas

crossover through pinholes in polymer electrolyte fuel cell membranes,” Electrochimica

Acta, vol. 80, pp. 240–247, 2012.

200



[241] R. McDonald, C. Mittelsteadt, and E. Thompson, “Effects of Deep Temperature Cycling on

Nafion® 112 Membranes and Membrane Electrode Assemblies,” Fuel Cells, vol. 4, no. 3,

pp. 208–213, 2004.

[242] D. Schonvogel, M. Rastedt, P. Wagner, M. Wark, and A. Dyck, “Impact of Accelerated

Stress Tests on High Temperature PEMFC Degradation,” Fuel Cells, vol. 16, no. 4, pp. 480–

489, 2016.

[243] P. Xu and S. Xu, “A Progress Review on Gas Purge for Enhancing Cold Start Performance

in PEM Fuel Cell,” in WCX World Congress Experience, pp. 2018–01–1312, 2018.

[244] E. Schießwohl, T. von Unwerth, F. Seyfried, and D. Brüggemann, “Experimental investiga-

tion of parameters influencing the freeze start ability of a fuel cell system,” Journal of Power

Sources, vol. 193, no. 1, pp. 107–115, 2009.

[245] C. Y. Wang, X. G. Yang, Y. Tabuchi, and F. Kagami, “Cold-start durability of membrane-

electrode assemblies,” in Handbook of Fuel Cells (W. Vielstich, A. Lamm, H. A. Gasteiger,

and H. Yokokawa, eds.), Wiley, 1 ed., 2010.

[246] Z. Wan, H. Chang, S. Shu, Y. Wang, and H. Tang, “A Review on Cold Start of Proton

Exchange Membrane Fuel Cells,” Energies, vol. 7, no. 5, pp. 3179–3203, 2014.

[247] P. Liu and S. Xu, “A Progress Review on Heating Methods and Influence Factors of Cold

Start for Automotive PEMFC System,” in WCX SAE World Congress Experience, pp. 2020–

01–0852, 2020.

201



[248] V. O. Mittal, H. Russell Kunz, and J. M. Fenton, “Is H[sub 2]O[sub 2] Involved in the

Membrane Degradation Mechanism in PEMFC?,” Electrochemical and Solid-State Letters,

vol. 9, no. 6, p. A299, 2006.

[249] H. S. Casalongue, S. Kaya, V. Viswanathan, D. J. Miller, D. Friebel, H. A. Hansen, J. K.

Nørskov, A. Nilsson, and H. Ogasawara, “Direct observation of the oxygenated species

during oxygen reduction on a platinum fuel cell cathode,” Nature Communications, vol. 4,

no. 1, p. 2817, 2013.

[250] L. Ghassemzadeh and S. Holdcroft, “Quantifying the Structural Changes of Perfluorosul-

fonated Acid Ionomer upon Reaction with Hydroxyl Radicals,” Journal of the American

Chemical Society, vol. 135, no. 22, pp. 8181–8184, 2013.

[251] A. Pozio, R. Silva, M. De Francesco, and L. Giorgi, “Nafion degradation in PEFCs from end

plate iron contamination,” Electrochimica Acta, vol. 48, no. 11, pp. 1543–1549, 2003.

[252] T. Zhang, P. Wang, H. Chen, and P. Pei, “A review of automotive proton exchange mem-

brane fuel cell degradation under start-stop operating condition,” Applied Energy, vol. 223,

pp. 249–262, 2018.

[253] F. H. Garzon and F. A. Uribe, “Effects of contaminants on catalyst activity,” in Handbook of

Fuel Cells (W. Vielstich, A. Lamm, H. A. Gasteiger, and H. Yokokawa, eds.), Wiley, 1 ed.,

2010.

[254] K. G. Gallagher, R. M. Darling, and T. F. Fuller, “Carbon-support corrosion mechanisms

and models,” in Handbook of Fuel Cells (W. Vielstich, A. Lamm, H. A. Gasteiger, and

H. Yokokawa, eds.), Wiley, 1 ed., 2010.

202



[255] J. P. Meyers and R. M. Darling, “Model of Carbon Corrosion in PEM Fuel Cells,” Journal of

The Electrochemical Society, vol. 153, no. 8, p. A1432, 2006.

[256] Y. Shao, G. Yin, and Y. Gao, “Understanding and approaches for the durability issues of Pt-

based catalysts for PEM fuel cell,” Journal of Power Sources, vol. 171, no. 2, pp. 558–566,

2007.

[257] S. Huo, K. Jiao, and J. W. Park, “On the water transport behavior and phase transi-

tion mechanisms in cold start operation of PEM fuel cell,” Applied Energy, vol. 233–234,

pp. 776–788, 2019.

[258] Q. Yan, H. Toghiani, Y.-W. Lee, K. Liang, and H. Causey, “Effect of sub-freezing tempera-

tures on a PEM fuel cell performance, startup and fuel cell components,” Journal of Power

Sources, vol. 160, no. 2, pp. 1242–1250, 2006.

[259] F. Haimerl, J. P. Sabawa, T. A. Dao, and A. S. Bandarenka, “Spatially Resolved Electro-

chemical Impedance Spectroscopy of Automotive PEM Fuel Cells,” ChemElectroChem,

vol. 9, no. 10, 2022.

[260] F. Haimerl, S. Kumar, M. Heere, and A. S. Bandarenka, “Electrochemical impedance spec-

troscopy of PEM fuel cells at low hydrogen partial pressures: Efficient cell tests for mass

production,” Industrial Chemistry & Materials, vol. 2, no. 1, pp. 132–140, 2024.

203


	Abstract
	Published work
	Introduction
	Climate Change and Green Transport
	Fuel Cell Electric Vehicles as Second Pillar for Electric Mobility
	Enhancing the Industrialization of PEM Fuel Cells with Electrochemical Impedance Spectroscopy
	Electrochemical Impedance Spectroscopy in the Development Phase
	Electrochemical Impedance Spectroscopy in the Production

	Scope and Structure of the Thesis

	Theory
	Fuel Cell Fundamentals
	The Electrochemical Cell
	Thermodynamics
	Kinetics
	Mass Transfer

	The PEM Fuel Cell in Automotive Applications
	Chemistry of a PEM Fuel Cell
	Catalyst Materials
	The Electrolyte
	The Electrodes
	The PEM Fuel Cell Stack
	Current-Voltage Characteristics of a PEM Fuel Cell

	Electrochemical Impedance Spectroscopy in PEM Fuel Cells
	The Concept of Electrochemical Impedance Spectroscopy
	Data Validation and Fitting
	Impedance and Its Corresponding Electrochemical Processes
	Equivalent Circuit Models for PEM Fuel Cells


	Experimental
	Experimental Setup
	Lab-Sized Cell Setup
	Automotive-Sized Cell Setup
	Spatially Resolved Impedance Measurement Setup
	Temperature Control Setup
	Test Bench

	Measurement Methods
	Spatially Resolved Electrochemical Impedance Spectroscopy
	Cell Impedance Measurements
	Polarization Curve Measurements
	Cyclic Voltammetry
	Current Distribution Measurements

	Test Protocols
	Spatially Resolved Electrochemical Impedance Spectroscopy
	Freeze-Start Cycling Degradation Test
	Electrochemical Impedance Spectroscopy at Low Hydrogen Partial Pressures


	Results and Discussion
	Spatially Resolved Electrochemical Impedance Spectroscopy
	Flow Field Configuration Aspects
	Humidity Effects
	Temperature Effects
	Anodic Stoichiometry Effects
	Cathodic Stoichiometry Effects

	Investigation of Local Degradation Effects Caused by Realistic Freeze-Start Cycling
	Global Performance Degradation
	Current Redistribution
	Electrochemically Active Surface Area Degradation
	Local Changes in Proton Conduction
	Faradaic Contributions
	Summary of the Observed Degradation Mechanisms

	Electrochemical Impedance Spectroscopy at Low Hydrogen Partial Pressure
	The Influence of Hydrogen Partial Pressure on Fuel Cell Performance
	Validation of a New Equivalent Circuit Model for Low Hydrogen Partial Pressure


	Conclusion
	Supplementary Material
	Fuel Cell Types
	Fuel Cell Electric Vehicles
	The Concept of Impedance
	PEM Fuel Cell Degradation Mechanisms and Mitigation Strategies
	Publications

	Bibliography

