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Abstract

In recent years, with the development of autonomous driving technology, 3D recon-
struction from street-view perspectives has become a focal point for many researchers.
However, due to the characteristics of street-view perspectives, this task has consistently
faced numerous challenges. Additionally, in practical scenarios, camera calibration
accompanied by Global Navigation Satellite System (GNSS) / Inertial measurement
unit (IMU) systems will incur higher equipment costs than camera-only systems. Mean-
while, using only one monocular commercial camera for 3D reconstruction can also
reduce the equipment cost of this task. On the other hand, the emergence of Neural
Radiance Fields (NeRF) technology has introduced new approaches to the task of 3D
reconstruction, leading to the proliferation of numerous algorithms based on NeRF
of reconstructing 3D scenes [28, 66]. However, most existing research focuses on stan-
dardized and calibrated datasets or is limited by the need for multi-view inputs or the
inclusion of LiDAR data to deal with street-view reconstruction [35, 15, 56].

In this work, a comprehensive workflow from street-view video to dense 3D re-
construction with one monocular camera is developed. Using a commercial camera,
this workflow aligns video capturing, camera calibration, pose estimation, and 3D
reconstruction with evaluation for practical autonomous driving applications. To deal
with the characteristics of street-view scenes, image segmentation and image inpainting
are also involved in data preprocessing steps in this pipeline. Meanwhile, two different
methods, Structure-from-Motion (SfM) and Direct Sparsity Odometry (DSO), are tested
and compared for the camera calibration and pose estimation tasks. To address the
problem of street-view reconstruction with calibration information, streetsurf [15] is
applied for our monocular dataset. The performance of such a GoPro dataset has
achieved an average Peak Signal-to-Noise Ratio (PSNR) of 30.50, Structural Similarity
Index (SSIM) of 0.934, and Root Mean Square Error(RMSE) of 1.30m.

In summary, this thesis sets out a successful workflow for monocular vision-based
3D reconstruction in street-view scenes. This research provides valuable insights
and directions for using uncalibrated commercial cameras in autonomous driving
applications, addressing the practical challenges of real-world scenarios.

Keywords: uncalibrated camera, street-view 3D reconstruction, monocular camera.
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1 Introduction

1.1 Motivation

3D reconstruction for street views plays an important role in autonomous driving
now [56]. Nevertheless, in typical scenarios, the street-view data accessible to moving
vehicles is inherently unbounded, sparsely overlapping, and contains highly dynamic
objects [15]. Additionally, the pose information pertaining to the commonly available
camera models remains uncalibrated in authentic application situations. Hence, the
process of 3D reconstruction attained through street-view video capturing constitutes
a challenging undertaking. However, the existing camera calibration methods, for
example [3, 12, 39], along with street-view reconstruction algorithm [15, 56], provide
us the possibility to such treatment of extracting 3D dense meshes for self-driving cars.
Our study aims to perform 3D reconstruction for street views using a single monocular
camera, with the expectation of establishing a complete and efficient process from
street-view data acquisition to 3D depth information.

In recent years, NeRF [28] has achieved remarkably notable results in the field of
scene reconstruction and rendering. It can provide impressive novel view synthesis
with implicit neural representation using a collection of posed images. However, the
original NeRF requires object-centric camera views with high overlap and bounded
scenes. Closely following there is a series of various studies based on NeRF. Some
of them focus on reconstruction for static large-scale outdoor scenes with detailed
structures [25], or address the presentation of street view with LiDAR as additional
supervision[35]. Besides, some studies also extend the neural surface reconstruction
with images captured on moving cars using the implicit method [15, 56]. Moreover,
most recent studies focus on 3D reconstruction for self-driving cars employing the
standard and calibrated datasets [24, 31], and there are also studies demonstrating NeRF
using uncalibrated images with COLMAP [39], but limited to indoor and object-centric
scenes [19].

In this research context, this thesis aims to address the following research questions:

• Can a comprehensive workflow be built up from street-view video capturing to
dense 3D reconstruction with only one monocular commercial camera?

• Can video capturing, camera calibration, and pose estimation with the procedure
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1 Introduction

of 3D reconstruction and evaluation for reconstruction be aligned in the practical
application of autonomous driving?

• To what extent can the issues encountered in real-world scenarios, distinct from
standardized data, be identified, and solutions to these challenges be raised?

This thesis outlines a basic workflow for obtaining and evaluating reconstruction
accuracy from videos. In the video acquisition stage, an uncalibrated monocular com-
mercial camera is employed to capture information on the street scene. Subsequently,
these videos undergo preprocessing with semantic segmentation and image inpainting
aimed at eliminating interference during camera calibration and 3D reconstruction
processes. Following this, COLMAP [39] is utilized for camera calibration and pose es-
timation. With the obtained pose information and preprocessed images, Streetsurf [15]
is applied for 3D reconstruction. Finally, control points serving as ground truth are
utilized for accuracy assessment. The implementation of this work is available in the
GitHub repository 1.

1.2 Theorotical Background

This chapter provides an introduction to the theoretical background of this work.
First, the camera model and corresponding parameters are introduced. Then, the
characteristics of street-view scenes are analyzed, and the methods for scene editing are
also presented. Next, the principles and classifications of camera calibration and pose
estimation are also analyzed. After that, the methods for 3D scene representation and
the corresponding algorithmic principles are introduced. Additionally, the role of priors
in scene reconstruction is explained as well. Finally, it elaborates on the important
concept of NeRF discussed in this paper.

1.2.1 Camera model

Camera models have been playing a vital role in modern 3D reconstruction, being ap-
plied across diverse fields, including autonomous driving and robotics. Both traditional
3D reconstruction algorithms such as MVS [40] and state-of-the-art methods based on
deep learning networks such as NeRF [28] and 3D Gaussian splatting [20] require basic
parameters of the camera model as input. Therefore, Understanding the camera model
and its imaging process is important for achieving the goal of 3D reconstruction.

1https://github.com/yue-t99/MT_3Dreconstruction
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1 Introduction

Generally, the camera model refers to the projection from world coordinates to pixel
coordinates in images, which can be represented as follows [1].

x ≈ PX (1.1)

where x = [x y 1]T refer to the homogeneous image coordinates, X = [Xw Yw Zw 1]T are
the homogeneous world coordinates, and P represents the perspective projection matrix
between them. The parameters of the P matrix introduce the information from focal
length and principle points. In this thesis, as the video data used in this experiment
has been processed by the built-in algorithm of the GoPro camera to eliminate lens
distortion, using a pinhole camera model is sufficient. Therefore, this chapter will focus
on discussing the parameter settings of this model.

For the pinhole model, Eq. 1.1 can be described as Eq. 1.2 [2], and the transfer matrix
can be divided into 2 parts: intrinsic parameters and extrinsic parameters. Fig. 1.1
shows how a real-world point is connected with a pixel in an image in a linear model.

s

x
y
1

 =

 fx 0 cx

0 fy cy

0 0 1

r11 r12 r13 tx

r21 r22 r23 ty

r31 r32 r33 tz




Xw

Yw

Zw

1

 (1.2)

Intrinsic parameters

Intrinsic parameters are parameters related to the intrinsic characteristics of the camera
itself, and they include the transformation from image coordinate system P(x, y) to
camera coordinate system Pc(Xc, Yc, Zc). In Eq 1.2, the intrinsic parameters refer to
fx, fy, cx, cy, . The distance between the origin point Oc and the image plane is ( fx, fy),
and the image coordinate of the projected original point O is (cx, cy). As shown in
Fig 1.1, based on the principle of perspective projection, each pixel in the image should
obey the rule:

x = fx ·
xc

zc
, y = fy ·

yc

zc
(1.3)

According to Eq 1.3, the transformation from image coordinate system P(x, y) to camera
coordinate system Pc(Xc, Yc, Zc) can be calculated.

Extrinsic parameters

Extrinsic parameters are parameters related to the pose information of the camera
in the world coordinate system, and they include the transformation from camera
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1 Introduction

Figure 1.1: Imaging process of pinhole model

coordinate system Pc(Xc, Yc, Zc) to world coordinate system Pw(Xw, Yw, Zw). This kind
of transformation is rigid transformation. In Eq 1.4, the extrinsic parameters refer to
the affine transformation matrix 1/s · [R|T], where R refers to the rotation matrix and
T refers to the translation from camera coordinate system to world coordinate system.
As shown in Fig 1.1, based on the principle of rigid transformation, the origin point Oc

from the camera coordinate system to the world coordinate system Ow is:

s


Xc

Yc

Zc

1

 =


r11 r12 r13 tx

r21 r22 r23 ty

r31 r32 r33 tz

0 0 0 1




Xw

Yw

Zw

1

 (1.4)

Where R =

r11 r12 r13

r21 r22 r23

r31 r32 r33

 and T =

tx

ty

tz

.

Combining Eq 1.3 and Eq 1.4, the final equation Eq 1.2 can be extracted, and the
projection procedure can be described as Fig 1.2.
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1 Introduction

Figure 1.2: Transformation in between image coordinate, camera coordinate and world
coordinate with intrinsics and extrinsics

Figure 1.3: Difference between street-view scene and typical Nerf scene: (a) street-view
scene, (b) typical Nerf scene, adapted from [28]

1.2.2 Street-view scene

Characteristics of street-view scene

The street-view scene has many characteristics that are distinct from other scenes or
officially released datasets. On one hand, as the vehicle moves forward, the camera’s
perspective remains relatively constant. According to the principles of projection,
areas in the infinite-far part would remain unchanged. On the other hand, unlike
classical NeRF scenes, the image set from the vehicle’s perspective is not object-centroid
or bounded [15]. Instead, the image rays can extend continuously along with the
viewpoint (see Fig 1.3). Additionally, since the video data is real-captured on the road,
there is a great deal of dynamic objects within the scene, making it more challenging to
represent the static part.

The characteristics of street-view scenes applied for autonomous driving in this
experiment bring a great challenge to pose estimation and 3D reconstruction. For pose
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estimation, the parallax between point pairs in the images represents the motion of the
camera [16]. Due to the camera’s ability to capture the infinite distance in the street-
view scene, the pixel coordinates in this area remain constant regardless of the camera’s
position changes. This kind of characteristic results in very small parallax, leading
to the failure of camera pose estimation. Meanwhile, the volume rendering of NeRF-
based method relies on the idea of ray tracing [28], and several current work [49, 58]
introduced the idea of Signed distance function (SDF) for surface reconstruction in it.
However, as shown in Fig 1.3, in the street-view scene, the perspective along ray tracing
is always towards the infinite, not the target object. And the object-centroid designed
SDF is not suitable and applicable for the street-view scene. Last but not least, in this
thesis, mesh reconstruction aims to capture the information of the static part, such as
the road. The temporal variations of dynamic objects are not considered, yet they will
disturb the rendering procedure of each frame.

Image semantic segmentation

In order to solve the mentioned problems in street-view scene, two important concepts
are applied in this thesis: image segmentation and video inpainting, both of which are
deep learning-based methods used for editing the street-view scene.

Image segmentation refers to the process of assigning a semantic label to each pixel
in an image or partitioning the image into individual objects [29]. In this thesis, image
semantic segmentation is included to address the challenge of extracting the infinite-far
regions or dynamic objects in the autonomous-driving scene, and these regions usually
have typical semantic characteristics, including sky or car. Therefore, the selected
model should have achieved good accuracy on autonomous driving datasets such as
Cityscapes [6] and be able to efficiently generate segmentation results with a zero-shot
solution under low-computation cost conditions.

Video inpainting

Video inpainting is also a challenging task in the field of computer vision. It refers to
naturally and realistically completing missing parts of a video [33]. Video inpainting
shares a very similar concept with image inpainting but deals with a sequence of
images with temporal information. During the development of video and image
inpainting, most of the traditional methods usually struggled to restore semantic
texture information [67].

To edit the autonomous scene, image semantic segmentation can provide the mask
of a target with a specific semantic label in the scene, with such a mask, inpainting
models can be used for filling in the desired content. In this way, target objects can be
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1 Introduction

erased [63]. Considering the characteristics of the street-view scene and the size of the
dataset, inpainting models are ideally expected to ensure consistency between frames
to prevent semantic errors. Additionally, the selected model should not be sensitive to
camera motion and have manageable computational requirements.

1.2.3 Camera calibration

The process of obtaining the geometric imaging model parameters of a camera through
experimental and computational methods is called camera calibration [32]. These geo-
metric imaging model parameters include both the linear transformation parameters of
the pinhole model and the nonlinear distortion parameters corresponding to camera
distortions. Therefore, based on this, traditional camera calibration methods categorize
past research on this issue into "Direct Linear Transformation Method," "Nonlinear
Optimization Method," and "Two-Step Method." [32] However, these calibration meth-
ods rely on reference control points in world coordinates or external parameters of the
camera. Apart from that, Dr. Zhang Zhengyou proposed a camera calibration method
based on a calibration board [68], which also requires a chess board to serve as external
additional information. When there is no strict requirement for the precision of the
intrinsic matrix, an alternative choice is to estimate an initial value for it and update the
intrinsic parameters during the incremental reconstruction process. This is the method
used by COLMAP for three-dimensional reconstruction when there are no intrinsic
parameters available [39].

1.2.4 Pose estimation

As presented in section 1.2.1, extrinsic parameters are related to the camera’s pose
information. Therefore, the concept of pose estimation is to determine the rigid
transformation parameters in Eq. 1.4. In general, the process of pose estimation is
always combined with sparse 3D reconstruction, and such algorithms can be divided
into three categories: visual Simultaneous Localization and Mapping (SLAM), visual
odometry, and Structure-from-Motion (SfM) [43], see Fig 1.4.

These methods are interconnected, and each has its own limitations. Traditional
SfM methods rely on the point correspondences to calculate relative camera poses [39].
However, due to the principles of Scale Invariant Feature Transform (SIFT) and Bundle
Adjustment (BA) on which SfM is based, it is limited by computational complexity
[38]. As a result, most existing SfM-based systems are offline, such as COLMAP [39]
and VisualSFM [53]. Visual odometry can be viewed as a special case of SfM. Unlike
SfM, Visual odometry does not consider global optimization, but only several frames
and pixel changes in a slight window [60]. The difference between visual odometry
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Figure 1.4: Taxonomy of pose estimation techniques

Figure 1.5: 3D representation approaches

and visual SLAM is that visual SLAM takes the global map optimization into consid-
eration [43]. However, when faced with dynamic objects in the scene, many SLAM
methods are based on the idea of segmenting the scene into dynamic objects and static
scenes. This approach is effective only when the number of dynamic objects is small,
and they are not dominant in all frames [38].

While minimizing computational complexity is also one of the goals of this work,
computational cost is not the primary concern. Instead, the accuracy of camera poses
directly impacts the reconstruction results. Therefore, addressing the complexities of
street-view perspectives and providing accurate pose information is the core of the
camera pose estimation section in this thesis.
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1 Introduction

1.2.5 3D Representation and reconstruction

In decades, image-based 3D reconstruction has become a popular topic in computer
vision tasks. The concept of image-based 3D reconstruction refers to recovering the
3D representation of the original scene from available 2D image information in one or
multiple images [37]. There has been a significant evolution in the representation meth-
ods for 3D reconstruction in recent years. Based on how the 3D scenes are represented,
3D reconstruction algorithms can be categorized into traditional representation-based
3D reconstruction and novel representation-based 3D reconstruction [7], as shown
in Fig 1.5. The graphical representation of 3D space can be divided into two parts:
appearance and rendering. Traditional 3D representation methods for appearance are
typically rigid, based on Euclidean space or geometric shapes to represent 3D objects.
In contrast, novel 3D spatial representation methods render appearance as continuous,
non-rigid implicit representations, not capturing precise geometric shapes of objects
but focusing on view synthesis of objects.

As for traditional 3D scene representations such as point clouds and voxels, several
3D reconstruction algorithms already provide robust solutions, such as MVS [40]. On
the other hand, with the development of computer graphics and advancements in
deep learning models, several transformative 3D representation methods have garnered
significant attention from researchers. Examples include NeRF [28] and 3D Gaussian
Splatting (3DGS) [21].

1.2.6 Priors for scene representation

Many reconstruction methods based on deep learning models have limitations and
are inadequate for addressing various reconstruction problems in different scenes.
Therefore, many researchers incorporate prior constraints into their algorithms to
improve their effectiveness.

As outlined in Section 1.2.5, the problem of 3D reconstruction from 2D images can
be understood as Eq. 1.5, where I = {I1, I2, I3, . . .}, refers to a set of 2D images, and R3

is the representation of 3D scene. With this principle, deep learning models train and
optimize 3D spatial representations by designing appropriate loss functions, as shown
in Eq. 1.6. In deep learning tasks, the loss function plays a crucial role. It is primarily
used to measure the difference between the model’s predicted results and the actual
targets, thereby guiding the optimization of model parameters.

f : I → S = {p|p in R3} (1.5)

L = L{Ŝ = f (I); S} → min (1.6)

9



1 Introduction

In certain tasks, prior knowledge can be introduced by modifying the loss function.
Assuming we have prior knowledge A with additional information, we can introduce
a regularization term based on A into the loss function, as shown in Eq. 1.7, where g
refers to the presentation function of prior A in the 3D scene.

Lprior(A) =
n

∑
i=1

(g(Ŝ)− Ai)
2

L = L(Ŝ; S) + λLprior(A)

(1.7)

This approach effectively incorporates prior knowledge into deep learning models,
enhancing their generalization ability and robustness. Many studies have attempted
similar approaches, especially when the geometry accuracy generated by NeRF-based
methods is not satisfactory, for instance, DietNeRF [18] utilizes a pre-trained visual en-
coder to extract semantic information as prior knowledge to aid rendering, NeuRIS [47]
uses pre-trained normals to enhance the precision of geometry, similarly, in 3D Gaus-
sian splatting [20], sparse point clouds generated by SfM are applied for initialization.
Going through these methods, it’s evident that most of the additional prior information
is sourced either from pre-trained models in other algorithms or from sparse point
clouds obtained through traditional methods, and these priors either enhance semantics
or improve geometric accuracy. Although many new 3D reconstruction approaches
offer novel rendering and viewpoint synthesis methods, this study focuses more on
the accuracy of the reconstructed geometry. Therefore, this thesis mainly concentrates
on how to leverage externally acquired geometrical cues to improve the reconstruction
accuracy.

1.2.7 NeRF

NeRF is a 3D reconstruction method first introduced by Ben Mildenhall et al. in their
paper [28]. It has become a focal point of research in the field of 3D reconstruction in
recent years. Its core idea is to learn the radiance or color value of each spatial point in
the scene and use this information to render an image of the scene.

Unlike traditional 3D representation methods, NeRF sets the problem of 3D scene
view synthesis into a function of its radiance C(x). This function is typically modeled
by a Multilayer perceptron (MLP). As shown in Fig 1.6, at any given point, the radiance
c is determined solely by the position information represented by (x, y, z) and the
viewing direction information represented by σ and θ. This process can be represented
by Equation 1.8. NeRF also learns the density σ(x) (or opacity factor) of each point in
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Figure 1.6: Principle of NeRF, adapted from [28]

the scene to better handle occlusion relationships.

f : (x, y, z, σ, θ)
MLP−→ C(x), which refers to RGB (1.8)

The positional information of this 3D spatial point is determined using the principles
of ray tracing. As shown in Fig 1.6, for each pixel in the generated image, a ray is cast
through the scene. The starting point of this ray is the camera origin, and the endpoint
is the coordinate of the pixel in 3D space. In this way, the ray is defined by the camera
position and the pixel position. The ray tracing algorithm samples the scene along each
ray to determine the intersection points with objects in the scene. With the designed
MLP, information about density and color can be gathered.

Once the ray tracing algorithm gathers the sampled points in the scene, NeRF
employs the volume rendering equation to compute the color of each pixel, represented
in Eq. 1.9. This equation integrates the density, color, and transparency between adjacent
sample points along the ray to determine the final color value of the pixel from a given
viewpoint.

L(ppixel) =
∫ tmax

tmin

σ(x(t))C(x(t))e−
∫ t

tmin
σ(x(s))dsdt (1.9)

here the density σ(x(t)) determines how much each point contributes to the final
color, while the color C(x(t)) specifies what that contribution is. The exponential term

e−
∫ t

tmin
σ(x(s))ds accounts for how much light is attenuated by passing through the scene,

reducing the influence of points that are deeper in the scene and have more density in
front of them.
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Figure 1.7: Taxonomy of image segmentation models, adapted from [29]

1.3 Related work

1.3.1 Street-view scene editting

Scene editing refers to the process of adding, removing, or modifying elements in a
scene. Editing operations can help to improve the quality of an image, remove unwanted
elements, or add new content to meet the needs of a specific application [67]. A number
of algorithms have been investigated to edit the scene from different levels, and these
editing tools can be basically categorized into image-based editing, video-based editing
and NeRF-based editing.

Effective street scene editing requires an in-depth understanding of the semantic
content of a scene. This includes recognizing and understanding the different objects
in the scene, their interrelationships, and the structural and semantic information of
the overall scene. This process is challenging due to the complexity of street-view
data, such as dynamic elements and perspective changes. Besides, as discussed in
section 1.2.2, to deal with the problem of street-view editing, a zero-shot solution that
is invariant with size should be applied. Meanwhile, the computational costs should
also be considered.
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Image-based and video-based editting

Generally, image and video editing can be divided into two parts: semantic segmen-
tation and inpainting with semantics. Nowadays, numerous scholars have conducted
extensive research on these two tasks.

For image segmentation, deep-learning-based methods have become mainstream
for the task of semantic segmentation, achieving very robust results, such as Fully
convolutional networks (FCNs) [26] and Transformer-based models [34, 69, 50]. In
general, these deep learning-based semantic segmentation methods can be classified
into eleven categories, see Fig 1.7. Each of them has its own strengths and weaknesses,
suitable for different scenarios and tasks. For example, Vision Transformer (ViT) [34]
has shown an impressive performance tested on ImageNet [9], but it cannot deal with
multi-scale images and requires large computation costs [55].

In these semantic segmentation models, many are already tested with autonomous
driving benchmarks, such as KITTI [14] and Cityscape [6], providing pre-trained
models that can be directly used for street-view editing. As one of the earliest fully
convolutional network methods, the convolutional network-based model FCNs [26]
has been tested on several autonomous driving scene datasets. Compared to the origin
FCNs, Deeplab-v3 [5] can provide a pre-trained model with better accuracy perfor-
mance on datasets with different scales. Meanwhile, transformer-based models such
as Segformer [55], and the Segment Anything Model (SAM) [22] using Convolutional
neural network (CNN)/ViT as the backbone have also shown impressive performance
with autonomous datasets. Segformer [55] stands out as it can rapidly generate test
results while controlling model parameters and computational complexity. Mean-
while, SAM [22] can generate different prompts and provide corresponding solutions.

With the rapid advancement of deep learning models, inpainting algorithms based
on deep learning models are continuously emerging. For the task of image inpainting,
CNN and Generative Adversarial Network (GAN) have been two major mainstream
algorithms. Typical examples include DeepFill-v1 [61], Realfill [44], LaMa [42], ect.
With the popularity of the attention mechanism, many researchers have also attempted
to integrate transformers into the task of inpainting, such as [4].

Meanwhile, there are also inpainting algorithms that consider time-series video data.
These deep-learning models for video inpainting can be generally categorized into four
types, as shown in Fig 1.8. Similarly, each of these models has its own strengths and
weaknesses. In most cases, 3D-CNN based approaches adjusted from 2D-CNN network,
for example [17, 62], require high computation cost; For shift based approaches such as
[71], they still remain the problem of misalignment within a limited temporal window;
Flow guided approaches [57, 13] are sensitive to complex motion; And attention based
approaches [65, 23] are facing the problem of inpainting resolution [67].
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Figure 1.8: Taxonomy of video inpainting models, adapted from [67]

NeRF-based editting

As inpainting algorithms have advanced, researchers have also begun to focus on
techniques for editing 3D scenes. In the study Inpainting Anything [63], an inpainting
interface that addresses different dimensions was published, including image-based,
video-based, and NeRF-based inpainting. For NeRF-based inpainting, they directly edit
the original image data, which is then used as input for NeRF to generate the 3D scene.
Another example is Silvan Weder’s research [52], which involves performing inpainting
on input RGB-D images and then incorporating a filter in the model computation to
eliminate inconsistencies in the frames after inpainting. Similarly, some models [30,
51] consider integrating common inpainting methods, such as Diffusion, into NeRF
inpainting to address noise issues in the original NeRF model.

Despite the significant advancements in image inpainting and NeRF, the specific area
of NeRF-based inpainting for street-view scenes remains relatively underexplored.

1.3.2 Uncalibrated camera

In most existing datasets such as KITTI [14] and Waymo [41], cameras are often
equipped with various well-calibrated information to enhance data quality. Such well-
organized data usually include multi-view camera setups, strictly-calibrated intrinsic
camera parameters, pose information from Global Navigation Satellite System (GNSS)
and Inertial measurement unit (IMU), or LiDAR point cloud. These additional sources
of information provide rich context and enable robust performance in many computer
vision tasks. However, in this thesis, a single and uncalibrated monocular GoPro
camera is utilized, which is quite different from the standard datasets. This setup poses
unique challenges. To address these problems, existing algorithms can generally be
divided into two categories: using pose estimation methods such as visual odometry,
or integrating pose information with the 3D reconstruction process.
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Calibration and localization

Many camera calibration methods have achieved robust results across various scenarios.
As described in Section 1.2.3, classical camera calibration methods include SfM-based,
visual odometry, and visual SLAM approaches. The classical SfM [39] algorithm
utilizes SIFT to extract feature points and perform feature matching. It employs the
principle of bundle adjustment for 3D reconstruction, providing high-precision results
even without intrinsic parameter information. Another example to solve this task is
DSO [12], which is a visual odometry-based pose estimation method. In DSO, the
algorithm leverages photometric error of pixel values and computes keyframe poses
within a sliding window, enabling real-time pose estimation. Another noteworthy
work is ORB-SLAM2 [3], which is based on the idea of SLAM and utilizes RGB-D
data as input. Based on a framework of "tracking," "local mapping," and "loop closure
detection," ORB-SLAM2 can achieve accurate pose estimation and map construction.

Joint optimization with NeRF

In fact, many SLAM-based pose estimation methods already integrate dense reconstruc-
tion for joint optimization of pose and 3D models [3, 45]. However, NeRF-based 3D
reconstruction methods for this purpose are still limited. Nevertheless, some researchers
have proposed solutions to address this issue. For example, NICER-SLAM [70] is raised
based on its existing research, solving the restrictions of RGB-D input. It combines the
pose estimation process with neural field reconstruction, achieving promising results
in indoor scene tests. Besides, Meuleman et al. [27] proposed a method that jointly
optimization the poses and radiance fields for outdoor scenes that are unbounded,
further extending the joint optimization algorithm with robustness and scalability for
large-scale environments.

1.3.3 Monocular 3D reconstruction

Monocular vision-based 3D reconstruction faces numerous challenges. Firstly, in terms
of input data, compared to official datasets that rely on LiDAR, multi-view images,
and high-precision pose data, monocular videos provide limited viewpoints and lack
precise pose information, making the reconstruction process more complex and unstable.
Secondly, regarding reconstruction methods, although NeRF-based approaches have
shown excellent reconstruction performance in specific scenarios, these methods usually
depend on accurate camera pose estimation and extensive viewpoint coverage, which
are difficult to achieve with monocular videos. Additionally, the complexity of the
reconstruction scene further adds to the task’s difficulty. Large-scale, unbounded
open scenes such as street views typically contain intricate geometries and dynamic
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elements, complicating the reconstruction process. Therefore, monocular vision-based
3D reconstruction must overcome challenges related to data limitations, methodological
dependencies, and scene complexity.

As discussed in section 1.2.5, the reconstruction method can be categorized by the
3D scene representation method. 3D reconstruction algorithms based on traditional 3D
representations have undergone a development from sparse to dense and from offline
to real-time. Early classical 3D reconstruction methods such as SfM [39] utilize SIFT to
extract matching key points and reconstruct sparse point clouds based on disparities.
With given camera poses, MVS [40] can also acquire dense point clouds based on
the principle of epipolar geometry. With the advancement in robotics, reconstruction
algorithms based on SLAM [3, 8] have emerged extensively, overcoming the compu-
tational limitations of traditional SfM methods and enabling real-time acquisition of
sparse point clouds. The rise of deep learning has also led to the development of many
reconstruction methods based on traditional 3D representations [48], especially those
utilizing MLP networks based on SDF functions, paving the way for new approaches
to 3D representation.

Compared to traditional 3D reconstruction methods, recent implicit neural represen-
tation algorithms not only achieve highly realistic rendering effects but also generate
high-precision, rigid geometric shapes using SDF [15]. The subsequent emergence of
Gaussian splatting [21] has also left a profound impression due to its low computational
cost and excellent rendering capabilities.

MVS

One typical method for extracting traditional 3D scene representation is MVS [40].
It can extract dense point clouds based on epipolar theory with given intrinsic and
extrinsic. However, searching for corresponding points for each pixel in every image is
undoubtedly computationally expensive, however, due to epipolar geometry constraints,
every pixel corresponds to a line in the image, which passes through the camera’s
optical center. With these epipolar lines, the matching problem between images can be
transformed into a problem of matching points along these lines, thereby reducing the
search space and improving the accuracy and efficiency of matching. After obtaining a
large number of corresponding point pairs using epipolar line constraints, their depth
values can be calculated. Combined with the camera’s intrinsic parameters, three-
dimensional coordinates can be obtained. Subsequently, dense reconstruction point
cloud results can be obtained by performing point cloud fusion in different frames.
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NeRF-based Street-view reconstruction

Many researchers have focused on the problem of 3D reconstruction for outdoor street
view scenes. SUDS [46] employs a hash table to encode the dynamic and static content,
which is designed for handling a large number of objects and long-time sequences.
However, it relies on sparse LiDAR data. S-NeRF [56] also focuses on large-scale
backgrounds and moving objects in street scenes, utilizing sparse LiDAR data to
enhance geometric structures. This approach is suitable for applications requiring
high-precision reconstruction and moving object handling. However, it still has some
dependency on LiDAR data and requires cameras mounted on the vehicle at different
angles to ensure sufficient overlap. Streetsurf [15] proposed by Guo et al., on the other
hand, does not require LiDAR data. It can leverage geometric priors and multi-view
surface reconstruction techniques, making it possible for street-view scenes to extract
geometry without LiDAR data. However, it relies on geometric priors from monocular
models, which may face challenges in complex scenes. Moreover, it is limited by the
presence of dynamic objects in the scene.

1.4 Structure and content

This thesis is organized into five main chapters, offering a comprehensive understanding
of the research conducted and the findings obtained.

The first chapter Introduction sets the stage for the entire thesis, beginning with the
motivation behind the research and providing the necessary theoretical background. It
covers various fundamental concepts, including the camera model, street-view scene
characteristics, camera calibration, pose estimation, 3D representation and reconstruc-
tion, and the NeRF framework. This chapter also includes a detailed related work
section that reviews prior studies on street-view scene editing, uncalibrated camera
usage, and monocular 3D reconstruction, highlighting the challenges and gaps in
existing research.

The second chapter Methodology outlines the proposed methodology, starting with
an overview and moving on to dataset preparation, including video capturing, sky
mask creation, and handling dynamic objects. It then details the camera calibration
and pose extraction processes, comparing COLMAP and DSO methods. The chapter
concludes with the 3D reconstruction approach, supervision for normal and depth, the
StreetSurf method, and MVS.

The third chapter Experiments provides a general look at the datasets used, including
the GoPro and KITTI datasets, and the control points for validation. It presents the
comparison methods and discusses the proposed approach’s validation.
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This chapter Discussion interprets the experimental results, discussing their implica-
tions, strengths, and limitations. It provides a critical analysis of the mesh as well as
rendering results.

The final chapter Conclusion summarizes the key findings of the research, addresses
its limitations, and suggests directions for future work.
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2.1 Overview

Fig 2.1 shows the general workflow of 3D reconstruction method presented in this
thesis. In the first part, video capturing and scene editing, a GoPro camera is employed
to capture street-level perspectives. Followed is the second step, where COLMAP [39]
is selected to determine the pose information for each frame. In the third part, focusing
on 3D reconstruction, the pre-trained models from Omnidata [11] are applied to
obtain supervision for normal and depth and adjust into the Nerf-based Streetsurf [15]
algorithm for reconstruction. Finally, accuracy assessment is conducted using Ground
Control Points (GCPs) obtained through GNSS.

2.2 Video capturing and scene editing

As shown in fig 2.2, the pipeline of this section involves two main components: video
capture and scene editing. And the scene editing step consists of two main parts: sky
mask acquisition and removal using SegFormer [55] and dynamic object removal using
Segment Anything [22] combined with the idea of Inpainting [63].

Figure 2.1: Overview of the method presented in this thesis
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Figure 2.2: Pipeline of Video capturing and scene editing

2.2.1 Video capturing

This study aims to explore the challenges common cameras face in 3D reconstruction.
We selected the commonly available GoPro camera for video acquisition to facilitate
this investigation. During the video capture, a monocular GoPro camera is positioned
at the windshield of a vehicle. As the vehicle proceeded normally, the GoPro captured
the road conditions from this perspective. After capturing the video, frames are
further processed by cropping them to retain only the relevant frames for analysis.
Furthermore, scaling and cropping operations are conducted on the original videos
to align the input images with pre-trained models applied in the work and reduce
computational complexity during the 3D reconstruction process. As a result, the
processed images are resized to 1024*512.

2.2.2 Sky mask

The removal of the sky region from the videos aims to eliminate the influence of key
points in these areas while estimating poses. The accuracy of pose estimation heavily
relies on the quality of key points. However, as shown in fig 2.3, throughout the video
sequence, many of the key points are distributed in the cloud part in the sky, while they
remain in the same position in each frame. Suppose the raw, unprocessed images are
directly used for pose estimation. In that case, both SfM and DSO algorithms assume
that the camera position remains constant in each frame, leading to failure in pose
estimation and sparse reconstruction. Therefore, finding a method to mitigate the
impact of these key points located in the sky region on pose estimation is essential.

Although COLMAP supports filtering out keypoints in certain areas of the image
by setting masks, manually setting mask ranges for each frame or generating masks
for each sequence is time-consuming and labor-intensive. Additionally, compared to
publicly available datasets including KITTI and Waymo, it’s worth noting that in these
proprietary datasets, the sky background has already been removed or blurred. Inspired
by this, this thesis proposes an approach using semantic segmentation. Initially, the
scene is segmented into different parts, then focusing on regions semantically labeled
as "sky," a stitching process is applied. This process involves combining the Gaussian-
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Figure 2.3: Matches for original image pair

Figure 2.4: Semantinc segmentation results, (a) SegFormer, (b)Segment Anything

blurred image with the original image’s sky regions to effectively remove the influence
of key points in those areas on pose estimation.

Deep learning methods have demonstrated robust performance in the field of se-
mantic segmentation, considering the characteristics of different Deep learning based
method discussed in section 1.2.2, Segformer [55] and Segment Anything [22] are tested
for removing sky regions, both of which offer promptable pretrained models extracted
from large sementation datasets. These pre-trained models can provide a zero-shot
solution of semantic segmentation results on automatic driving scenes. Similar to
ViT [10], the working principle of Segformer involves partitioning the image into a
series of patches and then processing these patches using Transformer layers to cap-
ture the global semantic information of the image. While for SAM, it consists of an
ViT-based image encoder and a fast prompt encoder/mask decoder, allowing reuse of
image embeddings with different prompts, predicting masks from prompts in about
50ms in a web browser. Fig 2.4 shows the result of semantic segmentation on gopro
frames. Comparing the performance of SegFormer and Segment Anything, Segformer
exhibits faster speed. Additionally, its pre-trained models include specialized semantic
masks for the sky. Therefore, Segformer is selected for the cloud-removing semantic
segmentation task in this work. Fig 2.5 shows the image pair matching result after
removing the cloud using a blurred sky mask. Evidently, the disturbance in cloud
regions is not detected as a key point.
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Figure 2.5: Matches for segmented image pair

Figure 2.6: Mesh result of Streetsurf with a dynamic object in almost synchronized
motion. (a) Original images, (b) Mesh result

2.2.3 Dynamic object

The purpose of removing dynamic objects within the scene is to minimize their impact
on the Nerf-based 3D reconstruction method. In this work, Streetsurf [15] was chosen
as the reconstruction method, which is significantly affected by dynamic objects in the
scene. On one hand, if an object’s position varies in each frame, aligning differences in
between frames becomes challenging. On the other hand, as illustrated in the figure,
ray sampling direction aligns with the direction of the car’s movement. Consequently,
if there are objects in the scene that move almost synchronously with the camera,
determining their position through photometric loss becomes difficult. Fig 2.6 shows
the mesh result with a car in almost synchronized motion with an ego car. When an
object moves almost synchronously with the camera in the scene, the reconstruction
results may exhibit significant errors, manifesting as large artifacts or gaps.

Directly editing the original video sequence could be a solution, utilizing semantic
segmentation combined with the concept of inpainting, aiming to remove dynamic
objects from the video. Inpainting anything [63] is employed in this step. The in-
painting process involves utilizing SAM to obtain masks for dynamic objects in the
video, followed by employing the Spatial-Temporal Transformer Network (STTN) [65]
model to inpaint the masked regions. Here, STTN is proposed for high-quality video
inpainting. Instead of using attention models independently for each frame, STTN
learns a joint spatial-temporal transformer network. It can simultaneously fill missing
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Figure 2.7: Before and after processed frames using Inpainting Anything. (a) Original
frame, (b)Inpainted frame

Figure 2.8: Pipline of camera calibration and pose extraction

regions in all input frames using self-attention mechanisms. Firstly, frames containing
dynamic objects are extracted from the sequence. Subsequently, this work utilizes the
OpenCV library to obtain image coordinates via setMouseCallback clicks and set them
as inputs for the SAM’s promote encode. After obtaining the processed video, the
frames are finally collected from the video in chronological order. Fig 2.6 shows an
example frame before and after processing using Inpainting Anything.

2.3 Camera calibration and pose extraction

In this part, two prominent methods for pose extraction are explored: COLMAP [39] and
DSO [12]. In this section, our input consists solely of preprocessed image sequences.
Due to the absence of a calibration board and corresponding intrinsic parameter
information, camera calibration becomes a challenging problem. Without a calibration
board, no known reference points or features exist in the images, making it difficult
to establish correspondences and estimate camera parameters. Meanwhile, the GoPro
camera has wide-angle lenses, which can introduce significant radial and tangential
distortion. Calibrating such distortion accurately is crucial for geometrically correct
image processing. Furthermore, only a monocular camera is utilized in this scenario,
resulting in a single viewpoint. Additionally, the presence of numerous dynamic objects
such as vehicles in the scene further complicates the problem of pose estimation. In
such a context, DSO and SfM applied in COLMAP offer distinct advantages, the sparse
point cloud produced and the quality of poses lead us to adopt COLMAP due to its
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Figure 2.9: Pipeline of pose extraction using COLMAP, adapted from [39]

robustness and efficiency. Additionally, the pose scale ambiguity is fixed by applying
control points that align the obtained camera matrices with world coordinates. Fig 2.8
shows us the pipeline of pose extraction in this section.

2.3.1 COLMAP

Fig 2.9 shows the pipeline of pose extraction using COLMAP. COLMAP is a general-
purpose SfM [39] and MVS [40] pipeline interface, with an input data of a series of
images only. Firstly, it is necessary to add masks to filter out these feature points. Due
to the similarity in scenes across certain sequences, the feature points near the vanishing
point remain relatively unchanged. This phenomenon can lead to reconstruction failure.
In this part of the work, the mask range encompasses areas near the vanishing point of
the images that remain unchanged. After that, feature extraction and feature matching
are conducted. Except for setting the camera mask, all the parameters are set as
default. Since the images obtained have already been corrected internally by the GoPro
software system, the camera model is set as pinhole or simple pinhole. All images
are set to share the same intrinsic parameters to obtain the corresponding geometric
features. Furthermore, considering that the obtained images are acquired and arranged
in chronological order, sequential matching is used in the feature-matching process.
Following that, bundle-adjustment-based reconstruction is initiated by clicking "start
reconstruction" in the window. After this step, a sparse point cloud, as well as the
extrinsic and intrinsic parameters of all images, are extracted. With these results, MVS
can be utilized to obtain dense reconstruction geometry.

2.3.2 Direct Sparse Odometry (DSO)

DSO is a sparse visual odometry method based on direct methods, it requires an input
consisting of a series of images, information for camera mode and intrinsic parameters.
However, the camera used in this work is a common commercial camera GoPro, and
no strict calibration with a calibration board is performed. Therefore, its focal length
is unknown. In the experiments with DSO, the intrinsic parameters are derived from
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Figure 2.10: Cameras track and sparse point cloud extracted from (a) COLMAP, (b)
DSO

the results of COLMAP after SfM reconstruction. Additionally, all image sequences are
assumed as no photometric distortion. The output of DSO consists of pose information
for selected keyframes.

2.3.3 Comparison on COLMAP and DSO

Table 2.1: Advantage and disadvantage of COLMAP and DSO

perspective COLMAP DSO

Noise in Sparse point cloud Low High
Time consumption More than 1 hour Real-time

Disturbance of Dynamic object Low High
Poses of frames All Only keyframes

Fig 2.10 shows the cameras’ track information and sparse point cloud extracted from
COLMAP and DSO. Considering the quality of the generated sparse point cloud, the
point cloud quality from COLMAP reconstruction is superior, while the point cloud
from DSO exhibits greater noise and difficulty in discerning geometric features in the
scene. From the perspective of input data requirements, COLMAP is independent of
any external camera calibration information, while DSO relies on provided intrinsic
parameter information. However, from the standpoint of computational complexity
and time consumption, COLMAP is time-consuming. In a CUDA environment with
an RTX 3090 GPU, reconstructing and obtaining pose information for over 700 frames
takes at least 1 hour. On the other hand, DSO can achieve real-time pose estimation.
Considering the impact of scene complexity on reconstruction effectiveness, COLMAP’s
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Figure 2.11: Difference in between point cloud extracted from pixel-wise pose and
ground truth pose

reconstruction results and pose information are less susceptible to the influence of
dynamic objects. However, DSO’s quality of pose information is significantly affected by
dynamic objects in the scene. In terms of the quality of pose information, COLMAP can
obtain both intrinsic and extrinsic parameters for all frames, whereas, under real-time
conditions, DSO can only retrieve pose information for keyframes. Considering the
advantages and disadvantages outlined above, COLMAP is chosen as the main method
of pose extraction.

2.3.4 Pose transformation

In the results obtained from COLMAP, due to the lack of correspondence between
the camera and real-world pose information, the pose information derived is pixel-
wise. This implies that there is an ambiguity in the transformation parameters for the
obtained poses in the above steps, involving seven degrees of freedom: translation,
scale and rotation. Fig 2.11 shows such a difference in between mesh extracted ground
truth pose and colmap pose.

This transformation is essentially a rigid transformation from the pixel-wise world
coordinate system to the ground truth world coordinate system, encompassing an
affine relationship between 3D coordinates, as shown in Eq. 2.1. To solve this problem,
a set of control points derived from ground truth is applied to calculate such a rigid
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transformation. For these control points, corresponding coordinates on the dense point
cloud obtained through MVS are manually selected. Thus, a set of control point pairs
corresponding to the point cloud computed by COLMAP is obtained.x

y
z
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Based on Eq. 2.1, firstly, the affine transformation between control points pairs is
computed using the function estimateA f f ine3D in the OpenCV library. Utilizing this
affine transformation, unit vectors along the x, y, and z axes are set to calculate the
scale on different coordinate axes. Using these scale factors coordinates from COLMAP
are rescaled to match those of the ground truth. Then, both the COLMAP and ground
truth coordinates are subtracted with their centroid coordinates to align their origins.
As a result, only a rotation matrix remains for the transformation between the two
sets of coordinates. Through the theory of Singular Value Decomposition (SVD), this
rotation matrix can be deposed, and with the rotation matrix R, the scale factors, and
the translation T can also be extracted from Eq. 2.1.

2.4 3D reconstruction

The main method applied in this study is Streetsurf, while a traditional method for 3D
reconstruction MVS is also implemented as a comparative reference in this work. In
this section, the input data for 3D reconstruction consists of each frame of the images
and their intrinsic and extrinsic parameters calibrated through COLMAP. Meanwhile,
Streetsurf, as a 3D reconstruction algorithm based on Nerf, relies on depth maps and
normal maps to constrain geometric loss when no Lidar data is available as additional
input. Therefore, this chapter mainly consists of three parts: the first part involves
generating depth maps and normal maps for each frame using pre-trained models
released by Omnidata, the second part focuses on reconstructing the monocular visual
image sequence using the Streetsurf method, and the third part serves as a reference,
utilizing traditional MVS methods for 3D reconstruction. Fig 2.12 shows the basic
pipeline of 3D reconstruction with Streetsurf.

2.4.1 Supervision for normal and depth

In this section, the depth map and normal map are designed to calculate the geometric
errors in the selected 3D reconstruction algorithm Streetsurf. Streetsurf employs two
strategies for calculating geometric loss arising from textureless regions and insufficient
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Figure 2.12: Pipeline of 3D reconstruction using Streetsurf, adapted from [15]

viewing angles. One strategy is designed for cases where Lidar data is available, and
the other for cases where Lidar data is unavailable [15]. The idea of adapting mono
normals and mono depths is inspired by MonoSDF [64], which is as shown in Eq. 2.2.

Lgeometry = Lmono_normal + λLmono_depth (2.2)

Here Lgeometry is the geometric loss, Lmono_normal refers to consistency on the volume-
rendered normal and the ’ground truth" normal, and Lmono_depth represents the consis-
tency in between rendered expected depth and ’ground truth’ depth [64].

In both the MonoSDF [64] and Streetsurf [15] methods, pre-trained models from
Omnidata [11] are utilized to generate corresponding depth maps and normal maps for
use as ground truth values. Similarly, this approach to obtain supervision for normals
and depths for each frame is adopted in this study. For the estimation of normal, a
standard U-Net [36] model was trained with a generated starter dataset for in-the-wild
mode surface normal estimation. For the estimation of depth, a DPT-based [34] pre-
trained model was extracted with a large start dataset for the human-level zero-shot
solution. With the mentioned pre-trained model in Omnidata, a vision-based dataset
with normals and depths is prepared for Streetsurf reconstruction.
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2.4.2 Streetsurf

Streetsurf [15] serves as the primary 3D reconstruction method used in this thesis. It
is specifically designed for autonomous driving and street-view scenes, employing a
NeRF-based approach. While most NeRF-based algorithms are designed for rendering
appearance using ray tracing and intended for centroid objects, the single viewpoint
and unbounded scene pose significant challenges for reconstruction with such an image
dataset extracted from street-view driving cars. As shown in Fig 2.12, to address the
challenges arising from the characteristics of driving scenes image data, streetsurf
introduces a model that divides the scene into three parts: the close-range cuboid
model, distant-range hyper-cuboid model, and sky model. The core of NeRF-based
algorithms lies in the implicit representation of three-dimensional scenes, relying on the
design of the photometric loss function. For the close-range cuboid model, a NeuS [49]
model is adjusted to describe the photometric loss; for the distance-range hyper-cuboid
mode, a NeRF++ [66] is modified to calculate the photometric loss of this part; for the
sky mode which is semantically segmented from Segformer [55], a directional MLP is
set to calculate this photometric loss. By superimposing the mentioned photometric loss
for different parts, an L1 photometric loss is employed to limit the difference between
rendered pixel color and ground truth color [15].

Along with the geometric loss calculated in section 2.4.1, a sky mask loss, an entropy
regularization loss to improve the model’s generalization capability and stability, an
eikonal regularization loss for the geometric consistency and sparsity regularization
loss aimed at encouraging sparsity in the model parameters are collected to describe
this model, as shown in Eq. 2.3 [15]

Lall = Lphotometric + λ1Lgeometry + λ2Lmask + λLeikonal + λLsparsity + λLentropy (2.3)

2.4.3 Multi-View Stereo (MVS)

For the 3D reconstruction task of street-view scenes, in addition to utilizing the state-
of-the-art method Streetsurf, the traditional 3D reconstruction method MVS is also
employed for comparison on the gopro dataset. In section 2.3.1, a sparse point cloud
based on key points can be obtained using the calculated intrinsic and extrinsic parame-
ters in SfM. However, as discussed in section 1.3.3, with the camera model information,
MVS can obtain a point cloud with not only key points but all pixels.

In COLMAP, a dense reconstruction pipeline is set with the theory of MVS. Firstly,
distortion correction is applied to the images. Then, depth and normal maps are
computed for the undistorted images with the parameters from the camera model
and epipolar theory. These depth and normal maps obtained for each frame are fused
through point cloud fusion. Finally, the surface is estimated by meshing the point cloud.
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Utilizing such a built-in module in COLMAP, MVS can provide a dense reconstruction
result.

2.5 Evaluation

For the results of this work, Peak Signal-to-Noise Ratio (PSNR) and Root Mean Square
Error (RMSE) of control points in the generated mesh or point cloud from TUM-
FACADE [54] are used for evaluation. Some of the control point data originates
from GNSS measurements and aerial image reconstruction results, while another set
of the control point data comes from Mobile Laser Scanning (MLS) point cloud scans.
Evaluation for the rigid geometry can be done by comparing the Euclidean distances
between manually selected key points in the mesh results and the ground truth feature
points. Additionally, PSNR and Structural Similarity Index (SSIM) can be used to assess
the rendering quality.

30



3 Experiments

3.1 Datasets

In this thesis, experiments are conducted using street-view video datasets that comprise
recordings captured from a mono-view camera mounted on the car or by hand, primar-
ily focusing on urban road environments. There are two main data sources: monocular,
street view perspective video acquisition using GoPro, and the KITTI dataset released by
KIT [14]. Table 3.1 provides an overview of all the data used and their basic information.
Besides, Fig 3.1 shows an overview of the video dataset perspective.

3.1.1 GoPro Dataset

This dataset was captured using a GoPro Hero11 monocular camera and is designed
for the task of street-view reconstruction. The GoPro datasets were captured in two
separate locations, consisting of five videos that recorded street-view traffic conditions
from different roads. Four of these sequences were collected by mounting the GoPro
on a vehicle, while one sequence was captured with a handheld GoPro.

one of them was captured on highway roads, located on Latitude: 35.08539, Longitude:
-106.73099 (WGS84), due to their complexity in traffic dynamics, lack of building
features, and high speed, aiming to simulate real-world driving scenarios. Four of
them were captured in the TUM Campus area, located on Latitude: 48.14806, Longitude:
11.56583 (WGS84), with dense traffic, various buildings, and pedestrians.

Different from other officially released autonomous driving datasets, the GoPro
datasets used in this experiment all come from GoPro Hero11 cameras, which possess
the characteristics of simplicity and accessibility. Additionally, the precisely calibrated
internal parameters of the camera are not provided in this dataset. In addition to
the image sequences from different scenes, the varying capture modes help us better
understand the challenges faced by an onboard camera perspective in a moving vehicle.
Detailed information about the different GoPro sequences can be found in the table 3.1.
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Figure 3.1: Overview of the datasets in this expriments
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3.1.2 KITTI Dataset

The KITTI dataset was set as a comparison group for the experiment. The KITTI dataset
is a high-quality dataset widely used in computer vision and autonomous driving
research. Two types of monocular images are used in this experiment: residential and
road. The category “residential” contains image data collected in urban residential
areas, recording vehicles traveling on residential streets. The data include a variety of
typical streetscape elements such as residential buildings, pedestrians, parked vehicles,
and greenbelts. And the category “road” contains image data collected on different
types of roads, including urban roads and highways. In addition to one monocular
camera, to increase the versatility and usefulness of the data, the KITTI dataset is
equipped with GNSS and IMU, providing precise position information and inertial
measurement data for path tracking and localization. Therefore, for the KITTI dataset,
this experiment utilizes the provided precisely calibrated pose information for 3D
reconstruction. The details of the KITTI dataset used are also summarized in the
table 3.1

Table 3.1: Description for GoPro dataset and KITTI dataset

Index Position Dur(s)* Frames* Fps Resolution Mode

DS-Scene1 Highway 31 70 24 5312*2988 On car
Campus-Scene1 Campus 19 450 24 3840*2160 Handheld
Campus-Scene2 Campus 28 450 24 3840*2160 On car
Campus-Scene3 Campus 12 250 24 3840*2160 On car
Campus-Scene4 Campus 32 600 24 3840*2160 On car
KITTI-Residential-0035 City 13 50 10 1242*375 On car
KITTI-road-0015 City 30 70 10 1242*375 On car
* Dur refers to the duration of the original captured video
* Frames refers to the number of selected frames put in this experiment.

3.2 Baseline

Except for the experiment with streetsurf using the GoPro dataset as a baseline, the
performance of the officially-released KITTI dataset [14] with the same reconstruction
algorithms was also evaluated. Additionally, the reconstruction results with traditional
dense reconstruction methods MVS [40] is set as a comparison. Meanwhile, the
difference between sequences that have undergone dynamic object removal by the
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inpainting method and those that have not are also compared using the two quantitative
metrics PSNR and SSIM.

3.3 Validation

3.3.1 Quantitative metrics

Peak Signal-to-Noise Ratio(PSNR)

PSNR is a commonly used evaluation metric in NeRF-based algorithms. It can be
employed as an evaluation metric to quantify the discrepancy between the images
generated by the model and the ground truth images. The images regenerated by the
model are obtained by projecting the 3D points in the scene onto camera viewpoints.
These reprojected images can then be compared against the real captured images.

MSE =
1

mn

m−1

∑
i=0

n−1

∑
j=0

[I(i, j)− K(i, j)]2 (3.1)

PSNR is a metric used to compare such a difference between the original images and
the projected images, which can provide a numerical value that represents the quality
of the reconstruction. In the context of NeRF, PSNR is used to evaluate how accurately
the model can recreate the original scene. The PSNR is calculated based on Mean
Squared Error (MSE) of pixel differences between the rendered image and ground
truth image. Eq. 3.1 shows how MSE is calculated with pixels, where I(i, j) refers to
the original pixel value in (i, j), K(i, j) refers to the pixel value of the rendered image.
With Eq. 3.1, PSNR can be calculated as Eq. 3.2. Higher PSNR values indicate better
rendering quality.

PSNR = 10 · log10

(
MAX2

I
MSE

)
(3.2)

Structural Similarity Index(SSIM)

SSIM is a perceptual metric that measures the similarity between two images. Un-
like PSNR, which is based on pixel-to-pixel differences, SSIM considers changes in
structural information, luminance, and contrast. The comparison with structure can be
calculated via Eq. 3.3, the luminance difference can be calculated via Eq. 3.4, and the
contrast difference can be calculated via Eq. 3.5, whereσx refers to the mean values of
image x, µx refers to the standard deviation of image x, and σx refers to the covariance
of image x. Combining these equation together, the SSIM can be calculated as Eq. 3.6,
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where usually α, β, and γ are equal to 1.

s(x, y) =
σxy + C3

σxσy + C3
(3.3)

l(x, y) =
2µxµy + C1

µ2
x + µ2

y + C1
(3.4)

c(x, y) =
2σxσy + C2

σ2
x + σ2

y + C2
(3.5)

SSIM(x, y) = [l(x, y)]α · [c(x, y)]β · [s(x, y)]γ (3.6)

The SSIM can provide a better approximation of human visual perception. In NeRF, SSIM
is used to assess the similarity of the rendered images to the ground truth, focusing on
the preservation of structural details and overall image quality. Higher SSIM values
indicate a higher degree of similarity and better visual quality.

Root Mean Square Error(RMSE)

RMSE is a standardized measure of a model’s error in predicting quantitative data.
It is calculated as the square root of the mean of the squared differences between
the predicted and observed values, and Eq. 3.7 shows how the metrics of RMSE are
calculated, where ŷ = (x, y, z), refers to the 3D coordinates of control points.

RMSE =

√√√√ 1
N

N

∑
i=1

∥yi − ŷi∥2 (3.7)

The RMSE is a single measure of the accuracy of the model, with smaller values
indicating a better fit. In 3D geometry mesh evaluation, RMSE is used to quantify the
difference between the mesh extracted from NeRF and the ground truth control points.

By computing the PSNR and SSIM between them, the metrics scores can be used
to indicate the quality of rendering and mesh reconstruction. Meanwhile, the RMSE
calculates the geometry difference between the coordinates on control points and the
reconstructed 3D coordinates. The geometric accuracy of mesh reconstruction results
was validated using the ground truth LiDAR point clouds or mesh results extracted
from aerial images.
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3.3.2 Qualitative methods

Four aspects were considered in this experiment to qualitatively evaluate the quality
of the reconstructed mesh: surface smoothness, visual correctness, consistency of the
depth map, and quality of the rendered output.

The smoothness of the mesh is assessed by examining the continuity and uniformity
of the surfaces. A high-quality reconstruction should exhibit smooth transitions without
noticeable artifacts or irregularities, which indicates a well-formed surface representa-
tion. Meanwhile, visual correctness is evaluated by checking the positional correctness
of vertices and the overall geometry. Accurate reconstructions should closely match
the original shapes and structures. Besides, depth map consistency is evaluated by
analyzing the coherence of depth values across different views. A consistent depth
map ensures that the depth information is reliable and aligns well across multiple
perspectives, which is crucial for accurate 3D reconstruction. The visual quality of the
rendered images is determined based on their realism and perceptual fidelity in novel
view synthesis. High-quality renders should look visually convincing, with proper
lighting, shading, and texture details that closely resemble real-world scenes.

3.3.3 Results

For the GoPro datasets, after acquiring the original video data, SegFormer [55] is used
to blur the sky background. Subsequently, the processed image frames are used as
input for COLMAP [39], which provides the corresponding intrinsic parameters and
quaternions representing the extrinsic parameters. COLMAP can also generate a dense
point cloud based on the MVS [40] principle. By comparing the coordinates of control
points in this dense point cloud, the transformation matrix between the quaternions
and the real world can be calculated. Using these parameters, we can construct the
camera pose description file scenario.pt required by Streetsurf [15]. Additionally, for
frames containing dynamic objects, these frames are segmented and the Inpainting Any-
thing [63] is applied to remove the dynamic objects. Then, Omnidata [11]’s pre-trained
models help to generate depth maps and normal maps, serving as a geometric prior in
Streetsurf [15] under no-LiDAR conditions. Finally, this information is used as input
for Streetsurf [15], which differs from the multi-view condition in the original literature
by using image data captured by a single monocular camera for reconstruction.

For the KITTI dataset, since the sky background has already been removed and
the dataset already includes camera intrinsics as well as IMU/GPS information, the
intrinsic and extrinsic matrix can be directly calculated. These matrices can also be
used to construct the camera pose description file scenario.pt required by Streetsurf.
Dynamic objects in the scenes are not processed. However, it is noteworthy that two sets
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of sequences were used in the experiments: one set contains dynamic objects (road-15)
and the other does not (residential-35). The following processing is similar to that for
the GoPro scenes. Omnidata is utilized to generate depth and normal maps, and the
single monocular image data is used as input for Streetsurf for the experimental results.

Evaluation metrics

Tabel 3.2 and Tabel 3.3 show the quantitive evaluation results of all the tested methods
in our work. In this table, the tested data can be generally divided into three cate-
gories: Highway Scenes (DS-Scene1): These sequences represent complex highway
environments with a large number of dynamic objects such as cars. Campus Scenes
(Campus-Scene1 to Campus-Scene4): These sequences represent a city-view scene
around the university campus with full-textured architecture. KITTI Dataset (KITTI-
Residential-0035, KITTI-road-0015): These are specific scenes from the KITTI dataset
focusing on residential and road environments.

Table 3.2: Quantitative evaluation of rendering in the 3D reconstruction result

Dataset PSNR(db)↑ SSIM ↑

DS-Scene1 33.26 0.975
Campus-Scene1 30.32 0.923
Campus-Scene2 28.22 0.895
Campus-Scene3 29.72 0.931
Campus-Scene4 30.98 0.946

GoPro-average 30.50 0.934

KITTI-Residential-0035 31.30 0.922
KITTI-road-0015 30.57 0.951

KITTI-average 30.94 0.937

Table 3.3: Quantitative evaluation of geometry accuracy in the 3D reconstruction result

GoPro-Dataset
Highway Campus

Average
Scene1 Scene1 Scene2 Scene3 Scene4

RMSE(m)↓ 0.76 1.15 2.76 1.03 0.40 1.30

In Table 3.2, the PSNR and SSIM metrics in different scenes are represented. Among
them, DS-Scene1 (highway scene) shows higher PSNR and SSIM values of 33.26 and
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0.975 respectively. The results for the campus scenes (Campus-Scene1 to Campus-
Scene4) represent slight fluctuations, but the overall performance is also good, especially
with Campus-Scene4 achieving an SSIM of 0.946. In the two scenes from the KITTI
dataset, the PSNR and SSIM values are relatively stable, and their average values are
comparable to those of the GoPro scenes.

Table 3.3 presents the RMSE evaluation results in terms of geometric accuracy. The
highway scene (Highway Scene1) represents a low RMSE of 0.76 meters. In the campus
scenes, RMSE varies significantly, ranging from 0.40 meters to 2.76 meters. Overall, the
average RMSE is 1.30 meters. Due to the lack of corresponding control points, RMSE
for the KITTI dataset is not provided, but qualitative analysis can still be conducted
through visualization of the mesh results lately.

In summary, the highway scene demonstrates excellent performance in both visual
quality and geometric accuracy, while the campus scenes show greater variability in
geometric accuracy. In the section 4, the underlying reasons for these values will be
further explored.

Highway mesh result

Fig. 3.2 shows the mesh result produced by streetsurf [15] for the scene DS-Scene1,
which is captured in a highway. Fig 3.1 contains a screenshot of the captured video. In
the highway scene, the condition of road took the major part of the scene, and it was
captured at a crossing. Meanwhile, there were three cars running in the original video,
as presented in Fig 2.7, and all of them are removed with our method. Since the input
consists of only 70 frames, the final frame is approximately at the position of the zebra
crossing facing the car. Due to the Streetsurf [15] model dividing the scene into "close
view," "distant view," and "sky view," objects beyond a certain distance are considered
infinitely far and are no longer used for texture information calculation.

It can be observed that the ground reconstruction accuracy is very high, and the
continuity between frames is well maintained. Although there are some deviations
when projecting colors onto the corresponding vertices, the overall reconstruction result
is quite good. However, other objects outside the highway tend to appear fragmented.
These features are usually isolated and difficult to accurately reconstruct in 3D with a
single viewpoint.

Additionally, it is noteworthy that, despite using pre-trained inpainting models to
cover areas occluded by dynamic objects, the STTN model does not alter the structural,
semantic information in the video and cannot guarantee high-precision inpainting
results, leading to some degree of blurring. This causes Streetsurf to fail to comprehend
these minor photometric disturbances, resulting in geometric errors in the reconstructed
mesh at the locations of the original dynamic objects, which is shown in Fig. 3.3.
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Figure 3.2: Mesh result produced with Streetsurf [15] using monocular camera, High-
way scene

Figure 3.3: Mesh details in Highway scene, where boxed area is the geometric error
caused by blurred mask from inpainting model
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Figure 3.4: Mesh result produced with Streetsurf [15] using a monocular camera, Cam-
pus scene, in which (a) is captured via handheld mode, guarantee a higher
overlapping rate between frames, and (b), (c), (d) are captured in the front
of a car. The (b) and (d) scenes were cropped for better perspective.

Campus mesh result

Four sequences were captured and reconstructed in the campus area, and the mesh
result reconstructed with streetsurf [15] is shown in Fig 3.4. In the campus area, the
major content of the scenes is antique buildings with complex facade structures, as
represented in Fig 3.1. Meanwhile, there are also parked vehicles in the scene, with
the ground surface occupying only a small portion. In Scene 2, there are also some
difficult-to-replicate trees and many moving vehicles. For Scenes 1, 3, and 4, frames
were selected to avoid moving vehicles, while for Scene 2, an inpainting model was
employed to remove the moving vehicles, as shown in Fig 3.5. The first sequence
was captured by handholding camera, while the others were captured with a camera
mounted in the front of a car. In general, the campus scenes include richer and more
complicated texture information.

Comparing the reconstruction results of these four scenes, Scene 1 has the best
reconstruction mesh appearance, followed by Scene 4, while Scene 3’s reconstructed
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Figure 3.5: Comparison of images in scene2 before and after inpainting preprocessing

Figure 3.6: Details of mesh result extracted in campus, screenshot respectively from
Fig 3.4, showing the discontinuity in facades

mesh was not quite good from the visualization. The reasons for these differences
will be discussed in detail in Section 4. As shown in Fig 3.5, Scene 2 faces the same
issues as the highway scene. Although pre-trained models are used for dynamic object
segmentation, tracking, and inpainting, and the first two achieved good masks, the
inpainting model struggles to accurately fill pixels that align with the complex building
background. This results in the areas from which dynamic objects have been removed
being too blurred, even affecting the generating of depth and normal map, as well as
the reconstruction of the building facades. Additionally, for these scenes containing
complex building facades, almost every mesh reconstruction result shows discontinuity
issues in the exterior walls of the buildings, as illustrated in Fig 3.6. Besides, the mesh
results also reveal the impact of a single viewpoint on ray tracing in Streetsurf. From the
car’s perspective, the mesh appears continuous. However, when switching viewpoints,
the discontinuities become very apparent.
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Figure 3.7: Mesh result reconstructed from KITTI dataset with no dynamic removal
preprocessing applied in these two sequences. (a), KITTI-residential-0035;
(b) KITTI-road-0015.

KITTI mesh result

Two sequences from the KITTI dataset were conducted with streetsurf. As presented
in Fig 3.7, the residential scene is from an urban neighborhood, including simple
buildings (without complex facade texture), vegetation, and stationary cars. In contrast,
the road scene is from a highway with vegetation on both sides and a car moving
almost synchronously with the ego car in front. Therefore, the main difference between
the two scenes is that the sequence from the road includes a dynamically moving car.
Apart from the scene context, the processing workflows for both sequences are identical.
Since the camera model information used for both comes from the well-calibrated
GNSS and IMU, the correctness and accuracy can be ensured. As presented in Fig 3.7
and Fig 3.1, in scene road-0015 containing dynamic objects, there are many incorrect-
reconstructed vertices, mainly located in the perspective of the front car. In contrast,
the mesh appearance of the residential-0035 scene, which includes only static elements,
is quite good, both in the road and building parts.

Highway rendering result

Fig 3.8 shows one screenshot from the rendering result produced by streetsurf [15] with
highway scene, including the ground truth image, the rendered image, the rendered
depth map as well as the rendered normal map. This result is consistent with the
previous quantitative metrics and also corresponds to the previous discussion on the
mesh result. On the one hand, Tabel 3.2 indicates that the rendering synthesis of the
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Figure 3.8: Rendering result from Highway scene, (a) ground truth image, or original
image; (b) rendered image; (c) rendered depth map; (d) rendered normal
map

Figure 3.9: Original depth map and normal map generated from Omnidata [11] in
Highway scene, (a) normal map; (b) depth map
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Figure 3.10: Rendering result from Campus scene, (a) campus-scene1; (b) campus-
scene2; (c) campus-scene3; (d) campus-scene4

highway sequence can be considered "realistic," which is also evident from the visual
perspective. On the other hand, the discussion of the mesh results highlighted the
limitations of the inpainting model. While as shown in Fig 3.9, the geometric prior
maps used as references for the rendered depth and rendered normal are not sensitive
to the pixel blurring effects caused by the inpainting model, the rendered depth and
rendered normal maps do display the masks of dynamic objects, adversely affecting
the final reconstruction outcome.

Campus rendering result

Fig 3.10 summarizes all the rendering results in the campus scene, with a screenshot
also including the ground truth image, the rendered image, the rendered depth map
as well as the rendered normal map for each scene. Overall, the rendering results
are consistent with the previous mesh analysis. From the perspective of novel view
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Figure 3.11: Original depth map and normal map generated from Omnidata [11] in
Campus-scene2, (a) normal map; (b) depth map

Figure 3.12: Rendering result from KITTI dataset, (a) Residential-0035; (b) Road-0015

synthesis, the rendered images for each scene are very similar to the original ground
truth images. However, when considering the rendered depth maps and rendered
normals, scenes 1 and 4 perform well, while scenes 3 and 2 exhibit noise to some
extent. Particularly for scene 2, the large number of dynamic objects and the complex
background buildings affect the depth maps and normal maps used as geometric
priors after inpainting. As shown in Fig 3.11, in the normal map, pixels originally
belonging to the ground are mixed with those of the buildings. Additionally, the depth
map shows foreground masks that originally belonged to dynamic objects. Incorrect
geometric priors and confused photometric information would result in unsatisfying
mesh outcomes.

KITTI rendering result

Fig 3.12 shows the rendering result from KITTI dataset, the information included in
this figure is as that of the GoPro scene. Similar to the GoPro scenes, the KITTI dataset
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also performs well in the task of novel view synthesis. However, when it comes to
geometry-related depth maps and normal maps, the performance of dynamic scenes
differs significantly from that of static scenes. In the dynamic scene road-0015, the
normal map represents erroneous gaps on the road at the positions corresponding
to the moving vehicle, caused by occlusions during its movement, while in the static
scenes, the reconstruction of the road surface is very accurate.
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4.1 Calibration and reconstruction

In the process of 3D reconstruction, camera calibration plays a very important role.
Accurate camera calibration directly affects the precision of the final reconstruction
results. Here, camera calibration involves the calibration of both intrinsic and extrinsic
parameters. As discussed in section 1.2.1, intrinsic parameters affect the projection
relationship from image space to camera space, thereby influencing the scale of the
reconstructed scene. Extrinsic parameters affect the projection relationship between the
camera space and the world coordinate system, impacting the alignment between frames
and the camera’s pose in world coordinates. Since the GoPro dataset lacks accurately
calibrated camera intrinsic and extrinsic parameters, a quantitative comparison and
analysis focusing on the relationship between the 3D reconstruction quality and camera
calibration accuracy is performed in this section.

In the experiments involving Streetsurf [15], the experiments from Campus scenes
can represent the impact of calibration on the final reconstruction results. Under similar
conditions regarding scene characteristics and cameras used, the correctness of pose
parameters and camera intrinsics can be observed and compared using the sparse point
cloud obtained from SfM. As shown in Fig 4.1, Scene1, Scene2, and Scene4 can all
ensure the logical and topological correctness of the sparse point cloud. However, it
is evident that buildings in Scene3 exhibit noticeable tilting, indicating some errors
in the camera calibration results for Scene3. This also explains the larger RMSE error
in Table 3.3 and the unsatisfactory geometric appearance of the mesh. In addition,
compared to the campus scenes, under the condition that the scene does not contain
dynamic objects, the KITTI dataset with strictly calibrated camera model parameters
obtains more accurate mesh results in a static scene, which also supports the impact of
the calibration accuracy on the geometry of the reconstruction results.

Besides, in the calculation of aligning pixel-wise extrinsic with the real-world coordi-
nate system, the scale parameters between the pixel-wise camera coordinate system
and the real world play an important role. If different scale parameters are considered
for each coordinate axis, the reconstructed model will be stretched.
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Figure 4.1: Sparse point cloud from SfM in Campus scene, (a) campus-scene1; (b)
campus-scene2; (c) campus-scene3; (d) campus-scene4
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Figure 4.2: screenshot of rendering result from Campus scene1 , (a) Frame 50; (b) Frame
120; (c) Frame 190; (i) original image; (ii) Rendered depth; (iii) Rendered
normal. The boxed area represents the pixels that remain unchanged during
forwarding.

4.2 Photometric difference and reconstruction

The core of NeRF-based reconstruction algorithms lies in the design of the photometric
loss. As shown in Fig 1.3 and Fig 2.12, in the Streetsurf [15] model, which is specifically
designed for street-view camera perspectives, the direction of ray tracing aligns with
the viewpoint as the car moves forward. This means that the camera perspective is very
singular, making it nearly impossible to change angles to observe objects in the scene.
However, if the pixel values at the same location in each frame remain unchanged, the
model will be unable to generate the correct SDF and color through the MLP. As a
result, these pixels will be considered far away from their original geometric texture in
the rendered depth map and rendered normal map.

Fig 4.2 is a screenshot with different frames in Campus scene1. As presented in this
figure, the pixel values of the tire tracks on the right side remain almost unchanged
with the change in perspective. This means that despite the change in camera pose
and the direction of ray tracing, the RGB values used as supervision do not change.
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Consequently, the MLP will struggle to accurately reconstruct the true SDF information.

4.3 Overlapping rate and reconstruction

Overlapping rate refers to the occupancy rate of the overlapping area between frames to
the entire image as the camera viewpoint changes. The original NeRF model requires a
high overlapping rate. However, due to the moving car’s speed, it’s usually difficult
to provide high-overlap videos. In this work, in addition to video sequences obtained
from a moving car, another set of videos was captured using a handheld camera to
simulate the viewpoint of a moving car, offering a chance to analyze the impact of
overlapping rates on reconstructions.

From the perspective of meshes’ appearance, among the campus scenes, Scene 1,
which has a higher overlapping rate between frames, produces a more realistic mesh.
However, its RMSE accuracy is not the highest. As mentioned before, RMSE is also
influenced by camera model parameters. If the distribution of control points affects the
scale calculation, it can lead to increasing in RMSE. In terms of rendering synthesis,
the PSNR and SSIM metrics for Scene 1 with high overlap and Scene 4 (mounted on a
car) with lower overlap are quite similar.

Additionally, as a comparable dataset, the KITTI dataset has a frame rate of 10 fps,
lower than the 24 fps of the GoPro dataset, suggesting its overlapping rate should be
lower. Nevertheless, the static scene Residential-0035 still achieved good rendering
results and mesh appearance.

4.4 Geometric cues from MVS and Streetsurf

The geometric cues generated by MVS [40] and Streetsurf [15], including depth maps
and normal maps, will be discussed in this chapter. As a traditional 3D reconstruction
method, MVS has achieved satisfying performance, The depth map and normal map
can usually be considered as a basis of 3D reconstruction results. Utilizing depth
maps, 3D coordinate information can be recovered from two-dimensional images, while
normal maps can provide rich texture information, aiding in the reconstruction of 3D
surfaces.

Fig 4.3 and Fig show the differences between the depth maps and normal maps
generated by MVS and the rendered depth maps and rendered normal maps generated
by Streetsurf in the campus scenes.

From the representation of depth maps and normal maps generated by MVS, al-
though MVS can obtain relatively accurate 3D point coordinates, the reconstructed
scene is significantly affected by noise. Despite the preprocessing for MVS including
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Figure 4.3: Screenshot of depth map from Campus scene4 , (a) Frame 100; (b) Frame
300; (c) Frame 500. (i) original image; (ii) Rendered depth from Streetsurf;
(iii) Normal map from MVS.

Figure 4.4: Screenshot of normal map from Campus scene4 , (a) Frame 100; (b) Frame
300; (c) Frame 500. (i) original image; (ii) Rendered normal from Streetsurf;
(iii) Normal map from MVS.
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Figure 4.5: Screenshot of rendering result from Campus scene2 , (a) original image; (b)
rendered image; (c) rendered depth. (d) rendered normal;

blurring the sky background, there are still many noisy points present in the sky part,
and some gaps can be observed in the reconstructed building facades. In contrast, the
depth maps and normal maps obtained by Streetsurf are smoother. Although they are
limited by viewpoint and contain some areas with incorrect scene representation (such
as the bus parked by the roadside), overall, they show fewer topological errors.

4.5 Dynamic objects

For the original video sequence without scene editing, dynamic objects are one of
the most critical factors affecting the reconstruction geometry. This is related to the
characteristics of NeRF-based algorithms. On one hand, both the original version
of NeRF [28] and Streetsurf [15] assume that the scene is static, which means that the
temporal dimension is not considered in the model’s inputs and outputs. On the other
hand, dynamic objects can continuously occlude certain parts of the scene. As discussed
in the section on the impact of photometric differences on reconstruction quality, if
the pixels in a specific area remain unchanged as the camera viewpoint changes, the
geometric texture of that area will be difficult to reconstruct accurately.

The two sets of mesh reconstruction results from the KITTI dataset explained the
impact of dynamic objects on reconstruction outcomes. Given a calibrating matrix with
nearly the same accuracy and similar buildings in the scenes, when a vehicle moves
almost simultaneously with the ego car on the road, it severely occludes the scene
information directly in front.

Additionally, although using inpainting models can mitigate the impact of dynamic
objects to some extent, this approach may disrupt the original scene’s semantic informa-
tion, increasing the likelihood of errors in the reconstructed scene, as shown in Fig 4.5.
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5.1 Summary

This thesis aims to establish a comprehensive workflow from street view video cap-
ture to dense 3D reconstruction, supporting practical applications in autonomous
driving. Although traditional 3D reconstruction methods perform well on static and
standardized datasets, they frequently encounter various challenges in real street view
environments, such as numerous dynamic objects and complex building structures,
posing significant difficulties for 3D reconstruction. Our work establishes an efficient
and complete process for acquiring 3D depth information from street view data using
only a single monocular GoPro camera. With the assistance of a minimal number of
control points, a single-shot solution for monocular vision-based 3D reconstruction of
street view scenes is proposed in this thesis.

Such a workflow contains mainly four parts. The work begins with data acquisition
and preprocessing, followed by preprocessing steps, including semantic segmentation
with pre-trained models from Segformer to remove sky backgrounds and video in-
painting using SAM and STTN pre-trained models to remove dynamic objects. The
second part is camera calibration and pose estimation. The sky-removed images are
then processed with COLMAP and DSO to determine the camera model and pose
information. After comparing the performance and computational requirements of both
methods, COLMAP is chosen for camera calibration. Consequently, camera parameters
calculated from SfM are transformed into the world coordinate system using the P3P
principle and serve as input for 3D reconstruction. The NeRF-based method Streetsurf
is used for reconstruction in the third part. Due to the absence of point cloud data,
Streetsurf employs pre-trained models from Omnidata for geometric cue extraction,
which act as priors in supervising model training. Finally, the reconstruction results are
evaluated using control points from point clouds or precisely calibrated mesh models
to assess geometry accuracy.

Overall, the GoPro dataset achieved excellent novel view synthesis results, with an
average PSNR of 30.50 and an SSIM of up to 0.93. However, the RMSE, reflecting the
accuracy of the reconstructed mesh, varied from 0.40m to 2.52m across different scenes.
It performed well in highway scenes but showed significant fluctuations in the campus
scenes, with more complex building facades.
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Additionally, in this work, both MVS and the KITTI dataset were used as comparisons
for an inside analysis of the workflow. From a qualitative perspective, compared to
the method used in this study, the depth maps and normal maps generated by MVS
showed higher noise levels. Moreover, the KITTI dataset also highlighted the impact of
pose accuracy and dynamic objects on reconstruction accuracy with its well-calibrated
camera parameters.

5.2 Limitations

This study presents a comprehensive workflow for 3D reconstruction from street view
video capture to NeRF-based reconstruction and accuracy evaluation, aiming to support
practical applications in autonomous driving. However, several limitations still need to
be addressed to provide a comprehensive understanding and guide future research.

• Each step of the workflow is independently separated, such as camera calibration
and 3D reconstruction being two non-interfering parts. While this design facili-
tates checking and analyzing each stage in practical operations, some NeRF-based
methods [27] have integrated these two parts into a combined training process.
This approach not only reduces redundant computation but also may provide
better solutions through combined optimization with higher accuracy.

• For dynamic objects in the scene, video inpainting methods still have limitations.
Moreover, it may even interrupt the mesh’s topological structure or produce
errors in semantic information. Addressing the modeling problem of scenes with
dynamic objects from such a singular perspective could be one of the key focuses
for future work.

• Although only a single monocular camera is used in this scene, the accuracy
assessment of the mesh results still relies on a small number of real 3D spatial
points to determine the scale.

• The final 3D results are limited by photometric ambiguity caused by the singular
viewpoint, leading to discrepancies in both the mesh and the depth and normal
maps, such as trenches that do not align with the original scene’s semantics.

• Since all GoPro data needs to be collected from a moving vehicle, and considering
the cost of collection and the difficulty of obtaining control points, the videos
used in this work are limited to only six sequences.
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5.3 Future work

Based on the mentioned limitations in section 5.2, our future work aims to further
enhance the accuracy and applicability of 3D reconstruction from street-view videos.
The primary goals are to improve the current methodology, expand the dataset, and
integrate additional technologies.

Firstly, it is necessary to expand the experimental video data collection based on the
existing dataset since only five sequences of GoPro videos are applied in the work due
to a lack of control points. Repeated recording of a scene that includes control point
data can be conducted. Additionally, the MLS system could be utilized for extracting
control points. This will enhance the accuracy and reliability of the GoPro dataset,
leading to more precise results and deeper insights.

Secondly, consider integrating the calibration task with the Streetsurf task, incor-
porating the accuracy of pose information into the optimization process to achieve
higher precision in pose estimation and mesh results. This combination can reduce
redundant calculations and simplify the entire workflow, potentially yielding more
accurate results. By streamlining the calibration and 3D reconstruction processes, it’s
possible to improve the efficiency and accuracy of the designed workflow.

Additionally, it is worth considering incorporating pre-trained models that can
provide zero-shot solutions into this work, making the reconstructed results that
correspond to the real world no longer limited by the availability of control points. A
feasible solution is to use zero-shot depth estimation models such as Metric3D [59] to
fix the calibration’s scale ambiguity.
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Abbreviations

3DGS 3D Gaussian Splatting

BA Bundle Adjustment

CNN Convolutional neural network

DSO Direct Sparsity Odometry

FCNs Fully convolutional networks

GAN Generative Adversarial Network

GCPs Ground Control Points

GNSS Global Navigation Satellite System

IMU Inertial measurement unit

MLP Multilayer perceptron

MLS Mobile Laser Scanning

MSE Mean Squared Error
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SAM Segment Anything Model

SDF Signed Distance Field

SDF Signed distance function

SIFT Scale Invariant Feature Transform

SLAM Simultaneous Localization and Mapping
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STTN Spatial-Temporal Transformer Network
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