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Abstract

This thesis presents an analysis of rotor inflow models using a Lattice-Boltzmann method

(LBM) based fluid solver, incorporating surrounding flow conditions and rotor interactions

with its environment. The focus is on mid-fidelity rotor modeling, which consists of actuator

disk and actuator line models. A novel actuator disk model was developed that is based

on Bessel- Fourier functions enhancing a linear-harmonic disk model from literature. Addi-

tionally, two actuator line model approaches from literature were implemented, with different

blade force distribution approaches within the flow simulation. Inflow sampling mechanisms,

comprising integrated inflow sampling and inflow correction, were investigated. Environmen-

tal flow conditions and solid obstacles were modeled using precomputed external flow fields

as boundary conditions for the rotor simulation domain. The well-established Peters–He in-

flow model was used for comparison, incorporating the superposition of external flow velocity

to account for the surrounding flow environment.

The validation of the inflow models was split into two parts. The first consisted of an experi-

mental teetering rotor with measurements available from hover and wind tunnel experiments.

In hover conditions, all models captured trends in power, blade flap, and control inputs. The

actuator line and Bessel-Fourier models accurately predicted radial load distribution, whereas

the linear-harmonic model failed due to its limited base functions. Instabilities were observed

in actuator line models with restricted force kernels and inflow correction at low CT . Wind

tunnel results showed significant deviations in power predictions across all inflow models,

though control inputs and blade flapping were consistent. Optimal results were achieved with

a tip loss of 9% and a flow field resolution of 64 cells per radius. The second part was the

comparison of UH60A rotor results against measured wind tunnel and flight test data. The

UH60A rotor simulations confirmed the validity of these parameters, showing excellent agree-

ment with power measurements, control inputs, and blade flap angles.

The comparative study of inflow models in vortex encounters demonstrated consistent rotor

thrust responses across all models. Power impacts were comparable for LBM models but

stronger for the Peters–He model. Pitch moment impacts were significant for the Bessel-

Fourier and actuator line models, while the linear-harmonic model exhibited strong filtering.

In ship wake scenarios, the LBM models showed the influence on the wake due to landing

platform blockage, unlike the Peters–He model.

In conclusion, the LBM inflow models provided comparable or superior results to the Peters–

He model in hover and forward flight conditions. The Bessel-Fourier actuator disk and ac-

tuator line models accurately predicted radial loads, while the linear-harmonic model was

insufficient due to its limited base functions. Inflow sampling and force distribution signifi-

cantly impacted actuator line model stability, with a spherical force kernel and integral inflow

sampling proving effective. LBM models outperformed the Peters–He model in environments

containing obstacles, while in free flight, all models showed comparable responses.



Kurzfassung

Diese Arbeit analysiert Rotordurchflussmodelle auf Basis eines Lattice-Boltzmann-Methode

(LBM) basierten Strömungslösers, der die umgebenden Strömungsbedingungen und die

Wechselwirkungen des Rotors mit seiner Umgebung berücksichtigt. Der Schwerpunkt liegt

auf einer Mid-Fidelity-Rotormodellierung, die aus Aktuatorscheiben- und Aktuatorlinienmod-

ellen besteht. Es wurde ein neuartiges Aktuatorscheibenmodell entwickelt, das auf Bessel-

Fourier-Funktionen basiert und ein linear-harmonisches Scheibenmodell aus der Literatur

verbessert. Zusätzlich wurden zwei Aktuatorlinienmodelle aus der Literatur implementiert,

mit unterschiedlichen Ansätzen zur Verteilung der Blattkräfte innerhalb der Strömungssimu-

lation. Unterschiedliche Ansätze zur Durchflussextraktion wurden untersucht, einerseits ein

integraler Ansatz und andererseits ein Ansatz mit nachträglicher Korrektur. Umgebungsströ-

mungsbedingungen und feste Hindernisse wurden mit Hilfe von vorab berechneten externen

Strömungsfeldern als Randbedingungen für die Rotorsimulationsdomäne modelliert. Zum

Vergleich wurde das bewährte Peters–He Durchflussmodell verwendet, bei dem die externe

Strömungsgeschwindigkeit überlagert wird, um die umgebende Strömungsumgebung zu be-

rücksichtigen.

Die Validierung der Durchflussmodelle wurde in zwei Teile aufgeteilt. Der erste Teil bestand

aus einem experimentellen Teeterrotor mit Messungen aus Hover- und Windkanalexperi-

menten. Unter Hoverbedingungen erfassten alle Modelle die Trends bei Leistung, Blattklappe

und Steuereingängen. Die Aktuatorlinien- und Bessel-Fourier-Modelle sagten die radiale

Lastverteilung gut voraus, während das linear-harmonische Modell aufgrund seiner begren-

zten Basisfunktionen Schwächen zeigte. Instabilitäten wurden bei Aktuatorlinienmodellen

mit beschränkter Kraftverteilung und Durchflusskorrektur bei niedriger CT beobachtet. Die

Ergebnisse im Windkanal zeigten signifikante Abweichungen bei den Leistungsvorhersagen

für alle Durchflussmodelle, obwohl die Steuereingänge und das Schlagen der Blätter kon-

sistent waren. Optimale Ergebnisse wurden mit einem Blattspitzenverlus von 9% und einer

Strömungsfeldauflösung von 64 Zellen pro Radius erzielt. Der zweite Teil war der Vergle-

ich der Ergebnisse des UH60A-Rotors mit gemessenen Windkanal- und Flugtestdaten. Die

Simulationen des UH60A-Rotors bestätigten die Gültigkeit dieser Parameter und zeigten eine

gute Übereinstimmung mit Leistungsmessungen, Steuereingängen und Blattklappenwinkeln.

Die vergleichende Studie der Druchflussmodelle bei Wirbelbegegnungen zeigte konsistente

Rotorschubreaktionen bei allen Modellen. Die Auswirkungen auf die Leistung waren bei den

LBM-Modellen vergleichbar, bei dem Peters–He Modell jedoch stärker. Die Auswirkungen

auf das Nickmoment waren bei den Bessel-Fourier- und Aktuatorlinienmodellen signifikant,

während das linear-harmonische Modell eine starke Filterwirkung aufwies. In Schiffsnach-

laufszenarien zeigten die LBM-Modelle den Einfluss auf den Rotorabwind aufgrund der Block-

ierung durch die Landeplattform, im Gegensatz zum Peters–He Modell.

Zusammenfassend lässt sich sagen, dass die LBM-Durchflussmodelle unter Hover- und Vor-

wärtsflugbedingungen vergleichbare oder bessere Ergebnisse als das Peters–He Modell

liefern. Die Bessel-Fourier-Modelle für die Aktuatorscheibe und die Aktuatorlinie sagten



die radialen Lasten genau voraus, während das linear-harmonische Modell aufgrund seiner

beschränkten Basisfunktionen unzureichend war. Die Anströmung und die Kraftverteilung

wirkten sich erheblich auf die Stabilität des Aktuatorlinienmodells aus, wobei sich eine sphä-

rischer Kraftverteilung und eine integrale Durchflussauswertung als wirksam erwiesen. LBM-

Modelle übertrafen das Peters–He Modell in Umgebungen mit Hindernissen, während im

freien Flug alle Modelle vergleichbare Reaktionen zeigten.
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ACE actuator curve embedded
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Ωi collision operator for i-th population

α angle of attack

αi rotor disk angle of attack

αs shaft angle of attack
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jj,i i-th root of the j-th Bessel function of the first kind

ti,c cosine coefficient for linear harmonic coupling

Cd drag coefficient

χ interpolation weight

c chord

c average chord

Cl lift coefficient

·c denote cosine component

cs lattice speed of sound

Cs Smagorinsky constant

CT thrust coefficient

Ctl tip loss factor

Ctl,% tip loss factor percentage

δ partial derivative

∆Ψ azimuth increment
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dI moving porosity for regularized Lattice-Boltzmann

method (LBM) boundary implementation

∆x grid spacing

e⃗i particle velocity vector in i direction

ϵ force distribution kernel width

ϵmin minimum force distribution kernel width

η distribution kernel function

F external lattice force, e.g. rotor forces

Fi forcing term

fi particle distribution function with velocity in i

feqi equilibrium partice distribution function in i direction

fī distribution function in opposite direction of fi

F physical force term

ftl local tip loss factor

I identity matrix

JCV momentum change per control volume

Jflx momentum flux

·0 denotes mean component

µ advance ratio

µt eddy viscosity

Mx rotor hub moment around x-axis

My rotor hub moment around y-axis
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Nblade number of rotor blades

vi



NBE number of blade elements

Ncell number of cells

Nh number of harmonics

Nh,Ψ number of harmonics in azimuth direction

NΨ number of discrete azimuth positions

ν∗ non-dimensional viscosity

∆p̃ reconstructed pressure from base functions

pij pressure coefficient for Bessel-Fourier coupling

p pressure

Ψ azimuth angle

q number of fi

R rotor radius

r non-dimensional radial coordinate

rrc non-dimensional radial root cut out position

ρ density

s fluid domain scaling factor

ti,s sine coefficient for linear harmonic coupling

·s denote sine component

S stress tensor

t time

τ relaxation time in BGK collision

Θ blade pitch

Θ0 measured blade pitch
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T rotor thrust

Tblade total blade thrust

u velocity

u∗ force adjusted lattice velocity

ub boundary velocity

u∞ free stream velocity

v⃗i inflow velocity

Vtip blade tip speed

wi collision weight for fi

x position

xb boundary lattice node

x⃗BE blade element position

x⃗f lattice node position next to a solid wall

x⃗s lattice node position in the solid wall

·⃗ denotes vector
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1. Introduction

In the field of rotorcraft operations, missions in challenging environments pose operational

hazards for the pilot and the aircraft and demand extensive pilot training. A better under-

standing of aerodynamics and flight dynamics can help to increase operational safety. Es-

pecially scenarios like ship deck landing or rotorcraft-rotorcraft interaction present challenges

that, with the proper modeling, could be made safer and more efficient with the help of simu-

lations.

The dynamics of the rotorcraft in such challenging environments are governed by a multitude

of factors, including aerodynamic interactions, structural dynamics, and the influence of en-

vironmental conditions. Capturing these phenomena accurately with computational models

presents a challenging task due to the nonlinear and unsteady nature of rotor aerodynamics.

One of the primary modeling challenges lies in accurately representing the complex flow phe-

nomena, such as the unsteady wake produced by the rotor blades and their interactions with

the surrounding environment.

computational fluid dynamics (CFD) emerges as a powerful tool for simulating rotorcraft flight

in challenging environments, offering a comprehensive approach to modeling the intricate

fluid dynamics surrounding the rotorcraft. By discretizing the governing equations of fluid mo-

tion and solving them numerically, CFD enables the exploration of flow phenomena at various

spatial and temporal scales. However, achieving high-fidelity simulations with fully resolved

models incurs prohibitive computational costs, particularly for complex rotorcraft configura-

tions and turbulent flow regimes.

To address the computational challenges associated with rotorcraft CFD simulations, there

is a growing interest in employing fast methods that balance computational efficiency and

accuracy. These methods encompass a spectrum of techniques, ranging from simplified

empirical models to advanced reduced-order models and hybrid approaches. By leveraging

these fast methods, researchers aim to accelerate the simulation process while retaining

sufficient accuracy for engineering analysis and design optimization.

The adoption of fast CFD methods holds significant promise for enhancing real-life rotorcraft

operations in challenging environments. By providing rapid insights into the aerodynamic

performance and dynamic behavior of rotorcraft, these methods empower engineers and pi-

lots with valuable information for mission planning, training, and operational decision-making.

Moreover, the ability to quickly assess different design configurations and operational scenar-

ios contributes to the advancement of rotorcraft technology and safety standards.

This thesis aims to explore the accuracy of mid-fidelity modeling of a rotor modeling coupled

with CFD. While the focus lies on the possibilities of a so-called LBM in the context of mid-

1



fidelity modeling, the different rotor modeling approaches will be compared in a simulation

setting that represents the aforementioned challenging flow environments.
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2. State of the Art

2.1 Related Work

The thesis aims at the inflow computation of a rotor with the means of a mid-fidelity represen-

tation and the incorporation of ambient flow conditions in the rotor inflow. The aerodynamic

modeling of a rotor in order to gain insight in rotor behavior has been a research topic that is

pursued since almost a hundred years. As a consequence a wide spectrum of approaches

and solutions for the computation of rotor inflow and the consideration of external flow effects

on the inflow have been derived over the years.

First approaches based on momentum theory assumed the rotor as a continuous disk with a

constant pressure jump that resulted in an immediate inflow velocity [49]. The theory was ap-

plied to hover and forward flight cases but gives not an accurate force and inflow distribution.

An extension was blade element momentum theory (BEMT) where momentum theory and

blade element theory (BET) were combined and allowed a better approximation of the radial

inflow distribution and therefore the radial blade loading [62]. While this improved results it

is still far from accurate and the inflow is still instantaneous and does not allow its usage for

dynamic rotor inputs. This changed with the publication of the first finite state dynamic inflow

model by Pitt and Peters [82]. This model relates transient aerodynamic thrust and moments

to a transient inflow response. However, limitations existed with respect to the linear inflow

representation. The model was further extended Peters and He [81] to include all harmonics

of the radial inflow component and lead to a generalized theory. The model was refined over

the years to include the wake curvature [115]. Further extensions included the incorpora-

tion of ground effect [113] and the effect of swirl [68] for a better power prediction. A good

overview of the timeline was given by Peters [80].

The dynamic inflow models present a good and widely used approach for flight simulation

including maneuvering flight. However, they do not inherently account for disturbances in the

surrounding flow or complex flow phenomena due to blockage effects (except the aforemen-

tioned ground effect). To overcome this drawback a serious of studies was conducted where

a dynamic inflow model was used and the vortex induced velocities were simply superposi-

tioned at the local blade element positions [76, 101, 77]. The aim of these studies was to

deterimne the severity of a trailing vortex encounter of a rotorcraft. The analysis was taken

further and implemented in real-time for piloted studies in [60]. This superposition approach

was also applied to piloted studies for ship airwake encounters [42] and [116]. The advan-

tage of this approach is its straight forward implementation and the high computational speed

that allows real-time pilot-in-the-loop investigations. The major disadvantage is the missing

mutual interaction between the external flow, e.g. the trailing vortex and the rotor wake, which

could significantly alter the results.
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Besides dynamic inflow models, other rotor specific methods to compute the rotor wake and

the resulting inflow have been developed to capture the major phenomena of the wake. Brown

developed a lattice based vorticity conserving formulation of the fluid equations, the vorticity

transport method (VTM) [16, 17]. As the wake is dominated by the trailing blade vortices

this presents a natural description of the wake. A further advantage is the ability to model

mutual interaction with vortex structures to overcome the disadvantage of the superposition

approach. Whitehouse and Brown [104, 105] investigated the validity of this superposition

approach in simulating helicopter dynamics during encounters with vortices from other air-

craft. Their study suggests that simplistic models, assuming a frozen vortex, may adequately

describe rotor response at high forward speeds but overpredict responses at low speeds rel-

evant to airport operations. Low-speed interactions exhibit significant rotor response fluctua-

tions, impacting helicopter handling qualities, potentially negating benefits of reduced mean

loading. The study underscores the complexity of wake interactions and advocates for com-

prehensive experimental validation to accurately assess hazards during low-speed terminal

flight. They further studied interactions between helicopters and fixed-wing aircraft wakes

during takeoff and landing, particularly at low forward speeds and significant ground effect

[106] [18]. Their findings showed that modeling rotor flow in ground effect poses challenges,

with the VTM model showing promise in capturing evolving vortical features. Flow regimes in

ground effect transition as rotor speed increases, influenced by changes in wake vorticity be-

havior near the ground. Preliminary calculations suggested that rotor interactions with aircraft

wakes in ground effect are more severe than in free air due to the ground’s constraining effect

on wake displacement. These findings underscore the complexity of rotor-ground interactions

and highlight the importance of accurate modeling for safety and operational efficiency.

Other vorticity based formulations to compute the rotor wake and the resulting inflow gained

traction over the last three decades. The first where the wake development was not pre-

scribed was the free-wake formulation. The wake region is represented by a series of dis-

crete vortex filaments that are shed from the trailing edge of the blade, which interact with

each other and with the free-stream flow. The strength and position of these vortex filaments

depend hereby on the blade loads [48, 63]. Early work by Bagai and Leishman at Maryland

used a pseudo-implicit formulation for a relaxed wake computation and was used to show pre-

dictive capabilities for single rotors [4] and was later on applied to multi rotor configurations

[3]. The Maryland free-wake was later extended with a time-marching approach by Bhagwat

and Leishman [8] which showed good agreement with transient control inputs. Later work

added additional trailers, not only at the blade tip but over the whole blade span, e.g. [64]

which showed improvement in the results. The success of the free-wake methods lead to

its application not only for rotors in experimental settings but to the application in complex

flow environments such as ship airwakes. Keller et al. presented a progression in that direc-

tion over the years with their framework CHARM. A first study showed real-time capability of

the free-wake method [55] and in principal modeling of rotor interaction with ship structures

and airwake. The ship airwake interaction modeling was further investigated by representing

a CFD computed airwake as a vorticity field and feed this in a region of interest for inter-
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action with the rotor wake [54]. Further research [53] and [52] showed that the CHARM/SI

software module enhances rotorcraft simulations by accurately modeling rotor/wake interac-

tions, particularly in scenarios like vortex ring state and shipboard operations. Developed with

advanced free-vortex rotor wake and fast panel models, it effectively captures physical inter-

actions between rotorcraft and ship airwake flow fields in real-time simulations. Integrated

into the MH-60 Multi-Mission Helicopter simulation, it underwent pilot evaluations, but despite

improvements, it wasn’t deemed necessary to replace existing aerodynamic models for most

scenarios. Besides its usage for isolated rotors and interactional phenomena the method

showed promising results to predict structural loads due to the wake [89, 65], underlining the

capablilty of mid-fidelity models to capture essential effects. These advances showed that a

free-wake model is capable of modeling mutual interaction between environmental flow and

the rotor wake. A drawback so far is the limitation of the region of interest for the mutual

interaction that has to be a fixed reference. In the case of long approaches where strong in-

teraction is expected for the whole approach this increases computational time significantly.

Due to the interconnected vortex filaments of the free-wake method mesh distortion can arise

further down the wake or when strong wake interaction happens. Furthermore, if the wake,

e.g. a vortex line, is ’cut’ by a blade this is a challenging modeling issue. Therefore, a new

wake approach has gained traction that is based on Lagrangian vortex particles without in-

terconnecting filaments, the viscous vortex particle method (VVPM). In this method, the flow

field is discretized into computational particles, each representing a vortex element. These

particles carry properties such as position, strength, and circulation, which determine their

influence on the flow. Unlike traditional vortex methods, which neglect viscosity and treat

the flow as inviscid, the viscous vortex particle method incorporates the effects of viscosity

through additional computations. The particles themselves get shed from the blades accord-

ing to the viscosity distribution over the blade span. More details on the method can be found

in literature, e.g. [107]. He and Zhao [40] conducted a validation study of the VVPM for the

resulting rotor wake and the wake diffusion as well as the rotor response to a dynamic ramp

input of the collective. The findings showed good results and the capability of using VVPM for

rotor simulations. A later study by the authors investigated different speed up methods and

modeled the rotor in ship board operations [114]. However, in this study no mutual wake inter-

action between ship wake and rotor wake was present, but rather an averaged side wind was

superpositioned on the vortex particles. This was resolved by Rajmohan et al. [87] when the

influence of the ship wake on the rotor wake and vice versa was modeled with flux correction

terms in the equations. This approach did not allow for rotorcraft maneuvering as it was only

a loose coupling and could therefore only account for stationary conditions. A tight coupling

approach was presented in [86] where the flux correction takes place every time step. In this

setup a region of interest on whose boundaries the exchange between the ship airwake and

the rotor wake takes place needs to be defined. The size of this region of interest has to

account for the full flight path where the mutual interaction might be critical. This approach

was validated in a further study by Bae and He [2]. Contrary to a fully coupled simulation,

Saetti derived a linearized state space vortex model based on VVPM [90] and applied it to a
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real time simulation of a rotor above a ship deck [91]. The advantage is a high computational

speed that captures the major wake geometry. However, this did not include the ship airwake

interaction nor allowed movement of the rotor. Besides ship deck operations the VVPM is

also used for multi-copter predictions [102] and research tries to model active rotors [57].

The presented vorticity based methods so far have proven to be well suited for the simulation

of rotor wake and use the resulting inflow velocities for the blade aerodynamics. They are

applied in complex environment conditions with mutual interactions and were even used to

conduct pilot-in-the-loop simulator studies. Furthermore, they can be fast since speed up

algorithms are available such as tree-methods or the fast multipole method [103]. However,

they do require the transformation of wake fields that are normally computed with Eulerian

Navier–Stokes based flow solvers to be transformed in an equivalent vorticity formulation.

Therefore, simulation of rotor wake and inflow is still often pursued via ’classical’ CFD, e.g.

grid based Navier-Stokes solvers. While high-fidelity simulations are possible with this ap-

proach, a mid-fidelity representaiton of the rotor in the flow field is often preferred to save

computational time and limit grid requirements.

Early research was done by Chaffin and Berry [20] where they had the need for viscosity in

their wake simulations, thus free-wake or dynamic inflow models were not applicable. Due

to limited computational resources at the time the modeling of blades was not feasible. They

modeled the rotor with an actuator disk method to investigate fuselage downwash. The ac-

tuator disk approach allowed for variation of inflow and thrust over the rotor area in a time

averaged fashion. Boyd and Barnwell [15] and Boyd [14] modeled the rotor with an actuator

disk as well but chose to use it as a correction via loose-coupling to an internal Peters–He

inflow model for the force computation in order to reduce the required time steps in the flow

solver and incorporate the effect of a fuselage below the rotor. They show time averaged

results, but also limited the blade forces to a wedge shaped area of the rotor for unsteady

load and inflow results which were agreeable with measurements. Later studies by Tadghighi

et al. [98, 99] used an actuator disk approach where they either used time averaged quan-

tities or restricted the forcing to the blade position in the disk for rotor fuselage interactions

as well with good results. O’Brien and Smith [74] compared momentum theory actuator disk

against actuator disks with force terms from BET in unsteady and steady conditions and used

blade modeled simulations as a high-fidelity reference. Results showed, that time-averaged

BET actuator disks show good agreement against averaged loads, while unsteady actuator

disks where only the blade section receives source terms is promising for unsteady flow re-

sults. This proofed that while the actuator disk model is simple it can still be usable when fast

computational times are required. Therefore, it is still used in recent years [1] for single rotor

configurations or for multi-rotor vehicles [24, 22, 25]. Barakos et al. [5] proposed different ac-

tuator disk models that do not require BET but rather derive blade forces from first principles.

The results compared against fully modeled blades were promising and could lead to quick

estimates about the rotor wake. While actuator disk approaches provide a straight forward

implementation in the flow solver, grids in the presented methods were often adjusted to the
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circular disk area and included gradual refinement towards the blade tip. In contrast Bludau

et al. [10] used an actuator disk approach on a coarse Cartesian grid that uses a set of linear-

harmonic base functions based on the Pitt–Peters inflow model to reduce grid requirements

and speed up simulation up to real-time inflow computation [13].

However, since time-averaged actuator disks do not provide unsteady data and and unsteady

disks where only the current blade position receives source terms are still limited to 2D dis-

tributions further research extended this to 3D via actuator line or actuator surface modeling.

The actuator line modeling is a commonly used approach for mid-fidelity blade modeling of

rotors in a rotorcraft or wind turbine context, e.g. [96]. The goal of the approach is a more

realistic blade modeling while having reduced computational effort for the study of complex in-

teractional effects. Research in the modeling of actuator lines or surfaces is still ongoing with

respect to the three-dimensional force distribution and the correct inflow sampling to compute

the blade loads. Jha et al. [46] published a set of guidelines for an optimal force distribution

and grid resolution. However, their results were compared against wing and wind turbine

results. They further enhanced their forcing approach by limiting the influence of each blade

section in the flow field [47]. Churchfield et al. [27] proposed a non-isotropic force distribution

to better reflect the actual blade geometry. A similar approach is pursued by Linton et al. [66]

with the actuator surface method. However, in order to get similarity between blade shape

and force distribution a the grid needs a finer resolution than for a pure isotropic forcing kernel

as used in earlier studies. Nevertheless, results proved promising. The second step of this

kind of blade representation is the sampling of the inflow velocity. Due to the forcing a local

flow field disturbance is introduced that does not reflect the flow conditions for which airfoil

tables were obtained. Various approaches were proposed in literature. A commonly used

approach is an integrated average around the forcing position that cancels out the local dis-

turbance [51, 23, 27]. Others propose the sampling at the quarter chord line and correct the

inflow with analytical corrections based on lifting line theory [70]. Another approach to correct

the inflow when sampling from a single location for each blade element is the incorporation

of a vortex particle wake that gets propagated by the flow solution [30, 66]. However, this re-

quires additional computational resources since the vorticity particles have to be stored and

propagated in each time step. While research in the best modeling approach is still ongoing

actuator line models are frequently used in research and a widely investigated phenomena is

again the interaction of helicopters with ship airwakes as was conducted by various authors

[35, 67, 78, 28, 29, 100]. The modeling approach included the simultaneous computation of

rotor wake and ship air wake and thereby the mutual interaction. However, the rotorcraft was

placed in the same grid as the ship and was therefore at a stationary position or the complete

approach path required a fine enough grid to capture the rotorcraft adequately.

The mentioned actuator disk and line approaches are normally used in Navier–Stokes based

solvers that are normally solved via finite volume or finite differences approaches. In recent

years the LBM gained attention with respect to rotorcraft related simulation. While it’s for-

mulation is not based on the Navier–Stokes equations they can be recovered in the weakly
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compressible regime and it can therefore recover all corresponding flow phenomena. Due

to its formulation it is highly parallelizable and leverage the computing power of GPUs. First

attempts for a real-time LBM solver to compute simple flows up to a coarsely resolved ship

wake were conducted by Woodgate et al. [109, 111, 110]. Friedmann et al. [36] and Bludau

et al. [13] used the LBM for a real-time inflow computation and showed encouraging results.

A more recent publication showed the drag predictions of a drone body [75] against a Navier–

Stokes based solver. While results show room for improvement the computational speed gain

was significant. Therefore, further research in the application of the LBM with respect to rotor

inflow computation seems promising.

In summary research has progressed or simultaneously developed a variety of modeling ap-

proaches to capture the rotor inflow and rotor wake. Dynamic finite-state inflow models are

well established and used in flight simulators or in general for flight dynamic investigations.

With the superposition approach they can account for arbitrary environmental conditions, but

still lack the interactional effects between the surrounding flow or obstacles in their vicinity.

Vortex based formulations on the other hand can account for these conditions and are tailored

to maintain the main wake structures while keeping computational efforts lower than regu-

lar CFD. Nevertheless, the incorporation of arbitrary environment conditions is not straight

forward and therefore regular CFD is still employed. To reduce computational run times

mid-fidelity rotor models are used which still give good overall results and are still actively

pursued. With the rise of GPUs being used for computational efforts and the for this hard-

ware well suited LBM research on mid-fidelity inflow modeling with LBM seems a promising

endeavor.

2.2 Research Obejctives

Based on the current state of art this thesis further investigates the application of LBM in the

simulation of rotor inflow, focusing on achieving fast computation times for multi-second flight

maneuvers.

The key objectives of this thesis are:

1. The mid-fidelity representation will be enhanced. The previously used actuator disk

representation will be expanded to account for radial degrees of freedom in the inflow

and thrust modeling. This will be further refined by an implementation of an actuator

line model for the rotor. All results will be compared against the Peters–He inflow model

incorporating superposition when necessary.

2. A further validation of the inflow modeling than [10] will be conducted. In the previous

study comparison against flight test data of a single Bo105 model was made. This work

will extend the validation to the UH60A model as well as compare results against an

experimental rotor. The simulation setup will be evaluated with respect to its capability
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to accurately predict thrust versus power, the lift distribution along the blade, and the

influence of the modeling strategies on accuracy of simulation outcomes. This achieved

by using data from experimental investigations and flight tests. Key parameters such

as the grid resolution will be defined for future usage.

3. The simulation setup is expanded to account for environmental conditions such as am-

bient wind speeds or complex wakes. This extension is used to examine the efficacy

of coupling models in real-world deployment scenarios, namely a isolated vortex en-

counter and flight in a ship airwake, exploring whether the enhanced rotor models justify

their utilization in complex rotor experiments or a simple superposition approach gives

similar results.

By addressing these aspects, the thesis contributes to advancing the efficiency and reliability

of rotorcraft flight simulations and an understanding of mid-fidelity rotor models with the LBM,

thereby facilitating more informed decision-making in aerospace engineering.

In chapter 3 the models and methods used in this thesis are covered. First, section 3.3 ex-

plains the basics of the LBM used for the flow simulation. Second, section 3.2 will detail the

coupling between the flow and the rotor dynamics solver including the extension of the actua-

tor disk and actuator line models. Next, chapter 4 gives an overview of the simulation setups

for the validation cases as well as the application to vortex interaction and ship approach. The

simulations results of the coupling validation are presented in chapter 5. In section 5.1 the re-

sults for the experimental rotor are covered and in section 5.2 the results for the UH60A. The

findings for the applied cases with respect to the differences in the different rotor modeling

strategies are shown in chapter 6. First for the vortex encounter in section 6.1 and then for

the ship approach in section 6.2. A summary of the work done within the scope of this thesis

and the major conclusion can be found in chapter 7. At last chapter 8 gives a brief outlook

regarding potential future research that could advance rotor simulation with the LBM.
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3. Methodology

The present chapter covers the setup of the two-coupled simulation framework and gives

a theoretical overview where necessary. The first section gives a brief introduction to the

Lattice-Boltzmann method that solves a general three-dimensional flow field and the respec-

tive boundary conditions formulations relevant for the rotorcraft simulations. This section also

highlights the details that show the suitability of LBM for GPU computations. The second part

provides a detailed overview of the different coupling approaches investigated in this thesis,

focusing on the mathematical description and details of practical implementation.

3.1 Lattice-Boltzmann method

3.1.1 Governing equations
The Lattice-Boltzmann method (LBM) is a formulation that allows the computational solving of

general flow problems. The underlying idea is that one does not discretize a set of continuum

equations such as the Navier–Stokes equations but rather looks at a microscopic scale with

mesoscopic kinetic equations and derive the macroscopic quantities of the flow from the

current system state [21]. It originated from lattice gas automata [39] that was a method to

model particle kinetics on a discrete lattice with discrete time steps. One important aspect

is the application of simple kinetics, or otherwise, the solution procedure for a real-world

application would not be feasible. The lattice gas automata formulation is based on a discrete

grid with a certain number of boolean states that correspond to a given velocity direction of a

particle. In each time step, the particles move along their direction to the next grid point, and

the boolean state indicates if a particle is present or not. At the lattice location, the scattering

of the particles is computed based on simple kinetics [37]. The following equations and

explanations are meant to give a brief overview of the math behind the LBM and are adapted

from [39] unless stated otherwise. The LBM bases its formulation not on discrete particles

but rather on the distribution of the particle velocities in a discrete direction. The distribution

averages for all directions represent the primitive variables of the LBM. The equation for the

evolution of the particle distribution function fi in its velocity direction e⃗i is given as

fi(x⃗+ e⃗i∆x, t+∆t) = fi(x⃗, t) + Ωi(f(x⃗, t)) (3.1)

with x denoting the position at the current time t, ∆x the grid spacing, ∆t the time step and

Ωi is the collision operator. The distribution in the next time step t +∆t is the distribution of

the current time step fi(x⃗, t) propagated to the next node at x⃗+ e⃗i along its direction e⃗i plus

the collision operator that accounts for the rate of change of fi due to the particle interaction

at the current node. The macroscopic physical quantities better suited to investigate the flow

field are computed with the so-called momenta of the fi. The first momenta being the density
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ρ and the velocity vector u given as

ρ =

q∑
i=0

fi (3.2)

u⃗ =
1

ρ

q∑
i=0

fie⃗i (3.3)

where q is the number of directions, e.g. the number of fi. The collision operator is given by

the Bhatnagar–Gross–Krook (BGK) collision operator presented by [9] as

Ωi = −fi(x⃗, t)− feqi (x⃗, t)

τ
(3.4)

where τ is the relaxation time denoting how fast the particle’s state decays to the equilibrium

state feqi . The equilibrium state feqi is given as

feqi = ρwi

[
1 + 3e⃗i · u⃗+

9

2
(e⃗i · u⃗)2 −

3

2
u⃗2
]

(3.5)

where wi are the collision weights for the corresponding fi. The application of the Chapman–

Enskog expansion shows that the LBM recovers the Naver–Stokes equations in the low com-

pressible regime. The relaxation time τ is given as

τ =
ν∗

c2s
+ 0.5 with τ > 0.5 (3.6)

where ν∗ is the non-dimensional viscosity and cs the lattice speed of sound. Stability analysis

provides the lower bound for tau, where in reality, values close to 0.5 already lead to numerical

instabilities and require additional treatment [21].

From the above equations, two important properties of the LBM can be derived that sets it

aside from other CFD methods, e.g., finite volume method or finite difference method. First,

Equation 3.1 shows that the streaming step, e.g., the convection of flow information, is linear

[21]. In the Navier–Stokes equations, this is a non-linear term. This property simplifies the

streaming to a simple copy of the fi at the end of the time step along their specified direction

to the next lattice point [108]. Second, the BGK collision term is a fully local function with

respect to the information needed. The fact that no neighboring fi are needed allows for a

fully parallel collision step in the LBM simulation.

The first step from the theoretical equations to the application of LBM lies in the choice of

the directions or e⃗i of the fi. The choice has to fulfill certain symmetry criteria [19]. In the

following, the set of e⃗i and the streaming and collision operations are explained for a D2Q9

lattice, meaning a two-dimensional lattice with q = 9. A commonly used three-dimensional

lattice is the D3Q19 shown in Figure 1. In the two-dimensional case, the directions are

along the two axes in positive and negative directions and the diagonals in every quadrant,

plus a 0-th distribution function that stays at the lattice location. A reduced set that could
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Figure 1 Example of the D3Q19 lattice with the fi and their respective e⃗i. The D3Q19 only includes diagonal
e⃗i in the main axis planes, but not diagonal directions to the corners.

(1) (2) (3)

Figure 2 Visualization of collision and streaming in one LBM time step from left to right. Colliding the fi at the
beginning of the time step (1) results in new distributions at (2), which then get streamed to the neighboring

cells (3).

also be used, is the D2Q5, where no diagonal directions are considered. This would lead to

reduced memory consumption and less computational effort as the collision is only computed

for half the populations, but by reducing the set of fi in general, the stability and accuracy

of the simulation is reduced as well [21]. Considering that for a three-dimensional case,

usually q ∈ [15, 19, 27], it is obvious that the memory consumption is far higher than for a

Navier–Stokes-based solver, where only velocity and pressure have to be stored for each cell.

Furthermore, due to the simple computational operations but high memory demand, the LBM

is usually a memory-bound problem, benefiting from hardware with high memory bandwidth

and thus giving the usage of GPUs another advantage. The collision and streaming are

visualized in Figure 2, whereby the magnitude of the arrows indicate the value of fi. The

collision changes the fi distributions, as can be seen by the change in magnitude, but mass

and momentum are retained [39]. The post-collision distributions get streamed along the grid

directions to the neighboring cell. By repeating this step, the evolution of the flow field is

computed.

The basic equations of the LBM and their application are easy enough. The complexity

comes from the handling of the domain boundaries and internal boundaries from objects

and the respective efficient implementation. Besides the basic BGK formulation, there is a
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variety of adjustments and alternative approaches presented in the literature that will not be

discussed in detail here. It should be mentioned that another well-known approach is the

multiple relaxation time (MRT) model, where the collision is not based on the fi but rather on

the momenta with an adjusted τ for each momenta to ensure maximum stability. [59]

3.1.2 Boundary treatment
As common in CFD, the boundary treatment is an important step for a flow simulation to get

meaningful results. The most important boundaries are inlet and outlet boundary conditions

and the treatment of solid walls. Contrary to other other methods, the LBM faces some spe-

cific problems that come from the necessity of the uniform cartesian grid constraints and the

number of degrees of freedom at each lattice point. While the cartesian grid requires special

treatment for solid walls that are not perfectly grid aligned, e.g., straight and along the major

axes, certain boundary nodes require special treatment that is independent of the boundary

type. Depending on the exact node position, e.g., boundary surface, boundary corner, or in

three-dimensional problems, also the boundary edge, a varying number of unknown popula-

tions "stream" into the simulation domain from the outside. This leads to a closure problem as,

in general, more unknowns than equations are present at the node. In general, a boundary

formulation needs certain assumptions in order to close the problem. In the following section,

a brief overview of the most important boundary conditions with respect to the application of

this thesis is given.

Bounce-Back boundary condition

The bounce-back (BB) [41] boundary formulation introduces a no-slip wall boundary with

zero velocity. In this scheme, the particle distribution is reflected by the wall, meaning that

fi is streamed in the opposite direction for the wall node. The BB and modified bounce-

back (MBB) [58] boundary conditions are commonly used in LBM to handle solid walls and

interfaces. These conditions ensure that fluid particles interact correctly with the boundary,

thereby maintaining the no-slip condition. The equation for the BB at the boundary position

xb is

fi(x⃗b, t) = f∗ī (x⃗b, t) (3.7)

with fī being the distribution function in opposite direction of fi and ∗ denoting the post-

collision distribution function.In order to account for a movement of the boundary Ladd [58]

proposed the MBB to account for the additional momentum introduced by the moving wall.

This is achieved by introducing an additional momentum term based on the wall velocity ub
before inverting the particle distribution function

fi(x⃗b, t) = f∗ī (x⃗b, t)−
2ρwi

c2s
u⃗b · e⃗i (3.8)

Application of the bounce-back scheme is straightforward and can be applied to any boundary

node without additional effort. Nevertheless, the simplicity of the formulation is limited to no-
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slip boundaries. He and Zou [41] have shown that the BB and MBB both introduce spurious

velocities near the boundary that can affect results. The treatment of curved boundaries is

possible but not very accurate as it does not account for the varying blockage of the wall cell,

and the solid boundary has to be placed at the midpoints of the lattice to achieve second-

order accuracy. Nevertheless, BB schemes are commonly used for boundaries where a high

accuracy of the flow close to a solid boundary is not of utmost importance.

Extrapolation boundary conditions

The treatment of curved boundary conditions is not adequately solved by BB schemes, but

there are multiple propositions to account for arbitrary curved boundaries. One approach is

the extrapolation of the fluid velocity onto the wall node, thereby estimating the distribution

function streaming from the node x⃗s (see Figure 3). Filippova and Hänel [34] proposed

f∗ī (x⃗s) = (1− χ)f∗i (x⃗f ) + χf∗i (xb) +
2wiρ

c2s
u⃗b · e⃗i (3.9)

for the distribution function f∗
ī
(x⃗s) coming from the wall node by interpolation the fi at the

fluid node x⃗f next to the wall and the fictitious fi at the boundary position xb and χ being the

weight of the interpolation. The boundary distribution function is given as

xf

xb

xw

xff

δ

Figure 3 Depiction of the extrapolation boundary treatment for an arbitrarily shaped solid wall.

f∗i (u⃗b) = wiρf

[
1 +

u⃗bf · e⃗i
c2s

+
(u⃗f · e⃗i)2

2c4s
−
u⃗2f
2c2s

]
(3.10)

with ρf = ρ(x⃗f ) and u⃗f = u⃗(x⃗f ). The velocity u⃗bf and the weighting χ are given as

u⃗bf =
(δ − 1)u⃗f + u⃗b

δ
(3.11)

χ =
2δ − 1

τ
(3.12)
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for δ < 1/2 and

u⃗bf = u⃗f (3.13)

χ =
2δ − 1

τ − 1
(3.14)

for δ ≥ 1/2. Mei et al. [71] gave a more detailed theoretical derivation for the proposition of

Fillipova and Hänel and proposed an improvement with respect to numerical stability. They

adjusted u⃗bf and χ for cases where δ < 1/2

u⃗bf = u⃗ff (3.15)

χ =
2δ − 1

τ − 2
(3.16)

where u⃗ff = u⃗(x⃗ff ) with x⃗ff being one node inboard from x⃗f (see Figure 3). The advantage

of this extrapolation boundary approach is that the geometry is not approximated by a stair of

steps, but rather, the full geometry is taken into account with the partial blocking of a cell by

an obstacle. Mei et al. [71] also showed that in general the results preserve second-order ac-

curacy for the velocity field in space. Nevertheless, the method has restrictions with respect

to numerical stability, depending on δ and the relaxation parameter τ . The disadvantage from

a computational point of view is the necessity to access non-local memory from neighbor-

ing points, thereby increasing memory usage and creating an unfavorable memory access

pattern on GPUs.

Additional solid wall boundary conditions

There are a variety of other approaches to model solid stationary or moving walls in a LBM

simulation that were not used in the works of this thesis. A widely used approach is immersed

boundaries originally proposed by Peskin [79] and adopted for various applications. Contrary

to modifying the particle distribution functions to enforce a certain velocity at the solid bound-

ary, a forcing term is added in the collision step that ensures that the fluid velocity at the

solid boundary corresponds with the wall velocity. The immersed boundary approach is not

a specific LBM solution but is also used in classical CFD, e.g., in rotor simulation conducted

by Linton et al. [67]. Dorschner et al. [32] proposed a boundary condition based on Grad’s

approximation. Hereby, the boundary condition is not imposed on the particle distribution

functions but on the macroscopic quantities such as density and momentum. In general, the

idea is similar to the extrapolation method, which extrapolates the velocity within the solid

boundary from the fluid velocity and the desired wall velocity. Additionally, the corresponding

stress tensor and density are computed to estimate the missing velocity being streamed out

of the wall.

Krause et al. [56] propose a homogenized LBM where the solid wall velocity is given as

u⃗(x⃗, t) = (1− dI(x⃗, t))u⃗f (x⃗, t) + dI(x⃗, t)u⃗b(x⃗, t) (3.17)
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where dI is a function related to moving porosity. This approach defines a porous area around

the solid obstacle and thereby gradually imposes the desired wall velocity. This requires a

fine enough resolution to keep the porous area small but does not require any interpolation of

neighboring node information as the immersed boundary conditions and pressure fluctuations

are reduced [56].

Free outflow boundary condition

An important factor of any flow simulation is the outflow boundary condition. In order to

avoid disturbances of the solution in the area of interest a reflection free boundary formula-

tion should be used. In accordance with previous publications [36, 13, 10], an impedance

boundary formulation developed by Schlaffer [92] was used as an open outflow boundary

condition. The method solves the boundary problem in an integral way instead of differential

form. Without the need for spatial derivatives, the method retains strict locality, which does

not impede parallel performance. It also proved an efficient formulation to handle the impulse

of the rotor and the large gradients at the boundary of the rotor wake. A brief overview of the

approach is given in the following.

The formulation adapts the state of the particle distribution functions within a boundary cell

so that an oncoming momentum flux or pressure sound wave is canceled out. In each time

step, the fi are adapted so that they satisfy

∂J
(t)
CV

∂A∂t
+
∂J

(t)
flx

∂A∂t
= ∓dρ(t)c2s ∓

1

2
ρ(t)

(
du(t)

)2
+ du(t)ρ(t)cs = 0 (3.18)

where represents JCV the momentum change per area in a given control volume and Jflx the

momentum flux due to an incoming pressure wave, ρ is the density, cs the speed of sound,

p is the pressure and u the velocity. Applying a finite differences approach with a lattice time

step of ∆t = 1 leads to the following non-linear equation.

∓
(
ρ(t) − ρ(t−∆t)

)
c2s∓

∓ 1

2
ρ(t)

[(
u⃗(t)x − u⃗(t−∆t)

x

)2
+
(
u⃗(t)y − u⃗(t−∆t)

y

)2
+
(
u⃗(t)z − u⃗(t−∆t)

z

)2]
+

+ sign (dvx) ·
√(

u⃗
(t)
x − u⃗

(t−∆t)
x

)2
+
(
u⃗
(t)
y − u⃗

(t−∆t)
y

)2
+
(
u⃗
(t)
z − u⃗

(t−∆t)
z

)2
·

· ρ(t)cs = 0 (3.19)

Equation 3.19 cannot be solved directly, and a Newton–Raphson iterative approach is em-

ployed. However, the equation shows that only local quantities are needed, providing a

memory-efficient formulation. A drawback of the iterative approach is that the solution time

is not known a priori per time step. While this approach can handle the high gradients in

the wake for an actuator disc approach, stability issues can arise for flows with high temporal

gradients, e.g., rotor wake where blade tip vortices or turbulence is present. In this case, the
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iterative approach might converge very slowly or not at all, leading to numerical instabilities.

In this case, the application of a buffer zone close to the boundary might be favorable, where

the small-scale disturbances are damped and the boundary stability is improved. Additional

information regarding the stability and reflection properties of curved waves can be found in

the respective publication [92].

3.1.3 Applying external forces
The rotor blade forces acting on the fluid and creating the rotor inflow have to be incorporated

in the LBM formulation. This is done with an additional forcing term presented by Guo et al.

[38] and an adjusted u for the computation of feqi in the collision. The respective equations

are

ρu⃗∗ =
q∑

i=0

fie⃗i +
1

2
F⃗ (3.20)

fi(x⃗+ e⃗i∆x, t+∆t) = fi(x⃗, t)−
fi(x⃗, t)− feqi (x⃗, t)

τ
+ Fi (3.21)

Fi =

(
1− 1

2τ

)
wi

[
e⃗i − u⃗∗

c2s
+
e⃗i · u⃗∗
c4s

e⃗i

]
· F⃗ (3.22)

with F as the force due to external forces, u∗ the adjusted velocity and Fi the forcing term.

The formulation of the forcing term shows that the implementation is straightforward and can

be applied directly in the collision step.

3.1.4 Turbulence modeling/Stability
Considering the mentioned stability concerns for the impedance boundary and the fact that

the rotor wake is turbulent the need for a turbulence modeling approach arises. The Smagorin-

sky turbulence model is an established turbulence model in large eddy simulation (LES) sim-

ulations that offers an efficient approach with straightforward implementation to model tur-

bulence in fluid flows. Conceived by Joseph Smagorinsky in the 1960s [95], this model is

based on the concept of characterizing turbulent eddies as unresolved, subgrid-scale struc-

tures within the flow. These structures are modeled using an eddy viscosity, which is akin to

molecular viscosity but dynamically adjusts to local flow conditions.

The fundamental idea of the Smagorinsky model is that the computational grid does not re-

solve the full turbulent scale but only major eddies are represented. Turbulent eddies that are

not resolved are considered subgrid-scale structures. Nevertheless, their effect on the flow

has to be taken into account somehow. At the heart of the Smagorinsky model is the premise

that the turbulent eddies within a flow field are not fully resolvable on the computational grid.

Instead, these eddies are considered subgrid-scale structures, and their effects on the flow

are approximated using an eddy viscosity µt that is given by

µt = (Cs∆s)
2|S| (3.23)

where Cs is the Smagorinsky constant, a parameter that has to be chosen, ∆s is the filter
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width, and S is the stress tensor. In practical applications, the filter width is oven chosen as

the lattice spacing ∆s = ∆x. Expanding the stress tensor magnitude leads to

µt = (Cs∆x)
2
√
2SijSij (3.24)

The eddy viscosity gets evaluated independently for each lattice node in the flow simula-

tion. The selection of Cs depends on the application and can, in general, not be accurately

predicted. While the choice is influenced by factors such as the flow’s Reynolds number,

geometry, and the specific numerical method employed in the application of the rotor simu-

lations, the parameter is chosen to maintain numerical stability. Due to the low viscosity of

air, the LBM is close to its numerical stability limit of τ > 0.5. Therefore, additional viscosity

needs to be added. The value of Cs is chosen appropriately but is around 0.07.

Nevertheless, the Smagorinsky turbulence model is a versatile tool in the field of CFD, offering

a pragmatic balance between computational cost and accuracy in many practical applications.

However, the model has its limitations. It is less suitable for highly complex, unsteady, or wall-

bounded flows, where the turbulence structures are influenced by a wider range of scales. In

such cases, more sophisticated turbulence models or LES, which resolves a broader spec-

trum of eddy sizes, might be more appropriate.

3.1.5 Moving grid - Arbitrary–Lagrangian–Eulerian
The modeling of rotorcraft flight scenarios needs to take into account the motion of the rotor-

craft. A possible approach is moving the rotorcraft with respect to the computational lattice by

an appropriate moving wall boundary condition. This could result in an unfeasible simulation

because the lattice has to account for the full flight path, which could extend multiple hundred

meters. A more efficient solution is keeping the lattice fixed to the rotorcraft and moving the

computational domain itself according to the rotorcraft’s motion.

In the Eulerian formulation, the field is normally represented by a fixed grid that does not track

individual fluid particles through time but rather describes the current state at a given position.

Contrary to that, the Lagrangian formulation follows an individual particle through time. In

solid simulations, a Lagrangian formulation is normally employed, while mesh-based fluid

simulations such as LBM would make it hard for the mesh points to follow individual particles

because of the large resulting mesh distortion. Nevertheless, a deformation or motion, as

in this case, of the simulation domain might be desired. To achieve this, an ALE method is

included in the LBM framework. The ALE approach was originally proposed by [31]. The

idea is that it combines the Eulerian and the Lagrangian approach by allowing independent

particle and mesh movement at the same time (see Figure 4). In the general application this

not only allows for rigid mesh movement but also for mesh deformation. Due to the necessity

of Cartesian grids for the LBM and the goal of the application to match the rigid body modes

of the rotorcraft a deformation of the lattice is not necessary and the ALE approach is limited

to rigid body modes.
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Figure 4 Comparison of Eulerian, Lagrangian and ALE formulation, adapted from [31]. The Lagrangian
approach moves the mesh fixed to the material points, contrary to the Eulerian approach, with the mesh

being fixed in space. The ALE approach allows mesh movement independent from material point movement.

Meldi et al. [73] presented the formulation for the ALE approach in the context of the LBM. A

detailed derivation of the approach can be found in the respective publication. Nevertheless,

a short summary of the approach from an application point of view is given based on the

one given in [73]. At each time step, the new lattice positions x⃗(t + 1) due to the rotorcraft

motion are computed. In general, the position of the lattice nodes for time step t will not

coincide with the new positions. Therefore, the quantities have to be interpolated from the

neighboring nodes to the new lattice position. In order to account for a possible rotation of

the grid with respect to the previous time step, the respective quantities have to be rotated

as well. Because the fi cannot be rotated to the new reference frame, one has to rely on

macroscopic quantities, such as the velocity u⃗ and the stress tensor S. They are rotated from

the lattice frame of the previous time step to the new lattice frame. The distribution functions

are then recovered by

fi = ρwi

[
1 + 3e⃗i · u⃗+

9

2
(e⃗i · u⃗)2 −

3

2
u⃗2
]
− wiρ

τ

c2s
S (cici − I) (3.25)

with I being the identity matrix. Approximately, the macroscopic quantities can also be omit-

ted by directly interpolating the particle distribution functions without the rotational transfor-

mation. This approach is only reasonable if the angular rates are small compared to the rate

of change in flow conditions.
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Figure 5 Influence factors and relevant interfaces on the rotorcraft. Red highlights the main focus of this work.

3.2 Rotor Coupling Interface

This section gives a detailed insight into the formulation of the rotor coupling which is a core

part of the present work. The rotorcraft is influenced by a multitude of factors during flight, but

the motion is dominated by the rotor forces. The rotor forces depend on the pilot inputs, the

current rotor state, and the surrounding flow conditions. Additional factors for the rotorcraft’s

motion are forces due to the lift and drag of the fuselage and the tail rotor. The flow condi-

tions in the vicinity of the rotor are influenced by the rotor downwash due to rotor forces and

environmental conditions such as prevailing wind velocity, gusts, vortex structures present

in the wake of obstacles such as buildings or ships, and the influence of obstacles on the

downwash due to blocking effects. These relations are depicted in Figure 5. The present

work focuses largely on the interface between the rotor and surrounding flow conditions. This

section gives a short introduction to rotor aerodynamics in subsection 3.2.1 and current inflow

modeling techniques in subsection 3.2.2. The inflow coupling modeling is presented in the

next section 3.3.

3.2.1 Rotor Aerodynamics
In order to model the effect of the flow conditions on the rotor forces and vice versa, a model

has to be employed for the rotor aerodynamics. This includes the modeling of the rotor blade

forces due to the flow field and the change in the flow due to the blade forces. The rotor

forces acting on the fluid are dominated by the air loads of the respective rotor blade, and

their computation is crucial for any simulation, including rotor aerodynamics. In the context

of this thesis BET in combination with experimental airfoil data is used to predict lift and

drag forces for the rotor blades. The approach relies on tabulated airfoil data from either

experiments or simulations that provide the lift and drag coefficients Cl and Cd for a given

angle of attack α between the blade airfoil and the flow direction [62]. The angle of attack
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depends on the effective velocity vector u and the airfoil pitch angle Θ (see Figure 6).

U∞

UVi 𝛼

θ

Figure 6 Depiction of angle of attack α depending on the vector of the free stream velocity u⃗∞, the induced
velocity v⃗i and the airfoil pitch angle Θ.

The effective flow velocity vector u can be decomposed and is then given as

u⃗ = u⃗∞ + v⃗i (3.26)

where u∞ is the general surrounding or far-field velocity and v⃗i is the induced velocity com-

ponent due to the acceleration of the airfoil forces acting on the fluid. While u∞ might be

known in advance, the induced component depends on the rotor forces acting on the fluid,

which in reverse depend on v⃗i. Thus, a crucial part is the computation of the inflow in the rotor

disk that includes v⃗i. An overview with regard to the inflow computation is given in the next

section. Assuming that an efficient way is available to compute the overall velocity or use a

given free stream velocity and compute the induced inflow component the BET with 2D airfoil

data provides reasonable results for the blade forces. Nevertheless, this approach assumes

only a purely 2D flow over an airfoil with an infinite span. The BET falls short in the region

of blade root and blade tip, where three-dimensional flow conditions govern the prevailing air

loads, or in the blade midsection where crossflow might occur, which is generally the case

for rotating blades. In this case the lift effectiveness is reduced, resulting in lower generated

lift. In order to achieve accurate results the modeling of this tip loss is paramount. There are

different approaches in the literature that assume a reduced effective rotor area compared to

the real one based on geometric rotor properties [50] or just a fixed 3% as a rule of thumb.

Prandtl [83][7] proposed a tip loss function based on the radial position of the blade element

and the prevailing flow condition with the formula given for a rotor according to [62] as

fTL(r) =
2

π
arccos

(
exp

(
−0.5Nblade(1− r)

vi
Vtip

))
(3.27)

where ftl is the local tip loss factor for the lift component, Nblade is the number of rotor blades,

r is the normalized radial position, and Vtip is the blade tip speed. While these approaches

provide a good estimate in analytical considerations, they have drawbacks in a numerical ap-

plication. The approach where an overall reduced effective rotor area is assumed represents

an integral approach, where along the blade from a certain radial position, e.g. r = 0.97, the

effective lift is set to zero. This discontinuity in the lift distribution poses a problem for cer-
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tain models to compute the inflow component. The approach of Prandtl does not suffer from

this, but can for arbitrary flow conditions where vi ≤ 0 result in no or a non-physical solution.

Therefore, a continuous tip loss approach from the flexible multi-body dynamics code Dymore

[6] is used where the tip loss is given as

ftl(r) = tanh

(
1− r

1− Ctl

)
φ (3.28)

where Ctl is the tip loss factor that represents the parameter similar to the reduction of the

effective rotor area. This approach does not take into account the local flow conditions but

provides a continuous lift distribution along the blade. The corresponding reduced lift area

can be evaluated by integrating ftl over R and multiplying by 100, which gives the effective

tip loss in percent Ctl,%.

3.2.2 Inflow Computation Models
The computation of the rotor or blade forces with BET and the adjustment for a finite blade

is straightforward if the local flow conditions are known. However, the induced velocity com-

ponent (see Equation 3.26) due to the blade forces is not known a priori because of the

interaction between forces and flow. Thus a model for v⃗i has to be employed to close the

modeling gap. This is done with so-called inflow models, which try to model the induced ve-

locity component perpendicular to the rotor disk. In the following, induced velocity and inflow

are used synonymously. This section gives a very brief overview of different approaches that

were developed over time with information about the assumptions and drawbacks.

A very simple approach based on the momentum theory, where a constant inflow over the

whole rotor disk is assumed computed from the integrated rotor thrust T given as (see [62,

50])

vi =
T

2ρA
√
(V cos(αi))2 + (V sin(αi) + vi)2

(3.29)

where αi is the rotor disk angle of attack and V = |u⃗∞|. While this equation, in general,

has to be solved iteratively, direct approximations exist depending on the flight state. This

approach neglects viscous effects, introduced swirl in the rotor wake, and the uniform inflow

is, in general, not a sufficient approximation. A simple non-uniform approximation assumes

linear inflow variation over the disk where the gradient depends on the rotor pitch and roll

moments. For fully non-uniform load and inflow, the combination of BET and momentum

theory leads to blade element momentum theory, where the inflow distribution depends on

the local thrust distribution over the rotor disk. A different approach that is based on modeling

the bound vorticity and the shedding in the wake is vortex theory where the bound vorticity

is used to determine the resulting induced velocities in the rotor wake. An analytical solution

exists for a disk with radially constant bound vorticity and only azimuth variation in forward

flight and, respectively, in hover. Details on momentum theory and BEMT based modeling

can be found in literature, e.g. [62],[49] or [50].
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While these approaches can provide useful estimations for a fixed flight state depending on

the additional consideration of swirl in the rotor wake or cross flow in the disk, they do not

catch the dynamic behavior of the inflow with respect to changes in the rotor forces and

moments. The change in inflow is not immediate but rather has the fluid a certain inertia that

delays the flow response. Thus other models were needed to account for that in order to be

able to model dynamic flight. Most notable are the dynamic inflow models based on potential

theory. Pitt and Peters [82] presented a dynamic finite-state inflow model with the linear inflow

approximation. This was later enhanced by Peters and He [81] where additional degrees of

freedom for the thrust and inflow distribution were included.

Besides the theoretical models, computational models were developed where fewer assump-

tions had to be made with respect to the model, and arbitrary load distributions and blade

forms could be considered. One approach is the discretization of the bound vorticity distri-

bution along the blades, resulting in so-called free-wake methods. In each numerical time

step, the trailing and shed vorticity is placed as a marker in the wake, where the markers

are connected by filaments. The progression of those markers is computed from the mutual

interaction of the filaments according to the Biot-Savart law. The resulting flow velocities at

the blade positions can be used to compute the air loads and respectively bound vorticity by

BET. A disadvantage of this approach is that with developing wake, the grid spanned by the

filaments is distorted, and this can lead to numerical instabilities. An overview of the free-

wake approach is given in [62, 50]. A mesh-free approach for this is the application of vortex

particle methods where, in a similar fashion, shed and trailing vorticity are placed in the wake

in each time step, but the markers represent particles with a given shape and direction [61].

There is no connection between the particles, and therefore, no mesh distortion is present

even further down in the wake. These approaches can be enhanced with a panel method

to account for the airfoil geometry and compute blade lift directly, thereby getting rid of tabu-

lated airfoil data and BET. Nevertheless, drag estimations are not straightforward with panels

[33].

While these numerical methods do account for arbitrary load conditions, they still miss the

possibility to account for arbitrary environmental flow conditions. Homogeneous wind condi-

tions can be taken into account by simply translating the markers with the given speed[55]

. Vortex structures can be modeled as well, as they can be inherently formulated within the

vortex-based methods, and therefore, interaction can be simulated. Nevertheless, the transla-

tion of an arbitrary flow field that is not vorticity-dominated and wall-bound flow in the vorticity

notation is not straightforward forward, and therefore, flight in an arbitrary flow environment

with the respective two-way interaction is challenging.

All of the above modeling approaches, either analytic or numeric, additionally suffer from

limitations with respect to wall-bound flow or obstacles in close vicinity to the rotor. Espe-

cially recirculation effects due to vertical walls and ground or partial ground effect cannot be

inherently modeled with the analytical or dynamic inflow models. There are enhancements

23



available that try to take into account these effects, however, they are not generalizable for

an arbitrary environment. While obstacles can be modeled for free-wake and vortex parti-

cle methods, they do not take into account the viscous effects of the flow close to the wall.

Furthermore, all models cannot take into account arbitrary surrounding flow with the cor-

rect computation of the interaction between rotor wake and surrounding flow. Thus, another

approach has to be chosen that is computationally efficient and does not suffer from these

limitations.

3.3 LBM Inflow Model

The previous section presented various approaches to compute the induced velocity. This

section presents the inflow computation with the LBM method that was partially developed in

this thesis. In general, the LBM does not suffer from the limitations of the previous methods

with respect to the interaction effects between environmental flow and rotor wake or the ef-

fects of wall-bound flow as this is inherently captured (assuming proper modeling) in the 3D

flow simulation. However, the geometric modeling of the rotor blades in the flow simulation

is not possible with the basic LBM formulation as it is restricted to low Mach numbers, and

therefore, the resulting wall velocities of a rotating blade would be too high. Furthermore, the

geometric representation would require fine grid resolution and increase computational effort

significantly. Besides that, the accurate modeling of the curved airfoil shape in a cartesian

model while capturing the boundary layer effect is challenging in LBM. As a result the rotor

model in the flow field is simplified and can be classified in two different approaches in the

context of this thesis. The first modeling approach is an actuator disk (AD) model where the

rotor is represented as a continuous infinitely thin pressure disk in the flow field and the other

is an actuator line (ACL) model where the blades are represented independently by a local

forcing term at the current blade position. In the following, these modeling approaches are

presented in detail.

3.3.1 Actuator disk model rotor model
The AD with an infinitely thin pressure jump over the rotor disk does not account for the effect

of the individual blade but is rather an averaged load distribution with contributions from all

blades at each rotor disk position over a full rotor rotation. Because of the requirement of

a Cartesian grid for LBM the grid cannot be adjusted to a circular shape and therefore the

volume around the lattice nodes has only a partial overlap with the rotor disk (see Figure 7).

For each of the only partially overlapped cells a weighting factor is computed by which the

force applied to the cell is reduced. The computation of the averaged loads can be achieved

by simply simulating the rotor for a full or even multiple rotations, averaging the loading,

and then sending it to the LBM simulation. Nevertheless, this does not allow for a tight

coupling where the exchange happens in every time step (see subsection 3.3.6 for details on

the coupling modes). While a local approach is possible even with a tight coupling, required

memory, and network traffic resources would increase depending on the resolution of the flow

field. The interpolation of the force and inflow values on the fluid grid and blade elements’
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Figure 7 Partial overlap of the grid (black) by the rotor disk area (grey). Partially overlapped cells get a
scaling factor proportionate to the fractional area when forcing is applied.

positions increases computational effort and the coupling time. In order to achieve a fast

evaluation of the force and inflow values on both sides of the coupling while maintaining a

fixed amount of resources, the thrust distribution is approximated by a set of base functions.

The same approach is applied for the inflow, although results showed that this is not generally

feasible for all use cases. In the following, the respective coupling modes for the AD models

are presented.

3.3.2 Linear-Harmonic Coupling
In the linear-harmonic coupling the thrust and inflow distributions are represented with a

Fourier series. This approach was published previously by Bludau et al. [13] and is used

for comparison in this thesis. The thrust T is hereby represented as a function that assumes

a constant pressure jump along the radial coordinate and only varies in a harmonic fashion

in the azimuth direction given as

T (r,Ψ) =

Nh∑
i=0

ti,c cos(Ψi) + ti,s sin(Ψi) (3.30)

where Nh is the number of harmonics, Ψ is the azimuth angle and ti,c and ti,s are the cosine

and sine coefficients for the i-th harmonic respectively. Equation 3.30 shows only depen-

dence on the azimuth position. The coefficients are computed with a Fourier series

ti,c =

∫ 2π
0 Tblade(Ψ) cos(Ψ)dΨ∫ 2π

0 cos(iΨ)dΨ
(3.31)

ti,s =

∫ 2π
0 Tblade(Ψ) sin(Ψ)dΨ∫ 2π

0 sin(iΨ)dΨ
(3.32)
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where Tblade is the total blade thrust. The evaluation of the integral is approximated by a

summation of all azimuth positions for each blade as

ti,c ≈
2

NΨ

Nblade∑
j=1

NΨ∑
k=1

Tblade,j(Ψk) cos(iΨk) (3.33)

ti,s ≈
2

NΨ

Nblade∑
j=1

NΨ∑
k=1

Tblade,j(Ψk) sin(iΨk) (3.34)

with Nblade being the number of blades of the rotor and NΨ the number of discrete azimuth

positions over a full rotor revolution. This harmonic approach does not account for the radial

change of blade air loads but captures the harmonic change of the blade lift over a single

rotor rotation. The number of harmonics should be an integer multiple of the rotor blades

because non multiple harmonics do not significantly contribute to the series.

In the previous works presenting and using this approximation [13, 10, 44, 45] the rotor code

used an inner iteration to compute a full rotor rotation within a single time step and use those

values to compute the coefficients. As this approach is not available in all rotor codes another

approach was derived in the context of this work. The values are dynamically stored in each

time step in a circular buffer, and the coefficients are updated with the respective contribution

of the current time step. When the first full rotation of the rotor is finished, the stored values

are used to subtract the contributions of the previous rotor rotation at the current azimuth

position. This allows changes in the rotor rotational speed, e.g., for run-up or propellers with

RPM control. There are several things that should be noted:

• The coefficients of the first rotation do not provide a physically meaningful solution.

• When the rotor is not in a steady state the solution is not accurate because of periodicity

requirements for the Fourier series. Nevertheless, it is still a valid approximation because

the rotor tends to move towards periodicity faster than compared to the fluid inertia.

• If the azimuth stepping is not constant or does not add up to exactly 360° an error is

introduced. However, considering small azimuth steps of <1° this approach did not show

any significant errors in the application.

• The full rotor force due to a pitch input is delayed by one rotor rotation before it takes full

effect

Depending on the air load distribution and the grid resolution, the forcing in the flow field is

not equal to the total thrust computed directly from the blade loads. Therefore, in each time

step the rotor force is scaled with the ratio of exact thrust to the sum of all fluid force terms.

The exact thrust from the airloads used for the scaling has to be gradually adjusted similar

to the coefficients in order to allow for a smooth increase, otherwise this would introduce

instabilities.
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Contrary to the sampling of the thrust distribution over the full rotor disk, the inflow distribution

can be fully sampled at each time step because the rotor forces are applied over the full rotor

disk in each time step. The representation of the inflow is a constant mean inflow with a

linear variation over the disk. In visual terms, it is a plane with an offset from the ground and

a certain lateral and longitudinal pitch. This approach is inspired by the Pitt–Peters three-

state dynamic inflow model [82]. The flow through the rotor disk by linear approximation is

given as

ui(r,Ψ) = ui0 + uisr sin(Ψ) + uicr cos(Ψ) (3.35)

where ui is the velocity in the i-th direction, ui0, uic, uis are the mean, cosine and sine

coefficients and r is the non-dimensional radial coordinate. The coefficients are calculated

by

ui0 =
1

Ncell

Ncell∑
j=1

uj (3.36)

uic =
4

Ncell

Ncell∑
j=1

ujr cos(Ψ) (3.37)

uis =
4

Ncell

Ncell∑
j=1

ujr sin(Ψ) (3.38)

with uj being the velocity in each cell, Ncell the number of cells within the rotor disk. It

should be noted that thrust and velocity coefficients are computed for all directions, so not

only the induced velocities perpendicular to the rotor disk are captured but also free stream

conditions.

This approach has the advantage that only a small amount of data has to be exchanged,

namely three coefficients for each velocity component and two times Nh coefficients for the

thrust distribution. Furthermore, thrust and velocity can be easily evaluated at any position in

the rotor disk without the need for more costly (higher-order) interpolation. The coefficients

are updated and exchanged each time step although an arbitrary exchange rate could be

used. Nevertheless, this set of functions acts as a strong filter for both radial changes in the

thrust distribution and velocity disturbances less than one rotor radius. While this is consid-

ered sufficient for simulator flight mechanics, accounting for smaller disturbances in airflow

when flying in challenging conditions such as ship landing operations, flight near buildings,

or having interaction of multiple rotors might be necessary. Besides the strong filtering prop-

erties, this approach represents thrust and inflow in an idealized state that is not generally

the case for all rotors. While modern rotors are designed to achieve optimal thrust and inflow

distributions, i.e. uniform load and uniform inflow, this is often not the case with experimental

rotors. This could lead to overly optimistic values for performance prediction when validating

against experimental rotor measurements.
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3.3.3 Bessel-Fourier Coupling
In order to overcome the drawbacks of the linear-harmonic coupling with its strong filter-

ing properties and the idealized representation of both the inflow and thrust distribution an

extension to the linear-harmonic model was derived and presented in [43]. The new Bessel-

Fourier model approximates not the thrust but the pressure distribution of the rotor and uses

an additional set of basis functions in the radial direction. This extension is inspired by the

enhancement of the Pitt-Peters to the Peters-He inflow model presented in Ref. [81]. Con-

trary to the linear-harmonic model, the Bessel-Fourier model does not assume a constant

pressure distribution in the radial direction but rather uses Bessel functions to represent the

radial change. The harmonic part in the azimuth direction is unchanged due to the rotor’s

approximate harmonic behavior. The choice for the Bessel function is due to the fact that

they pose the exact solution for the two-dimensional Fourier series in polar coordinates.

The pressure distribution ∆p̃ reconstructed from the Bessel-Fourier series is given as

∆p̃(r,Ψ) =

Nh,Ψ∑
j=0

Nr∑
i=0

pij,cJ1(j1,ir) cos(Ψj)

+ pij,sJ1(j1,ir) sin(Ψj) (3.39)

where pij are the coefficients, Ji the Bessel function of the first kind with order i = 1 and jj,i
the i-th root to the Bessel function with j = 1. The number of the harmonics in azimuth and the

number of Bessel functions in the radial direction are denoted as Nh,Ψ and Nr respectively.

The cosine coefficient is given as

pij,c =

Nblade∑
k=0

1∫ 2π
0 cos(iΨ)2dΨ

∫ 1
0 J2(j1,i, r)

2dr∫ 2π

0

∫ R

0
∆pk(r,Ψ)J1(j1,ir) cos(Ψj)rdrdΨ (3.40)

with the sin coefficient being determined in the same manner. The integrals are approximated

again in a similar fashion to Equation 3.33 and 3.34. The approximate solution is given as

pij,c ≈
Nblade∑
k=0

NBE∑
l=0

NΨ∑
m=0

1

C

Tklm
2πrlR∆rlR

J1(j1,ir) cos(Ψmj)rl∆rl∆Ψm (3.41)

where NBE denotes the number of radial blade elements, ∆r the span of the l-th blade

element, ∆Ψ the azimuth increment of the respective time step, and R the radius in physical

units. The Bessel functions require J1(1) = 0 and J1(0) = 0. This poses a challenge

when modeling a realistic rotor as the lift-producing part of the blade does not start in the

center due to root cutout rrc and rotor hub but the approximation is for the full disk, e.g.

T (r) = 0∀r ∈ [0, rrc]. While this satisfies the boundary condition at r = 0, the constant

distribution cannot be approximated in a satisfying manner by the Bessel functions or first

order. As a solution, the value at the inner 5% position of the lift-producing part of the blade

28



is linearly extrapolated to zero resulting in

T (r) = T (r5%)
r

r5%
, r ∈ [0, r5%] (3.42)

r5% = 0.05 · (1− rrc) + rrc (3.43)

The approximation for the inflow can be done in a similar manner. Nevertheless, the condition

of J1(R) = 0 makes this approach not feasible for an arbitrary flow state, as non-zero veloc-

ities can prevail even further away from the disk. For the further use of the Bessel-Fourier

model in this work a more general approach was chosen, where the inflow velocities are in-

terpolated onto the current blade element positions for all rotor blades. The interpolation is

done in plane, so no out-of-plane motion of the blades is considered. The interpolation order

can, in general, be freely chosen, although cubic interpolation led to satisfactory results in

preliminary studies and was used as part of this thesis.

3.3.4 Actuator Line Coupling
The ACL modeling pursues a local approach where the effect of the individual blade at its

current position is modeled rather than an averaged influence over the whole rotor disk as

in the AD models. The current blade forces are interpolated onto the fluid grid at the current

blade position. A singular force entry, e.g. for each radial position the LBM forcing term is

applied to a single cell, would lead to numerical instabilities. Therefore, the force terms are

computed from the blade element forces multiplied with a kernel distribution function. The

force term F for an arbitrary cell is then given as

F (x⃗) = −
Nblade∑
i=0

NBE∑
j=0

Tijηij(x⃗) (3.44)

where η denotes the kernel distribution function. There are different definitions present in

literature for η. A commonly used approach in literature (see [96] or [26]) is

ηij(x⃗) =
1

ϵ3π3/2
exp

[
−
(rD
ϵ

)2]
(3.45)

rD = ∥x⃗− ⃗xBE∥ (3.46)

with rD being the shortest distance between the blade element position x⃗BE and the fluid

cell position x⃗ and ϵ being the kernel width. The kernel is of spherical shape, which leads

to an overlap of the contributions from neighboring blade elements to a single fluid cell, and

forcing is applied beyond the blade tip and the blade root depending on the value of ϵ and

the position of the first and last blade element. This is not generally regarded as a problem

concerning simulation accuracy. Nevertheless [47] proposed an actuator curve embedded

(ACE) approach where each cell is only influenced by a single blade element. This is achieved

by computing the shortest perpendicular distance pN between the actuator line, e.g. blade

direction, and a respective fluid cell. Then, only the force term of the blade element closest

to the intersection between the distance vector and blade radial vector is applied to the fluid
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Figure 8 Influence of the kernel width ϵ on the force distribution. The distance d can either be rD or pN .

cell. The restricted kernel is then given by

ηij(x⃗) =
1

ϵ2π∆r
exp

[
−
(pN
ϵ

)2]
(3.47)

with ∆r as the blade element width. Details can be found in the respective publication [47].

This approach ensures that the forcing does not extend beyond the radial direction of the

blade. Both approaches for the kernel are applied in this work and compared with respect to

overall results and stability.

Contrary to the AD methods, there is the additional parameter ϵ. The choice of ϵ determines

the kernel width and, therefore, how smeared the force entry is in the flow field (see Figure 8).

There are various suggestions in literature to choose ϵ accordingly, e.g. [30, 94]. A common

approach is to use a multiple of the grid spacing ∆x to ensure stability independent of the

current resolution of the simulation. As discussed in [70] the distribution kernel introduces a

vortex with a vortex core size depending on the kernel size. This also influences the vortex

core size of the blade tip vortices. Since the resolutions are in general above the estimated

vortex core size of 1̃5% of the blade chord [69, 50], a correct core size is not achievable

anyway and therefore the choice of ϵ within common limits of ϵ ∈ [2∆x...6∆x] is reasonable

[94]. Another approach is the dependency of ϵ on the blade element chord c as presented in

[46], where the ratio between kernel width and chord constant is. They propose the following

for ϵ

c∗ =
4

π
c
√
1− r (3.48)

ϵ∗ = 0.25πAR

(
nmax

∆x

R

)
c∗ (3.49)

ϵ = max(ϵmin, ϵ
∗) (3.50)

where c is the averaged chord of the blade, ϵmin the minimum kernel width with ϵmin > 0
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and nmax and nmin are constants imposing upper and lower limits for epsilon, respectively.

This represents the actual chord distribution with a quadratic approximation, where c has its

maximum value at the blade root and tends to zero at the blade tip. Taking ϵmin into account,

epsilon is not zero at the blade tip, but at its minimum value, this ensures a minimal extension

of the force beyond the blade tip. Considering that the chord variation along a typical rotor

blade is not as significant as for wind turbine blades where this approach comes from, it was

not pursued further. However, it could be easily adapted for blades with strong taper. For the

results in this work ϵ was set to a constant value of ϵ = 5∆x

The inflow sampling is not as straightforward as for the Bessel-Fourier model, where velocities

are simply extracted at the current blade position. As mentioned before the forcing introduces

a vortex along the quarter chord line of the blade. The forming vortex induces an additional

velocity around the blade when sampling the flow velocities for each blade element. This

additional component has to be taken into account for the table lookup, as the angle of at-

tacks for the airfoil data are given without this artificial inflow component. There are different

approaches in literature to account for this [30, 72, 25, 70, 67].

One of the approaches used in this study is derived from the filtered lifting line theory pre-

sented by Martinez-Tossas and Menevau [70]. The authors present an analytical solution for

the induced velocities due to a Gaussian kernel that uses a bigger kernel width than would

be needed for the correct blade tip vortices. The assumption of their approach is that of a

non-rotating blade. The analytical solution is then used to correct the current inflow distribu-

tion and move it towards the analytical one. In short, the procedure can be divided into five

steps. First, for each blade element the bound circulation is evaluated. In the second step,

the derivation of the circulation distribution along the blade is computed. The result is used

in the third step to compute the theoretically induced perturbation velocity component. This

step is done for the optimal ϵ to resolve the tip vortices correctly and the actually used ϵ. In

the fourth step, the difference between the two resulting perturbation velocities results in the

velocity correction increment. Steps one to four are repeated until the correction increment

is converged. In the last step, the correction is added to the sampled inflow velocity. This

approach introduces additional computational overhead, as in every time step, the sampled

velocities have to be corrected with an iterative method, and cost increases O(N2) with the

number of blade elements used. Furthermore, this does not account for the helix-like wake

shape of rotating rotor blades and could lead to divergence for rotating blades. A similar pro-

posal by Dağ et al. (Ref. [30]) included a correction for rotating blades where the rotor wake

shape is taken into account. However, this includes the storage of the trailing vorticity and

the propagation of the vorticity markers according to the flow conditions, i.e. a simplified free

wake solver in the LBM framework. As this includes significant computational overhead the

basic correction from [70] was used as they applied it successfully for a rotating wind turbine

in [97].

As the above approach involves computational overhead and is not guaranteed to converge a
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second, more straightforward approach was adopted from [51, 25], as well. In this approach,

the velocity is not sampled directly at the current blade position but rather as an integral

average of the surrounding velocities. The averaging is done in a circular region around each

blade element with a freely adjustable radius. This approach is not based on mathematical

consideration from lifting line theory, but it uses the fact the vortex-induced velocity profile

is radially symmetric. Using this property a circular average negates the effect of the kernel

induced vortex. The advantage of this approach is its straightforward implementation, and no

assumption about the effect of the blade rotation has been made.

For both approaches concerning the sampling of the inflow velocities for the coupling, the

current blade position and blade flap angle are taken into account, contrary to the AD methods

where a fixed rotor plane is assumed and a possible out-of-plane motion of the blades is not

taken into account.

3.3.5 Superposition Coupling
In order to determine if the LBM provides a better inflow prediction than established models

used in rotor codes, a superposition approach is used for comparison. In this approach,

the inflow is computed by whatever model is available without the influence of surrounding

flow. However, when computing the blade forces, the additional velocity component from

the surrounding flow is extracted from a previously computed flow field at the current blade

position and simply added to the velocity vector used for the computation of the angle of

attack. This approach is a one-way coupling where the surroundings influence the rotor

forces but no effect of the rotor on the surrounding flow is considered. Furthermore, any

information about blocking of the wake due to obstacles is neglected. In the context of this

thesis, the Peters-He [81] inflow model is used with velocity data from the pre-computed flow

fields.

3.3.6 Rotor–Inflow Time Coupling Strategies
The previous sections described the coupling approaches with respect to the inflow compu-

tation and velocity and force representation in the flow field. This section gives an overview

of the coupling strategy with respect to time coupling. There are different approaches for the

two-way coupling with respect to the exchange frequency for inflow and forces. A commonly

used approach is a loose coupling, where the exchange of quantities happens after a steady

state is reached on both sides of the coupling. To give an example for a rotor simulation in

hover with fixed pitch input, one could estimate a mean inflow from momentum theory and

simulate the rotor until thrust and power are converged. The result rotor forces are applied

in the flow simulation until the flow through the rotor disk is steady. The resulting velocities

are sent back to the rotor simulation and the rotor runs until steady state again. This proce-

dure would be repeated until overall convergence is reached. This approach is useful and

provides fast convergence but does not account for dynamic changes of rotor inputs or flow

environmental conditions, e.g. gusts.
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Accounting for dynamic changes on either or both sides of the coupling due to external input

does not allow an exchange rate after reaching a steady state for the flow or the rotor. There-

fore, a tight coupling approach has to be adopted. In this approach, the exchange happens

every time step, although every N steps could be adopted if N∆t is still small with respect

to the dynamic response of either the flow or the rotor. This approach is straightforward: the

current states of the flow simulation and the rotor simulation are exchanged in every (N-th)

time step once, and the simulation progresses until the system reaches a desired end condi-

tion. This allows the simulation of dynamic inputs on the rotor side or unsteady environmental

flow conditions on the LBM side.

The tight coupling can be further enhanced by repeating the exchange with updated values

from both sides in the same time step until both solvers converge within that time step. How-

ever, the iteration process would require solving the time step multiple times, which would

increase the overall simulation time by the number of iterations necessary. Additionally, most

codes do not provide an interface for that kind of iteration and would require major changes.

The additional computing time, together with the required adaption of code, renders this

method unattractive for application.

At last a monolithic approach is possible, where the flow field and the rotor dynamics are

solved within a single set of equations. This is similar to the tight coupling approach with the

internal iteration for each time step, and the caveats of this approach are the same, plus the

additional need to construct a single system of equations that is solved, which does not allow

the coupling of arbitrary codes.

this thesis the tight coupling approach is used, with an exchange of quantities in each

time step.

3.3.7 External field coupling
In order to account for interaction effects between the rotor and the surrounding flow environ-

ment, the flow field has to be obtained for the LBM simulation. One approach would be the

simultaneous simulation of the environment, e.g., a ship’s air wake and the rotorcraft. Besides

the additional cost of the ship air wake computation, this would require the computational do-

main to extend far enough to hold the rotorcraft and ship, including any forerun needed to get

a realistic incoming flow towards the ship. Depending on the initial distance for the rotorcraft

approach, this might require a massive amount of resources. A more efficient approach is

needed where the length of the flight trajectory does not impact the computational speed.

The approach developed in the context of this thesis was previously published in [44] and

extended in [45]. The approach splits the environmental flow field and the computational grid

surrounding the rotorcraft in two independent simulations. The environmental flow field is

computed in advance and the result is stored to be used in the actual rotorcraft simulation.

The computational method used for the advanced computation is not limited to an LBM sim-
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ulation but can be done with any available CFD code suited for the specific physical setup.

The resulting flow velocities are then applied as a velocity boundary condition on the LBM

simulation of the rotorcraft. The application of this approach allows for the minimum com-

putational resources needed for the environmental flow field to capture the desired extent

and fidelity. This procedure enables a two-way coupled simulation between the rotorcraft and

the surrounding flow in the vicinity of the rotorcraft in the LBM simulation. The interaction be-

tween the complete surrounding flow field is just one-way. However, Bludau et al. [12] showed

that the extent of the influence region of the rotorcraft is very limited, and thus, the one-way

coupling at the LBM domain boundary is justified, assuming the domain size is chosen ap-

propriately. In the case of the rotorcraft starting its trajectory outside the precomputed flow

field, consistent ambient flow conditions can be chosen, e.g., ambient free stream velocity,

before entering the precomputed domain during the simulation (see Figure 9).

Figure 9 Different stages of the simulation with an external field (red)) and the rotorcraft simulation domain
(black) from left to right. Starting outside the precomputed field, upon entry, and within the external field (left
to right). The external field contains an obstacle, which is accounted for in the rotorcraft domain upon arrival.

The precomputed external field can either be seen as steady or unsteady. Previous studies

in the context of this thesis [44] and from literature, e.g., [104] show that with increasing flight

speed, a steady, thus not time-resolved field does not deteriorate simulation results. Low-

speed flight does require a time-resolved solution of the external field. Considering that in

low-speed forward flight, the interaction with the same flow structure, e.g., a vortex, evolves

over time, contrary to high-speed forward flight, where the interaction with the same vortex

would be too short to see significant time-dependent evolution of the vortex. Thus, depending

on the flight scenario under consideration, a steady external field could be sufficient, therefore

saving memory resources as only the solution of a single time step is required.

The implementation for the steady flow field is straightforward; the respective solution is

loaded into memory, and the velocity values are extracted from the respective location within

the external field depending on the position of the LBM domain. The extracted velocity val-

ues get applied as the value of the velocity boundary at the border of the LBM domain. The

procedure is similar for the unsteady external field case, where all time steps are loaded into

memory. The respective external field from a time perspective is determined by the simulation

time of the LBM simulation. If the time stepping of the external field solution is coarse with

respect to the relevant time scales of the field, a linear interpolation between two external

field solution files could be implemented to avoid step-wise changes of the boundary condi-

tions in the LBM simulation. Should the memory resources on the GPU not be sufficient to

hold all external field solution steps at the same time, an algorithm was implemented where
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a fixed amount of time step data is loaded onto the GPU and unloaded after their usage.

This loading and unloading is done in a way that runs parallel to the flow computation. This

procedure could be extended to include a loading routine from the hard drive if CPU memory

is not sufficient but was not necessary in the course of this work. It should be noted that in the

case of a rotor-vortex encounter where the vortex is represented by an analytical function, the

external field does not have to be an actual solution file but can be represented by a function

object returning the appropriate values at the requested location. This increases computation

speed and reduces memory usage significantly.

The influence of external obstacles like ships or buildings is taken into account in a similar

manner. For each external field velocity solution a mask file exists where a boolean value

determines if the position is blocked or not. The respective values are read in each time step

for all LBM domain nodes (not just at the boundary) and interpolated onto the LBM grid. If the

value passes a certain threshold, e.g. 0.5, the lattice cell is assumed a solid boundary in the

next time step. With this approach, a ship encounter can be taken into account with respect

to arising blockage or ground effects.

Considering that the interaction with the external field is just one-way, the external field so-

lution cannot be prescribed on all boundaries because the rotor wake could not leave the

computational domain and would severely alter the results. Thus one has to choose the

position of free outflow and velocity boundaries carefully to not obstruct the rotor wake and

get meaningful flow results. Depending on the scenario this might change. The appropriate

settings are given in chapter 4 for each use case.

This external field approach was successfully used by the author for rotorcraft vortex interac-

tion with an analytical external field [44] and a flight path analysis in a wind farm [45] where

steady and unsteady flow solutions of a wind turbine wake were used. Bludau et al. [12]

used this approach for a simplified simulation of the rotorcraft approach on a ship vessel. The

approach can be enhanced by incorporating the fluid stresses as they are an independent

variable in the LBM method as was done by Bludau [11]. In order to reduce the computa-

tional or memory overhead, the equilibrium state for the fi was assumed, and the additional

stress information was not needed in the previous publications. However, in this thesis the

free flight cases with a precomputed ship wake do incorporate the stresses as well.
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4. Simulation setup

This chapter covers the different simulation setups used for the validation of the coupling

methods and the comparison of the inflow models in different flight scenarios with external

flow fields. The Cartesian grid of the flow field has a uniform spacing for the whole domain

for all considered setups in this thesis. The grid resolution is defined as cells per rotor radius

to account for the different rotors used. As the appropriate grid spacing is a parameter to be

determined as part of the validation it will be stated explicitly in the results sections. Due to the

simplicity of the meshing, the setup description is condensed as only the rotor positioning, the

domain size, and the boundary definitions are necessary. The validation cases are compared

against measurements from hover and wind tunnel experiments. The respective hover and

wind tunnel setups are described below, as well as the setup for the flight scenarios.

4.1 Hover

The hover scenarios consist of a cuboid where all boundary surfaces are treated with the

free flow boundary conditions described in section 3.1.2. The rotor is placed in the center

of the cuboid (see Figure 10). The default size of the edge length is six rotor radii in the

x and y-direction and eight rotor radii in the z-direction. The edge length guarantees that

the influence of the boundaries is minimal with respect to the rotor results while keeping

computational times low. In order to avoid upflow in the center region of the rotor where the

rotor hub would be, a spherical solid blockage is placed.

4.2 Wind tunnel

The wind tunnel scenarios consist of a cuboid with a significant extent along the x-direction

(see Figure 11). In the experimental setup, the rotor shaft has an inclination angle or shaft

angle of attack αs depending on the wind tunnel speed. Because the AD models are required

to be grid aligned, the rotor cannot be tilted in the LBM setup. Thus, the wind tunnel is tilted

in the opposite direction to account for the angle of the free stream velocity relative to the

rotor disk. The same procedure is applied for the ACL model although it would not require

any alignment of the rotor to the grid, however, consistency for all models was desired.

In order to avoid reflections from the inclined walls of the wind tunnel, the walls in z+ and

z- directions have a curved slip boundary condition prescribed. The grid-aligned walls in y+

and y- directions use a bounce-back boundary condition. The inlet is a velocity boundary

where the wind tunnel speed is prescribed. The outlet boundary is a free stream impedance

boundary condition. Special care has to be taken for the edges of the inlet and outlet domain

faces, as the conjunction of multiple boundary types can lead to instabilities. Therefore, all

edge and corner nodes were classified as bounce-back nodes. The extent of the domain is 24

36



8R

6R

6R

4R

3R
3R

x

y

z

Figure 10 Hover setup with the rotor placed in the center (not to scale). All boundary faces are free outflow
boundaries.
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Figure 11 Rotor position for the wind tunnel setup. The light gray surface denotes the velocity inlet boundary,
and the red surface denotes the impedance outflow boundary. Dark grey ramps indicate curved slip boundary
treatment, which accounts for a rotor angle of attack. Surface in y-directions as straight slip wall conditions. In

z- and y-direction, the rotor is positioned in the center.

rotor radii in x-direction and twelve rotor radii in y and z-direction. It can not be ruled out that

this might be too small to avoid wall effects of the wind tunnel. Considering the mid-fidelity

approach of the coupling and without any grid refinement capabilities a further extent was not
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Figure 12 Free flight setup with the rotor placed at the center of the domain. Gray faced boundaries (x+,y+,y-
direction) denote velocity boundaries with values prescribed from an external field, the remaining boundaries

are free outflow boundaries. The actual domain size scaling factor s will be determined as part of the
application chapter.

computationally reasonable while keeping the domain size constant for all considered grid

resolutions and maintain comparability of the results.

4.3 Free flight

The setup for the free flight scenarios consists of a cubic where the rotor is placed in the

center (see Figure 12). The edge length has to be determined. The boundaries are a mixture

of velocity and free outflow boundaries. In order to capture the environmental condition,

the boundaries in the x+, y-, and y+ directions are velocity boundaries, and the remaining

boundaries are free outflow impedance boundaries. This is under the assumption that the

main free-stream direction is towards the rotorcraft heading or sideways but not from the

back. The free outflow boundaries in z-, z+, and x- directions allow for an unobstructed wake

in forward flight and hover conditions.
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5. Validation Results

The different coupling modes presented in section 3.2 are validated against experimental

measurements and flight test data from two different rotors. One is an experimental two-

bladed rotor with a teetering hinge and rectangular blades that are assumed stiff [84]. The

simple mechanical setup and the homogeneous airfoil properties, together with the stiffness

assumption, reduce the error sources from the mechanical model. After the validation against

the experimental rotor data the coupling was compared to UH60A rotor results from wind

tunnel measurements [93] and measurements from flight tests [112]. Parts of the following

results have previously been presented in [43] as part of this thesis.

5.1 Experimental Two-Bladed Rotor

The measurements of the experimental rotor in hover are taken from [84] and the rotor is

trimmed to the respective CT values. The measured data from the wind tunnel experiments

are taken from [85]. In this case, the rotor is trimmed to the measured lift and drag values

and zero side force, as stated in the report. The measured quantities include power and lift

measurements, as well as radial pressure distribution. The focus of the validation against the

experimental rotor was to determine the ability of the coupling modes to match measurements

as well as the influence of the variation of the flow field resolution and the tip loss factor on

the results. The findings are later applied to the UH60A rotor simulations in the second part

of the validation study to confirm their portability. The experimental rotor is modeled with two

stiff blades with a radius of R = 2.32m and a central teetering hinge. The blade pitch input

is realized directly at the blade and is thus an idealized input without any bearing clearances

or pitch link deformations. The investigated coupling approaches include both AD models,

as well as the ACL model with the spherical kernel and the integrated inflow sampling, the

spherical kernel with the inflow correction and the restricted kernel with the integrated inflow

sampling (see subsection 3.3.4). Preliminary studies showed that the restricted kernel with

the inflow correction did not converge and results could not be used for the validation.

5.1.1 Hover results
Linear-harmonic coupling model

In the following, the results for the linear-harmonic coupling model are presented. The power

predictions for the LBM inflow computation using the linear-harmonic coupling model are de-

picted in Figure 13. The model predicts an up to ~28% higher power consumption in compar-

ison to the measurements for the lowest CT . The predicted power decreases with increasing

CT until it is below the actual measured power. A slight upward trend is seen for the highest

CT . An explanation for this trend is not possible due to the lack of additional experimental

data such as airfoil drag along the blade or velocity measurements in the downwash. The

influence of Ctl,% on the power is low, with differences in the low single-digit percentage.
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However, the resolution shows a visible influence on the power results with differences of up

to 10% between the lowest resolution of 16 cells per radius and 80 cells per resolution. The

power results show grid convergence for 64 cells per radius. In general, the power predictions

are within a 15% error bandwidth except for the lowest CT or within 10% if the simulation uses

at least 64 cells per radius.
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Figure 13 Power error of the linear-harmonic coupling for the experimental rotor compared to measurements.
The results show the variation of the flow field resolution in combination with a variation of the effective tip

loss factor Ctl,%. Experimental reference data is taken from [84].

The inflow distribution for the linear-harmonic case is exemplary shown for the measured pitch

input Θ0 of 3.0° and 9.2° cases in Figure 14 and Figure 15 which correspond to the lowest

and highest CT measurements, respectively. Due to the restriction of the base functions

(see Equation 3.35), the inflow is represented by a constant value for a symmetric inflow

distribution that is the result of an AD in the hover condition. An increase in CT , which

corresponds to the increase in Θ0, only increases the magnitude of the inflow as is to be

expected. The influence of the flow field resolution is visible with grid convergence being

achieved at around 64 cells per radius. The tip loss, in turn, plays a minor role in the inflow

distribution. This is in accordance with the power results for the linear-harmonic model as

shown before. The influence of Ctl,% is low because the thrust distribution in hover is constant

for the linear-harmonic model and the overall thrust is the same for all Ctl,% as per trim

condition. A higher CT or Θ0 only increases the inflow magnitude but does not impact the

results otherwise.

The lift distribution for both trim states (see Figure 16 and Figure 17) do not show a significant

change with respect to the resolution. The effect of the tip loss, on the other hand, is visible

40



0.2 0.4 0.6 0.8 1.0

Radius [-]

4.5

4.6

4.7

4.8

v i
[m

/s
]

Θ0 = 3.0

CTL,% = 11.1%

CTL,% = 8.3%

CTL,% = 5.5%

CTL,% = 4.2%

16.0 cells/R

32.0 cells/R

64.0 cells/R

80.0 cells/R

Figure 14 Radial inflow distribution computed by the linear-harmonic inflow model, with variations in Ctl,%

and flow field resolution at Θ0 = 3.0.
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Figure 15 Radial inflow distribution computed by the linear-harmonic inflow model, with variations in Ctl,%

and flow field resolution at Θ0 = 9.2.

with a higher tip loss reducing the peak magnitude outboard on the blade and a higher Ctl,%

moving the peak further inward. This is in accordance with the impact of the tip loss function

formulation and the constant inflow distribution. The constant inflow distribution in radial

direction leads to the given shape of the thrust distribution which is the same for all simulations

with the same tip loss. The fact that all simulations trim the rotor thrust the lift amplitudes of

the distribution must be independent from the flow field resolution to ensure the same overall

thrust. The angle of attack is negative in the inner blade section as the averaged inflow is

higher than it would be in reality, which leads to negative lift values inboard of the blade.
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Furthermore, the lift distribution cannot follow the shape of the experimental measurements.

Thus the lift is overpredicted outboard of the blade and underpredicted inboard. Overall, the

deviation of the lift distribution is significant for all hover trim states. The only influence is the

tip loss to adjust the outboard peak towards the experimental measurements. Combining the

influence of the tip loss and the fact that the lift distribution is the same for a given tip loss

independent of resolution while the inflow amplitude changes with a given resolution but not

the tip loss leads to the assumption that the blade pitch input must be dependent on both tip

loss and resolution.
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Figure 16 Radial lift distribution computed by the linear-harmonic inflow model, with variations in Ctl,% and
flow field resolution at Θ0 = 3.0. Experimental reference data is taken from [84].
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Figure 17 Radial lift distribution computed by the linear-harmonic inflow model, with variations in Ctl,% and
flow field resolution at Θ0 = 9.2. Experimental reference data is taken from [84].
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Comparing the predicted blade pitch angle Θ with Θ0 underlines this assumption and the

results show the same trend as the power predictions. The input overshoots experimental

measurements for the low pitch experiments and underestimates the required pitch for the

higher pitch input measurements. The influence of fluid grid resolution and tip loss is visible

with lower resolution and higher tip loss leading to higher Θ, which is in accordance with the

power predictions. From a physical perspective, the results look plausible.
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Figure 18 Predicted pitch input Θ required for CT trim compared to measured pitch input Θ0 for different
Ctl,% and flow field resolution. Computed with the linear-harmonic inflow model in hover condition.

Experimental reference data is taken from [84].

Bessel-Fourier coupling model

The Bessel-Fourier coupling model predicts an up to ~27% higher power consumption in

comparison to the measurements for the lowest CT (see Figure 19). The predicted power

decreases with increasing CT until the last measured CT where a slight upward trend is

visible. For the lowest CT and a resolution of 64 cells per radius, the results show an outlier,

which will be addressed later. Higher resolutions and lower Ctl,% did not converge for this

trim state, which will be discussed with the inflow and lift results. The variation due to Ctl,%

increases with increasing CT with a higher tip loss leading to a higher power consumption.

This is to be expected since a higher tip loss leads to a reduced blade lift in the tip region, and

therefore, a higher pitch input at the blade is needed to reach the trim values. The increase

in the blade pitch comes with an increase in the blade profile drag. The influence of the

resolution is negligible except for the gap between the resolution of 16 cells per radius and

the rest of the results. For higher resolutions, the overall variation of the predicted power is

within a 5% bandwidth. Grid convergence is reached with 64 cells per radius which is the
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same as for the linear-harmonic coupling case.
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Figure 19 Power error of the Bessel-Fourier coupling for the experimental rotor compared to measurements.
The results show the variation of the flow field resolution in combination with a variation of the effective tip

loss factor Ctl,%. Experimental reference data is taken from [84].

The inflow results (see Figure 20 to Figure 22) are shown for a subset of Ctl,% for clarity.

Contrary to the power results, the inflow distribution for the low CT case (Θ0 = 3.0°) shows

a clear influence of the resolution with increasing numerical instabilities at the inner blade

section starting from the blade root. The instabilities are already visible with a resolution

of 32 cells per radius. For lower Ctl,% the simulation did diverge and results are therefore

not shown. The cause of this instability is a combination of the flow conditions at the blade

root, the influence of the simplified hub representation, and the approximation with Bessel

functions.

In general, the load at the blade root for an untwisted rectangular blade is low and results in

low induced flow velocities. In the simulation, the blade root vortex is not resolved because

of a lack of cells due to the cartesian grid. The spherical hub shape additionally introduces

disturbances in the flow that are significant with respect to the induced flow velocity. Thus

a low flow velocity with potential upflow regions and disturbances is sent to the mechanical

solver computing the air loads of the blade. Considering the low blade speed at the blade

root, small changes in the inflow have a significant influence on the angle of attack and on the

blade loads in that section. The approximation of the Bessel functions due to the finite amount

of shape modes used always introduces errors with regard to the amplitude and phase of the

inflow representation. This phase error is then introduced in the flow field. As a result, sinks

and heaps of the inflow distribution are not in phase with the resulting load distribution and
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can build up to instabilities. The flow grid acts as a filter, so with coarser resolution those

errors are filtered out when the force is introduced in the flow. Thus the lowest resolution

does not show signs of instabilities. With increasing thrust and resulting increasing inflow

velocity at the inner section the instabilities move to higher resolution (see Figure 21) or

vanish completely (see Figure 22). The lowest tip loss with the highest resolution was still not

achievable.
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Figure 20 Radial inflow distribution computed by the Bessel-Fourier inflow model, with variations in Ctl,%

and flow field resolution at Θ = 3.0. Only results for the highest and lowest Ctl,% are shown. Cases not
shown for these parameters did not converge.
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Figure 21 Radial inflow distribution computed by the Bessel-Fourier inflow model, with variations in Ctl,%

and flow field resolution at Θ = 4.5. Only results for the highest and lowest Ctl,% are shown. Cases not
shown for these parameters did not converge.

In general, the inflow follows a linear profile with a sharp drop in the blade tip region due

to the steady disk vortex at the boundary of the AD. The peak position and the steepness

of the drop are influenced by the tip loss factor where a smaller tip loss leads to a higher
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Figure 22 Radial inflow distribution computed by the Bessel-Fourier inflow model, with variations in Ctl,%

and flow field resolution at Θ = 9.2. Only results for the highest and lowest Ctl,% are shown. Cases not
shown for these parameters did not converge.

and later peak and a sharper drop. The influence of the resolution is also visible where

a higher resolution pushes the drop further outboard. Considering the dependence of the

AD boundary vortex size on the resolution this is a reasonable behavior. Furthermore, grid

convergence is reached at around 64 cells per radius. As expected the general shape is the

same for all trim conditions, except at the root where the low resolution pushes the initial rise

outboard. This is due to the approximated blockage of the hub with few cells that partially

blocks the lift-producing part of the blade because of the coarse resolution.

The radial lift distribution for the 3.0° trim condition is not plausible with the numerical stability

issues starting with the first grid refinement stage (see Figure 23). The results for Θ0 = 4.5°

show the beginning of the instabilities inboard of the blade. For the midsection between

r = 0.5..0.85, the results match the experimental values very well, independent of grid res-

olution and the tip loss factor. These two parameters have a visible impact on the blade tip

region. The tip loss has a strong influence on the peak position. Both the tip loss and the

fluid grid resolution have a significant impact on the peak magnitude. The slope in the mid-

section is not exactly represented by the approach with an overshoot of the predicted lift at

the measurement point at 0.75R. A lower Ctl,% matches the inner slope better but overshoots

the measured lift at the blade tip significantly. The results for Θ0 = 9.2° show the same

trends excluding instabilities. The results for that trim case also show that the influence of an

increased flow resolution from 64 to 80 cells per radius is negligible. The lift results show that

an overall match of the lift trend is possible but not completely. Results show that a compro-

mise between matching the midsection of the blade and the tip values is necessary. Higher

Ctl,% improves the stability of the simulations and leads to grid convergence with respect to

the flow resolution at 64 cells per radius.

Comparing the blade pitch angle with measurements (see Figure 26) the results show the
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Figure 23 Radial lift distribution computed by the Bessel-Fourier inflow model, with variations in Ctl,% and
flow field resolution at Θ = 3.0. Only results for the highest and lowest Ctl,% are shown. Cases not shown

for these parameters did not converge. Experimental reference data is taken from [84].
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Figure 24 Radial lift distribution computed by the Bessel-Fourier inflow model, with variations in Ctl,% and
flow field resolution at Θ = 4.5. Only results for the highest and lowest Ctl,% are shown. Cases not shown

for these parameters did not converge. Experimental reference data is taken from [84].

same trend as the power predictions. The input overshoots experimental measurements for

the low pitch experiments with the lowest resolution. The results of the other resolutions seem

plausible, but considering the instabilities they cannot be used. For all other trim states the

influence of fluid grid resolution and tip loss is visible with lower resolution and higher tip loss

leading to higher predicted blade pitch, which is in accordance with the power predictions.

The results are in accordance with expectations from physical reasoning. All results are

within an error margin of maximum 1° with the margin increasing with increasing CT .
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Figure 25 Radial lift distribution computed by the Bessel-Fourier inflow model, with variations in Ctl,% and
flow field resolution at Θ = 9.2. Only results for the highest and lowest Ctl,% are shown. Cases not shown

for these parameters did not converge. Experimental reference data is taken from [84].
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Figure 26 Predicted pitch input Θ required for CT trim compared to measured pitch input Θ0 for different
Ctl,% and flow field resolution. Computed with the Bessel-Fourier inflow model in hover condition.

Experimental reference data is taken from [84].

Actuator line with spherical force kernel

The ACL coupling using a spherical force kernel shows a downward trend for the error in the

power prediction (see Figure 27). The model predicts an up to ~25% higher power consump-

tion in comparison to the measurements for the lowest CT . The predicted power decreases

with increasing CT until the last measured CT where a slight upward trend is visible, similar to

the previously discussed AD models. The variation due to Ctl,% increases with increasing CT
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with a higher tip loss leading to a higher power consumption. The influence of the resolution

is visible for all trim states but the variation increases with increasing CT . There is a distinc-

tive gap between 32 and 64 cells per radius. Lower resolutions were not considered as they

defeat the purpose of a concentration of the blade force around the current blade position. An

increase in CT leads to an increasing underestimation in the power consumption. Overall the

power is within an error bandwidth of +/-15% except for the lowest CT . As described in [70]

and subsection 3.3.4 the correct kernel size is way below a reasonable grid resolution. Using

ϵ = 5∆x leads to a dependence of the kernel size on the resolution and true grid conver-

gence is not achieved. However, changes in power are small between the higher resolutions

considered and deemed sufficient to speak of grid convergence.
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Figure 27 Power error of the ACL coupling mode with a spherical force kernel for the experimental rotor
compared to measurements. The results show the variation of the flow field resolution in combination with a

variation of the effective tip loss factor Ctl,%. Experimental reference data is taken from [84].

The inflow distribution of the actuator line with the spherical force distribution kernel shows

stable results for all trim conditions independent of the flow grid resolution. Figure 28 depicts

the inflow for the Θ0 = 3.0° case. It shows the linear rise in the inflow velocity for all tip loss

values and flow resolutions. The highest resolution of 100 cells per radius deviates slightly at

the blade root from the other simulations but this is negligible considering the impact of the

root forces on the overall trim. The results show that with increasing resolution the inflow peak

moves towards the blade tip with a clear distinction of the lowest considered resolution of 32

cells per radius. A coarser resolution was omitted as the minimum kernel width of the force

distribution depends on the resolution and the forcing would be smeared in such a way that

the ACL approach would tend towards an AD approach. For resolutions finer than 32 cells

per radius, there is a distinct inflow peak at around 0.85R, depending on the parameter set.

49



Before the rise to the inflow peak, there is a flattening of the inflow gradient, leading even to a

small decline for CTL,% = 4.2% and 100 cells per radius resolution. This phenomenon comes

from a secondary vorticity structure inboard of the blade tip vortex that increases in strength

with finer resolutions and reduced tip loss factor (see Figure 29, Figure 30 and Figure 31).

The results for the trim conditions with a higher CT do not show the deviation of the highest

resolution of 100 cells per radius at the blade root. The overall shape of the inflow is the same

as is to be expected for hover with only a change in inflow magnitude. The findings for the

effect of the tip loss and the resolution towards the blade tip stay the same, except that the

effect of the secondary vorticity structures is diminishing with increasing CT .
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Figure 28 Radial inflow distribution computed by the ACL inflow model with spherical force kernel, with
variations in Ctl,% and flow field resolution at Θ = 3.0. Only results for the highest and lowest Ctl,% are

shown.

Figure 29 Vorticity contour for the ACL with spherical force kernel in hover and Θ0 = 3.0°, CTL,% = 4.2%

and 64 cells per radius. The plane is perpendicular to the rotor plane at Ψ = 0°. Blade direction is along
positive x-direction. The left side shows part of the spherical hub approximation.
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Figure 30 Vorticity contour for the ACL with spherical force kernel in hover and Θ0 = 3.0°, CTL,% = 4.2%

and 100 cells per radius. The plane is perpendicular to the rotor plane at Ψ = 0°. Blade direction is along
positive x-direction. The left side shows part of the spherical hub approximation.

Figure 31 Vorticity contour for the ACL with spherical force kernel in hover and Θ0 = 3.0°, CTL,% = 11.1%

and 100 cells per radius. The plane is perpendicular to the rotor plane at Ψ = 0°. Blade direction is along
positive x-direction. The left side shows part of the spherical hub approximation.

The lift distribution for the Θ0 = 3.0 case is depicted in Figure 33. The trend and magnitude

are reasonable for all parameter configurations. At the blade root, the highest resolution of

100 cells per radius shows a slight deviation from the other simulations, which is in accor-

dance with the inflow drop visible in Figure 28. The midsection of the blade from 0.30R to

0.75R is well-met for all configurations. In the outer section, the influence of the resolution

and the tip loss factor becomes visible. A lower tip loss leads to a more outboard and higher

peak. A higher resolution results in an increasing dent between 0.80R and 0.90R. The dent

is due to the aforementioned secondary vorticity structure and its influence on the local inflow

velocity. Considering the shape of the lift distribution, the strong gradient inboard of the lift

peak leads to a strong trailing vorticity that gives a physical explanation of the formation of the
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Figure 32 Radial inflow distribution computed by the ACL inflow model with spherical force kernel, with
variations in Ctl,% and flow field resolution at Θ = 9.2. Only results for the highest and lowest Ctl,% are

shown.

secondary vorticity structure seen in the flow field. As for the inflow, its effect diminishes with

an increasing CT for the lift distribution. Nevertheless, the coupling approach is able to cap-

ture the lift slope between the measurements at 0.75R and 0.85R (see Figure 34) showing

that the flow phenomena are reasonable.
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Figure 33 Radial lift distribution computed by the ACL inflow model with spherical force kernel, with variations
in Ctl,% and flow field resolution at Θ = 3.0. Only results for the highest and lowest Ctl,% are shown.

Experimental reference data is taken from [84].

Comparing the blade pitch angle with measurements (see Figure 35) the results show the

same trend as the power predictions. The input overshoots experimental measurements for

the low pitch experiments with the lowest resolution. For all trim states the influence of fluid

grid resolution and tip loss is visible with lower resolution and higher tip loss leading to higher

predicted blade pitch, which is in accordance with the power predictions. The results are in
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Figure 34 Radial lift distribution computed by the ACL inflow model with spherical force kernel, with variations
in Ctl,% and flow field resolution at Θ = 9.2. Only results for the highest and lowest Ctl,% are shown.

Experimental reference data is taken from [84].

accordance with expectations from physical reasoning. All results are within an error margin

of a maximum of 1.2° with the margin increasing with increasing CT . The spread between

different parameter sets for the same CT increases, showing the strong effect of Ctl,% and

the significance of the lift distribution outboard on the blade.
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Figure 35 Predicted pitch input Θ required for CT trim compared to measured pitch input Θ0 for different
Ctl,% and flow field resolution. Computed with the ACL inflow model with spherical force kernel in hover

condition. Experimental reference data is taken from [84].
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Actuator line with restricted force kernel

The ACL coupling using a restricted force kernel shows a downward trend for the error in the

power prediction (see Figure 36). The model predicts an up to ~18% higher power consump-

tion in comparison to the measurements for the lowest CT . The predicted power decreases

with increasing CT until the last measured CT where a slight upward trend is visible, similar

to the previously discussed AD and ACL models. The variation due to Ctl,% increases with

increasing CT with a higher tip loss leading to a higher power consumption. The influence

of the resolution is visible for all trim states but the variation increases with increasing CT .

There is a distinctive gap between 32 and 64 cells per radius. An increase in CT leads to an

increasing underestimation in the power consumption up to -22%.
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Figure 36 Power error of the ACL coupling mode with a restricted force kernel for the experimental rotor
compared to measurements. The results show the variation of the flow field resolution in combination with a

variation of the effective tip loss factor Ctl,%. Experimental reference data is taken from [84].

The inflow distributions of the actuator line coupling with the restricted force distribution kernel

for the lowest and highest CT trim conditions are used exemplary (see Figure 37) as higher

CT cases show the same properties. In general the inflow shows a linear increase with a

peak inflow at around 0.85R where the exact peak location is influenced by the tip loss and

the resolution of the flow simulation, whereas the effect of the tip loss is stronger. A higher tip

loss and lower resolution lead both to a more inboard peak. Nevertheless, the effect on the

position is within 0.05R and the influence on the peak magnitude is negligible. This coupling

approach shows instabilities for the highest considered resolution of 100 cells per radius

independently of the trim condition. The cause for this instability could not be determined

neither from the flow data nor the results for rotor loads and inflow data.
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Figure 37 Radial inflow distribution computed by the ACL inflow model with restricted force kernel, with
variations in Ctl,% and flow field resolution at Θ = 3.0. Only results for the highest and lowest Ctl,% are

shown.

The lift distribution is depicted in Figure 38 and Figure 39. Besides the occurring numerical

instabilities for 100 cells per radius resolution the slope and trend of the experimental mea-

surements are well met. With a lower tip loss factor the measurements are underpredicted in

the blade mid section and the measurement at the 0.95R station is overshot as the decrease

of the lift curve sets on too late. This is greatly improved with an increased tip loss factor

where the match is better for the blade mid section and the most outboard measurement.

Furthermore, the results do not change significantly between 64 and 80 cells per radius flow

grid resolution. As mentioned before the cause of the instabilities could not be determined,

but did not arise from flow instabilities due to high resolutions.
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Figure 38 Radial lift distribution computed by the ACL inflow model with restricted force kernel, with variations
in Ctl,% and flow field resolution at Θ = 3.0. Only results for the highest and lowest Ctl,% are shown.

Experimental reference data is taken from [84].
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Figure 39 Radial lift distribution computed by the ACL inflow model with restricted force kernel, with variations
in Ctl,% and flow field resolution at Θ = 9.2. Only results for the highest and lowest Ctl,% are shown.

Experimental reference data is taken from [84].

The trimmed pitch input values compared to the experimental measurements are shown in

Figure 40. The influence of the tip loss is visible, with a higher tip loss requiring a higher

pitch input, as is to be expected. While the pitch input is overpredicted for Θ0 = 3.0° it is

underpredicted for Θ0 > 4.5°. For the later cases, a higher tip loss is beneficial to reduce the

error compared to measurements. The results for the pitch predictions are consistent with the

power predictions, where a higher predicted pitch corresponds to higher power consumption.
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Figure 40 Predicted pitch input Θ required for CT trim compared to measured pitch input Θ0 for different
Ctl,% and flow field resolution. Computed with the ACL inflow model with restricted force kernel in hover

condition. Experimental reference data is taken from [84].

56



Actuator line with inflow correction

The last actuator line coupling model is a spherical kernel function where the sampled in-

flow is corrected by adjusting the inflow incrementally towards the expected value when the

resolution would permit an optimal kernel size (see subsection 3.3.4). The results show a

downward trend for the error in the power prediction (see Figure 41). The model predicts an

up to ~28% higher power consumption in comparison to the measurements for the lowest CT .

The predicted power decreases with increasing CT until the last measured CT where a slight

upward trend is visible, similar to the previously discussed AD and ACL models. The variation

due to Ctl,% is negligible and independent of CT . The influence of the resolution is visible for

all trim states but the variation increases with increasing CT . There is a distinctive gap be-

tween 32 and 64 cells per radius. An increase in CT leads to an increasing underestimation

in the power consumption up to -5%.
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Figure 41 Power error of the ACL coupling mode with inflow correction for the experimental rotor compared to
measurements. The results show the variation of the flow field resolution in combination with a variation of the

effective tip loss factor Ctl,%. Experimental reference data is taken from [84].

The influence of this correction can be seen in Figure 42. The inflow at the blade root is

adjusted so that it tends toward zero. In the blade mid-section, there is a linear increase of the

inflow, as is to be expected and flattens out at around 0.8R. The effect of the inflow correction

is visible after this first peak where the inflow does not continuously tend towards zero but

increases again at around 0.9R until 0.95R and then drops towards zero. The position of

this second peak is the same for all resolutions and tip loss factors. The flow grid resolution

influences the second peak’s amplitude but not its location. The tip loss has a strong effect

on the dip between the first and the second peak. The inflow trend due to the correction

does not seem plausible. A possible explanation is that this approach was derived from the
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lifting line solution of a wing and not from a rotating blade. Grid convergence could not be

achieved within the considered resolutions. While grid convergence could occur at higher

resolutions it would defeat the purpose of a fast mid-fidelity approach and were therefore not

further investigated. The results for higher CT show the same trends.
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Figure 42 Radial inflow distribution computed by the ACL inflow model with inflow correction, with variations
in Ctl,% and flow field resolution at Θ = 3.0. Only results for the highest and lowest Ctl,% are shown.

The lift distribution for Θ0 = 3.0° is depicted in Figure 43. The influence of tip loss and reso-

lution is visible. The reduced tip loss leads to higher lift peaks and a stronger curvature in the

blade mid-section. The same behavior is visible with respect to the resolution. Considering

that the tip loss influenced the dip between the two peaks of the inflow distribution this is only

plausible. Overall, the lift measurements are well met, especially in the blade midsection.

The measurement at 0.85R could be better matched with a higher resolution and lower tip

loss, but this leads to worse results at the measurement at 0.95R and vice versa. However,

the measured trend is visible, and the results are within a reasonable error bandwidth. The

lift results show little differences between 64 and 80 cells per radius, whereas 32 cells per

radius differs from the other results. These findings hold true for the other CT trim conditions

as well.

The trimmed pitch input values compared to the experimental measurements are shown in

Figure 44. The influence of the tip loss is visible, with a higher tip loss requiring a higher pitch

input, as is to be expected. While the pitch input is overpredicted for Θ0 = 3.0° it is under-

predicted for Θ0 > 4.5°. For the later cases, a higher tip loss is beneficial to reduce the error

compared to measurements. However, the results do not resemble the expectations from

the power predictions, where the tip loss has minimal influence and only the flow resolution

shows a significant impact.
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Figure 43 Radial lift distribution computed by the ACL inflow model with restricted force kernel, with variations
in Ctl,% and flow field resolution at Θ = 3.0. Only results for the highest and lowest Ctl,% are shown.

Experimental reference data is taken from [84].
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Figure 44 Predicted pitch input Θ required for CT trim compared to measured pitch input Θ0 for different
Ctl,% and flow field resolution. Computed with the ACL inflow model with inflow correction in hover condition.

Experimental reference data is taken from [84].
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Peters-He

In the following the dynamic finite-state Peters-He inflow model results are presented. The

power predictions for the Peters-He inflow model in Figure 45 show a constant overprediction

of the power varying between 10% to 40% with the highest deviation for the low CT case.

For higher CT , the error reduces and only increases for the measurement with the highest

CT . The influence of the tip loss factor is negligible with a maximum of a 3% deviation for the

highest CT between the 11% and 4% tip loss.
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Figure 45 Power error of the Peters–He for the experimental rotor compared to measurements. The results
show the variation of the flow field resolution in combination with a variation of the effective tip loss factor

Ctl,%. Experimental reference data is taken from [84].

The results for the computed inflow are shown in Figure 46 and Figure 47. For the depicted

trim conditions the inflow increases linearly with a peak at 0.85R to 0.95R depending on

the tip loss factor, with a low tip loss leading to a higher peak that is further outboard. At

the tip the induced velocity tends to zero. The corresponding lift distributions are shown in

Figure 48 and Figure 49. The results show a similar trend to the experimental measurements

but are not able to match the slope in the mid-blade section, especially for the low CT value.

The magnitude for the outmost measurements station at 0.95R is only met for the lowest tip

loss of 4.2%. A further reduction of the tip loss was not possible as this led to instabilities

because the sharp drop of lift and inflow could not be approximated by the base functions of

the Peters-He model.

The trimmed input values compared to the experimental measurements are shown in Fig-

ure 50. The influence of the tip loss is visible, with a higher tip loss requiring a higher pitch

input, as is to be expected. While the pitch input is overpredicted for Θ0 = [3.0°, 4.5°] it is
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Figure 46 Radial inflow distribution in hover computed by the Peters-He inflow model, with variations in Ctl,%

at Θ = 3.0.

0.2 0.4 0.6 0.8 1.0

Radius [-]

2.5

5.0

7.5

10.0

12.5

15.0

v i
[m

/s
]

Θ0 = 9.2

CTL,% = 11.1%

CTL,% = 8.3%

CTL,% = 5.5%

CTL,% = 4.2%

Figure 47 Radial inflow distribution in hover computed by the Peters-He inflow model, with variations in Ctl,%

at Θ = 9.2.

well matched for the other trim conditions depending on the tip loss. Overall the deviation of

the Peters-He model from measurements is lower when the tip loss is reduced.
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Figure 48 Radial lift distribution computed by the Peters-He inflow model, with variations in Ctl,% in hover
condition at Θ = 3.0. Experimental reference data is taken from [84].
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Figure 49 Radial lift distribution computed by the Peters-He inflow model, with variations in Ctl,% in hover
condition at Θ = 8.5. Experimental reference data is taken from [84].
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Figure 50 Predicted pitch input Θ required for CT trim compared to measured pitch input Θ0 for different
Ctl,%. Computed with the Peters-He inflow model in hover condition. Experimental reference data is taken

from [84].
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Inflow Model Comparison in Hover Condition

The performance of a specific coupling is not only determined by its ability to capture the

experimental measurements, but in the case of deviations, it is important to evaluate its de-

fectiveness compared to the other modeling approaches. By this an informed decision about

the most appropriate model for a given flight condition can be made.

Required Power

The power estimates for all LBM inflow models and the Peters-He model with the respective

parameter variations are shown in Figure 51. For the low CT or Θ0 = 3.0° case, all models

overpredict the power. With increasing CT , the models are split into three groups. The

Peters-He and the Bessel-Fourier models overpredict the power for all conditions, although

the relative error of the models decreases. The actuator line models without inflow correction

and the linear harmonic model switch from a power overprediction to an underprediction and

the spread for the tip loss and resolution influence increases for the actuator line coupling.

The actuator line model with inflow correction, on the other hand, does not show an increased

spread with respect to the relative error and stays for the higher CT cases within the same

error bandwidth. From a perspective focusing solely on the power prediction, a higher tip

loss is required for the actuator line and the linear harmonic modeling approach, while the

Bessel-Fourier and the Peters-He inflow models give better results for a lower tip loss. For

the actuator disk models, a distinct gap for the 16 to 32 cells per radius flow resolution can be

seen.

Inflow and Lift Distribution

The results for the inflow and lift distribution for all LBM at a resolution of 64 cells per radius

and the Peters-He model are shown in Figure 53 and Figure 52 for the highest and the lowest

considered tip loss. The resolution was chosen based on the results shown above, which

showed sufficient grid convergence for the models. It should be noted that grid convergence

could not be achieved for all inflow models.

The actuator line models with the restricted and the spherical kernel show a very similar

performance. Both inflows have an earlier drop compared to the other models with the same

magnitude at their peak. The lift distribution is similar as well, where both models show a

distinct peak with a higher magnitude than the other models in the blade tip region. Both

models overestimate the measured lift for a low tip loss at the most outboard station but show

good agreement for the lowest tip loss of 11%. They are able to capture the curvature of

the loads between 0.75R and 0.85R. An estimation of the actual peak position based on a

spline fit to match the integrated total lift from measurements shows that the estimated peak

magnitude is reasonable but slightly exaggerated. The spherical kernel ACL captures the

measurements slightly better and did not experience any issues with stability no matter the
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Figure 51 Comparison of predicted power for all inflow models in hover condition. Experimental reference
data is taken from [84].

CT or resolution. The results for the ACL with the inflow correction show the influence of the

correction in the inflow distribution. While all other models, except for the linear-harmonic,

show a similar inflow trend with the major difference being the peak location, the corrected

model shows two peaks, with the second peak being close to the blade tip and a following

sharp drop to zero. The lift distribution compared to the measurements shows that with a

lower tip loss, the model is able to capture the trend and measurements very well, including

the outmost station at 0.95R. The curvature between 0.75R and 0.85R shows only a slight

deviation. The overall lift peak is much lower than for the other ACL models.

The Bessel-Fourier model, in comparison, is closer to the Peters-He model in the inflow and
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(a) Results for Θ = 9.2 and
CTL,% = 11.1%.
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(b) Results for Θ = 9.2 and CTL,% = 4.2%.

Figure 52 Comparison of predicted radial lift for all inflow models in hover condition. Experimental reference
data is taken from [84].

lift distribution. The inflow peak is further outboard than for the ACL methods but not as far

as for the Peters-He model. However, due to that the lift peak is greatly reduced and is able

to match the experimental measurements. However, the curvature region of the measure-

ments is not fully met, and thereby, the simulations slightly overshoot the measurement at

0.75R. The position of the induced velocity drop being between the ACL and the Peters-He

predictions leads to a higher lift peak compared to Peters-He while moving it further outboard

than for the ACL modeling. In comparison, the Peters-He modeling approach barely matches

the outmost lift peak, even with the lowest tip loss factor. This would suggest less tip loss is

necessary, but this resulted in instabilities for the lift as the base functions were not able to

capture the resulting steep drop of the lift at the blade tip anymore. The results for the linear-

harmonic inflow coupling do not really represent the shape of the lift or the inflow, which is to

be expected, as it merely represents averaged trends instead of more local changes in radial

direction.

Blade Pitch Angle

A comparison of the relative error for the predicted blade pitch compared to the experimental

measurements shows the same general trend for all models. The pitch is severely overesti-

mated up to +35% for the lowest measured pitch. The relative error reduces with increasing

CT . For the trim points of Θ0 ≥ 6.7° the error bandwidth is stable for each model. In general,

the Peters-He shows the lowest error, although depending on the LBM coupling parameters,

the coupled results can be closer to the measurement. For a fixed flow resolution, the spread

between the lowest and highest tip loss is 10% relative error for the LBM inflow and the

Peters-He inflow model. When the previous findings with regard to the required resolution

and the best tip loss with regard to power and lift distribution are taken into account, meaning

a high tip loss for the LBM models and a low tip loss for Peters-He, all inflow models match
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(a) Results for Θ = 9.2 and
CTL,% = 11.1%.
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(b) Results for Θ = 9.2 and CTL,% = 4.2%.

Figure 53 Comparison of predicted radial inflow distribution for all inflow models in hover condition.

the measurements within a bandwidth of +/-7% for Θ0 ≥ 6.7°.

5.1.2 Wind tunnel results
The following section presents the results of the wind tunnel simulations compared to the ex-

perimental measurements. The last part will give a comparison of the inflow models against

each other. As for the hover cases a special focus will lie on the flow resolution and the

influence of the blade tip loss as this proved a strong influence on the overall results. The

simulations were run for three different advance ratios µ = [0.08, 0.20, 0.29]. The simulations

are trimmed to lift and drag and a zero side force as described in the experimental report

[85]. The expected lateral blade flap angle would be zero for this condition but measurements

showed a consistent blade flap of around 2°. In the absence of further information, the sim-

ulations were trimmed to the stated conditions, and results showed plausible results, so no

further action was taken to account for the mismatch of claimed trim conditions and measured

results. However, this should be kept in mind as it could be a source of deviation between

simulation and experiment.

Linear-harmonic coupling

The integrated results for the linear-harmonic inflow model consist of the power predictions

and the total blade loading over a full rotation as well as the blade flap angles. The total blade

loading (see Figure 54a) shows the limitations of the linear-harmonic coupling in representing

the inflow near the hover condition and the resulting radial thrust distribution. As a result, the

total blade load for µ = 0.08 does not represent the load variation and is too high in general.

The results are greatly improved for higher advance ratios where the results capture the

first harmonic well and the magnitudes are close to the measurements. The results are in

accordance with the formulation of the model. The linear-harmonic base functions can only

capture the mean inflow plus an additional linear part over the whole disk. Thus, for an inflow
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close to hover condition, only a slight tilt of the inflow distribution is approximated, resulting

in only light harmonic variation. With higher advance ratios the overall rotor harmonic is

captured better. The influence of Ctl,% is negligible for higher µ. The influence of the flow

field resolution is low even for µ = 0.08.

The relative error of the predicted power is depicted in Figure 54b. The results show a clear

trend where, with an increasing advance ratio, the error increases linearly. For µ = 0.08

a clear influence of Ctl,% is visible, but the effect of the resolution is low. With increasing

µ the influence of Ctl,% diminishes, whereas the effect of the resolution is more visible but

still low. The results for the inplane force distribution, e.g. the force acting against the blade

section is shown in Figure 55a. They show an increase in the drag on the retreating blade.

This is due to the higher angle of attack necessary to produce enough lift on the retreating

side of the rotor. Nevertheless, this does not explain the discrepancies compared to the

experimental data for the power. Considering that the longitudinal blade flapping is close to

the measurements (see Figure 54c) but the measured lateral flap is not zero (see Figure 86)

as should be according to the stated trim conditions this could have an influence on the power

results. However, no additional data is available such as measured control input or sectional

drag.

The azimuth variation of the lift at the five radial measurement stations is shown in Figure 56a

and 56b. Regardless of the advance ratio and the radial measurement station the results for

the linear harmonic model do not show a dependency with respect to the resolution. The only

influence is the tip loss factor. For the µ = 0.08 case, the overall trend of the results is not

met, which is in accordance with the total blade lift results. For the innermost blade sections

at r = [0.31, 0.56], the load level is met, and the tip loss has no significant influence. For the

sections r = [0.75, 0.85] the loads are higher than the measured peaks and do not match

the average level. The outmost station at r = 0.95 shows a clear influence of the tip loss

and the predicted loads match the averaged loads over one rotation for the highest tip loss.

The results for the intermediate advance ratio of µ = 0.20 the trends over one rotation are

better met and the load levels for the inner three sections are comparable to measurements.

The lift for the two outboard stations is overpredicted but the trends are visible. However, a

high tip loss is required for the outmost station. The results for µ = 0.29 are similar to the

µ = 0.20 with a better match of the trend as the first harmonic dominates the changes over

one rotor⁄ revolution. A comparison of the radial predicted lift against experimental data at the

measured azimuth positions is not meaningful for the linear-harmonic model, as the inflow

representation in the radial direction is severely limited, and a similar uniformity of the loads

can be expected as is the case for the hover condition. For completeness, the results are

shown in Appendix A in Figure 96 and Figure 97.
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measurements from [85]. Results are shown for a reduced set of considered tip loss and resolutions.
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Figure 54 Comparison of total blade lift variation (a), power (b), and longitudinal blade flap (c) predicted by
the linear-harmonic inflow model against experimental wind tunnel measurements from [85].
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(a)

(b)

Figure 55 Drag (a) and angle of attack (b) predictions at different µ by the linear-harmonic inflow model.

Bessel-Fourier coupling

The integrated quantities for the blade lift, the power error, and the blade flap angle are

shown in Figure 57. The trend of the blade lift variation over one revolution is depicted in

Figure 57a. For µ = 0.08, the trend is visible, but the simulation results show a positive

offset for all azimuth positions compared to the measurements. This improves significantly

with increasing advance ratio where the trends and the magnitudes are well met. However,

blade lift perturbations with a higher harmonic component are not captured. With increasing

advance ratio the influence of the flow field resolution and the tip loss factor diminishes. For

the µ = 0.08 trim condition, the influence of the resolution, as well as the tip loss, is visible.

The highest tip loss with the highest resolution results in a closer match to the measured

data as was already the case for the hover cases. The power predictions are similar to the

linear-harmonic coupling, and power consumption is highly overpredicted, with the relative

error increasing with increasing advance ratio up to +48%. The effect of the tip loss and

the resolution is hereby negligible except for the lowest advance ratio which is in accordance

with the results for the total blade lift. The resolution has a limited influence compared to

Ctl,%. The longitudinal flap angle shows an increasing trend as the measurements, but the

predictions are up to one degree higher than in the experimental data.

The distribution for the angle of attack and the resulting in plane drag acting on the blade are

comparable to the linear-harmonic inflow model (see Figure 55a) and not explicitly depicted.
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Figure 56 Sectional lift at five radial stations for different µ predicted by the linear-harmonic inflow model.
Results show a variation of Ctl,% and resolution. Experimental measurements from [85].
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Figure 57 Comparison of total blade lift variation (a), power error (b), and longitudinal blade flap (c) predicted
by the Bessel-Fourier inflow model against experimental wind tunnel measurements from [85].
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The retreating blade side shows again an increasing drag force from the midsection of the

blade until the blade tip with an increasing advance ratio, leading to a higher required power.

The lift distribution at the five radial measurement stations over a full rotor revolution is shown

in Figures 58a and 58b. The results for µ = 0.08 at the innermost measurement station at

r = 0.31 match the experimental data in trend and magnitude over the full rotation. The trend

for r = 0.56 is matched as well but the values are exaggerated around ψ = 0.0°. At r = 0.75,

the data does not predict the measurements very well, and the trend is barely visible. This

improves for r = 0.85 where the trend is better captured but the overall amplitudes are too

high. The predictions for the outmost station are highly dependent on the tip loss, but the

trend and magnitudes are captured well with the highest tip loss. Overall, the trends are

visible and the results are close to the measurements. The influence of the tip loss is only

visible at the blade tip while the influence of the resolution is not noticeable for any radial

position.

The results for µ = 0.20 show that the innermost values are not met. Although the simulation

results show a similar flat trend the values are close to zero in contrast to the measurements.

The trend for the measurements at the next radial station is well met, but the magnitude

of the lift is predicted too low on the front of the rotor. The predictions for r = [0.75, 0.85]

show the general trend and do match the sinks of the measurements well. However, the

predictions are too high around Ψ = 0° and Ψ = 180° where strong cross-flow conditions

over the blade arise. For the outmost station close to the blade tip, the trend is recognizable,

but the predicted values overshoot the measurements by up to 100% when Ctl,% is low. For

the highest considered tip loss the predictions in the back half of the rotor are better, but the

foreside suffers the same overshoots as for the other radial stations, leading to the assumption

that the two-dimensional BET is not well-suited for the rotor section between ψ = [110°, 250°]

at higher advance ratios. The flow field resolution has no influence on the lift results and the

tip loss factor only at the most outward measurement station, which is similar to µ = 0.08.

The results at µ = 0.29 show the same characteristics as µ = 0.20.

The radial lift predictions over a full rotation at twelve azimuth positions (see Figure 59 and

Figure 60 ), when compared to experimental data, exhibit distinct characteristics dependent

on the radial position and azimuthal angle. For instances at low µ, radial agreement is ob-

served within the azimuthal range of ψ = [120°, 240°], particularly showcasing optimal tip

loss between these angles. However, challenges arise on the backside of the rotor, spanning

ψ = [270°, 90°], where the match is less consistent. While inner sections align well, discrep-

ancies arise at the tip around r = 0.75, aligning with the findings for the azimuth distribution in

Figure 58b. Remarkably, the simulation suggests that resolution exerts negligible influence

on results, with tip loss affecting only the outer blade sections concerning lift peak position

and magnitude. On the contrary, results for µ = 0.29 paint a different picture. Regardless of

the azimuthal position, the overall trends deviate significantly, exhibiting exaggerations, espe-

cially on the foreside of the rotor. Analyzing the radial lift distribution reveals underpredictions

at the innermost section and overly high predictions outboard, creating a pronounced diver-
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Figure 58 Sectional lift at five radial stations for different µ predicted by the Bessel-Fourier inflow model.
Results show variation of Ctl,% and resolution. Experimental measurements from [85].
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gence from experimental trends in the front half of the rotor. While the match at r = 0.56

appears somewhat accidental, improvements are noted in the outboard region of the blade in

the back half of the rotor; however, alignment with trends at the inner blade sections remains

suboptimal.

In summary, the evaluation of integrated quantities for blade lift, power error, and blade flap

angle reveals varying results in the comparison between simulation and experimental data.

For scenarios with low mu values, commendable radial agreement is achieved within specific

azimuth ranges, assuming a higher Ctl,%. Challenges emerge on the backside of the rotor,

where discrepancies, particularly around r = 0.75, are observed. Notably, the influence of

flow field resolution is minimal, with tip loss predominantly affecting the outer blade sections.

Conversely, for µ = 0.29, overall trends deviate significantly, with exaggerations noted, es-

pecially on the fore side of the rotor. Radial distribution analysis exposes underpredictions

and overpredictions at the inner and outer blade sections, respectively. This leads to a pro-

nounced divergence from experimental trends in the front half of the rotor. These findings

highlight the sensitivity of simulation results to the tip loss parameter and show the limitations

of the actuator disc coupling approach, even with the additional degrees of freedom in the

radial direction.

Actuator line coupling

The results for the three actuator line coupling approaches are analyzed together in the fol-

lowing section. The results shown in this section are from the simulations with the restricted

force kernel. The respective figures for the spherical kernel and the inflow correction model

are shown in Appendix A. The total blade lift for µ = 0.08 shows the general "w" trend of

the lift as can be seen in the measurements (see Figure 61a). The trend is well met from

ψ ≥ 250°. The position of the minimum at ψ ≈ 270° matches the measurements, but the sim-

ulations predict, in general, a higher blade lift. Around zero azimuth the simulations predict

the highest blade lift over a full rotation as do the measurements, however, the absolute value

is highly overpredicted for the simulations. The dip at ψ ≈ 90° is not matched, the position

is predicted at ψ = 50° and the drop is not as steep as in the measurements. The same

findings apply to the spherical kernel and the inflow-corrected approach (see Figure 92 and

Figure 93), but the overall predictions are lower in magnitude, however still with a positive

offset to the measurements. The influence of Ctl,% is clearly visible with a higher tip loss

bringing the total blade load closer to the measurements. The flow field resolution does play

a role as well, however, the differences between 64 and 80 cells per radius are negligible.

The results for µ = 0.20 show a higher predicted peak at around ψ = 0°, but the relative

error is reduced compared to µ = 0.08. The dip of the measured blade lift at the advancing

side is not predicted correctly; the position is too early for the lower advance ratio, and the

value is higher than the measurement. The position of the second minimum at ψ ≈ 300° is

well met, but the prediction is lower than the measurements. The trend of the measurements
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Figure 59 Radial lift prediction by the Bessel-Fourier inflow model at twelve azimuth locations for µ = 0.08
compared against measurements from [85].
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Figure 60 Radial lift prediction by the Bessel-Fourier inflow model at twelve azimuth locations for µ = 0.29

compared against measurements from [85].
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Figure 61 Comparison of total blade lift variation (a), power error (b) and longitudinal blade flap (c) predicted
by the ACL model using a restricted force kernel against experimental wind tunnel measurements from [85].
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at the front side of the rotor is only roughly approximated. The influence of resolution or tip

loss has vanished and does not influence the results. The results for µ = 0.29 show the best

agreement with measurements. The minimum and maximum are in good agreement and the

position of the first minimum is well met in contrast to the results of the lower advance ratios.

From ψ = 180° onward, there is a slight phase shift of around 10°, but otherwise, the trend

and magnitudes do agree very well with the measurements. The same statements apply to

the spherical kernel and the inflow-corrected couplings.

The power predictions are too high in general for all considered advance ratios, except for µ =

0.08 where an 11% tip loss is within 0 to -5% bandwidth for all models. For higher advance

ratios the results are within a relative error range of +35% to +60%. The differences between

the actuator line with restricted and spherical force kernel are negligible and are significantly

lower than the corrected inflow version for µ = [0.20, 0.29]. For the lowest advance ratio, the

tip loss is the major influence on the power predictions, whereas for the other µ conditions,

there is only minimal influence of the resolution. Otherwise, the results do not depend on

flow field resolution or tip loss. The blade flapping is predicted too high for the low µ case

where the longitudinal flapping is 1° above the measurements. For the higher advance ratios,

the flapping angle is well met with a maximum deviation below 0.5°. The lateral flapping is

zero per the trim condition and is therefore not in accordance with the measurements (see

Appendix A).

The lift variations over a full rotor rotation are depicted in Figure 62. The results for µ = 0.08

for the inner radial stations are in very good agreement with the measurements. The trends

for the blade mid-section are well met as well, with slight deviations from the measurements

where the loads are predicted too high around Ψ at 0° and 180°. The outmost station is highly

dependent on the tip loss where a small tip loss factor overpredicts the measurements by a

factor of up to two. For the highest tip loss of 11%, the trend is clearly visible, and the data is

matched on the forefront of the rotor. At the rotor back side lift results are too high compared to

the measurements. With an increasing advance ratio, the simulation results at the innermost

radial station deviate from the measurements but retain the trend. The predictions at r = 0.56

are still consistent with the measurements. The radial stations at 0.75R and 0.85R still match

the trend and the minimum and maximum positions well, but predict the lift higher at Ψ around

0° and 180°. The lift at the outmost station at 0.95R is predicted too high even with the highest

tip loss, but at least maintains the general trend. The spherical force kernel yields the same

results as the restricted force kernel (see Figure 94).

The coupling with the inflow correction gives similar results (see Figure 95), but in general, the

offset at the inner blade section is lower when compared to the measurements. Furthermore,

the predictions around 0° and 180° azimuth are reduced for the outboard station. With an

increasing tip loss, the results at the outmost measurement stations are even predicted too

low, showing the effect of the inflow correction on the outboard loads. The results show a low

dependence on the resolution and the tip loss exerts a very limited influence except for the
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outmost station. This is comparable to the findings obtained from the hover investigations.

The radial lift results are depicted in Figure 63 and Figure 64 for the restricted force kernel,

the results for the spherical and inflow corrected versions are in Appendix A. The simulation

outcome at µ = 0.08 matches the measurements between 120° and 240°. While the trends

are met for the blade positions of 90° and 270°, the peak is too high and does not match

measurements at r = 0.85. The lift magnitudes for the section between 300° and 60° are in

general met, but the kink visible in the measurements at 0.75R is not met by the simulations.

The resolution does not show any influence on the radial distribution. As is visible in the

azimuth load variation data the tip loss exerts a strong influence at the blade tip. Looking at

the data for µ = 0.29 the ACL model does not match the radial trend in the inner section of the

blade, e.g. r ≤ 0.6. In the outboard region, the measurements are matched for the section

between 300° and 60°, so the opposite of what was the case for the low advance ratio. In

the remaining sections of the rotor, the lift is predicted too high for the outboard blade section

and does not really represent the trend. The difference between the spherical kernel and the

restricted kernel is negligible. The inflow correct ACL shows in principle the same behavior

but does not exceed the measurement in the blade outboard section between ψ = 120° and

ψ = 270° due to the inflow correction.

The deviations in the radial lift distribution for the low advance ratios on the advancing blade

side lead to higher total blade lift predictions. For higher advance ratios, the match with

the total blade lift improves, but this seems to be caused by the underprediction of lift in

the inner blade section on the advancing side, thereby matching the integrated value. In

summary, the trends at the radial stations over a full rotation are met, but the simulation results

tend to predict higher lift than the measurements, meaning that the angle of attack is higher

considering that the rotational speed and the wind speed are the same as in the experiment.

The higher angle of attack could be the reason for the high drag and the resulting significant

overshoot of the predicted power. The longitudinal blade flapping is in good agreement with

the measurements for higher advance ratios. The sensitivity of macroscopic quantities on tip

loss and flow field resolution is limited, but tip loss plays into the prediction of loads at the

outer blade section as per its definition. Radial lift predictions are in good agreement with the

measurements but deviations on the inner and outer blade section increase with increasing

advance ratio. If this is tied to a general limitation of the ACL coupling or the unresolved issue

of measured lateral blade flapping contrary to no lateral flapping in the simulation could not

be determined.

Peters–He

The results for the Peters–He inflow model are presented in the following. First, the total

blade lift is depicted in Figure 65a. The simulation results for µ = 0.08 show that measured

the trend is not met. While the peak position and amplitude are a good match at ψ = 0°, the

dips at ψ = 90° and ψ = 270° are not met with respect to amplitude. Therefore, the overall
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Figure 62 Sectional lift at five radial stations for different µ predicted by the ACL model using a restricted
force kernel. Results show a variation of Ctl,% and resolution. Experimental measurements from [85].
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Figure 63 Radial lift prediction by the ACL model using a restricted force kernel at twelve azimuth locations
for µ = 0.08 compared against measurements from [85].
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Figure 64 Radial lift prediction by the ACL model using a restricted force kernel at twelve azimuth locations
for µ = 0.29 compared against measurements from [85].

83



trend does not really represent the measurements. The influence of the tip loss is visible

for that condition where the Peters–He model shows better peak agreement with a lower tip

loss. The total blade lift trend improves significantly with increasing advance ratio. While the

minimum at ψ = 270° is well met for µ = 0.20, the value at the first minimum is predicted

too high. Nevertheless, the overall trend is visible. For the µ = 0.29 trim condition, the first

minimum is well met in position and value, while the second dip is not completely met, and

the trend shows a phase shift compared to the measurements. The influence of the tip loss

decreases with increasing advance ratio. The power predictions are up to 18% above the

measurements for an advance ratio of 0.08 and steadily increase to an error of 70% for the

highest advance ratio. The blade flapping on the other is well met, although at µ = 0.08, the

lateral flap is predicted too high.

The lift variations over a full rotor rotation at the five radial measurement stations are depicted

in Figure 66. The results for µ = 0.08 for the inner radial measurement stations show a flat

trend and do not capture the slight increase at zero azimuth. The trend for r = 0.56 is gen-

erally met but shows deviations at the advancing blade side. At r = 0.75, the lift prediction

meets the measurements at around ψ = 180° but does not represent the peak-to-peak be-

havior. The same goes for 0.85R and 0.95R where the minimums are highly overpredicted.

While the peak-to-peak behavior is not satisfying, the peak positions are well predicted. The

tip loss influence is visible with increasing radial position as is to be expected. For µ = 0.20,

the innermost radial station still shows the flat trend. The trend for 0.56R and 0.85R, on the

other hand, is well met in peak position and amplitude. The 0.75R station shows a better

agreement with the measurements, but the values are predicted too high in the front half of

the rotor and around the peak at ψ = 0°. The findings for µ = 0.29 are similar, with the

additional phase shift after ψ = 270° that was already visible in the total blade lift predictions.

The influence of the tip loss is the same as for µ = 0.08.

The radial lift distribution is depicted in Figure 67 and Figure 68. The simulation outcome at

µ = 0.08 matches the measurements between 120° and 240°. The peaks match the data

for the lowest tip loss without any overshoots close to the blade tip. Between ψ = 270°

and ψ = 90° the peak position and magnitude as well as the inner blade sections are met.

However, the trend where the lift has a kink at 0.75R is not matched by the simulation results.

The effect of tip loss is visible at all measured positions, and the Peters–He model seems

to require a low Ctl,%. For the trim condition of µ = 0.29, the simulation results match the

measurement data between ψ = 270° to ψ = 60°, which is in opposition to the findings for

the low advance ratio. For the remaining rotor sections, the simulated results either predict a

lower lift for the inner blade section on the advancing side or a higher peak at the retreating

side. Overall, the trend is not matched but only roughly represented.

In summary the total blade lift predictions improve with increasing advance ratio. The poor

performance of the simulation for µ = 0.08 results from the failure to predict a kink in the lift

trend at around 0.75R when the blade is perpendicular to the free stream flow. The power
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Figure 65 Comparison of total blade lift variation (a), power error (b), and longitudinal blade flap (c) predicted
by the Peters–He inflow model against experimental wind tunnel measurements from [85].
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Figure 66 Sectional lift at five radial stations for different µ predicted by the Peters–He inflow model. Results
show a variation of Ctl,% and resolution. Experimental measurements from [85].
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Figure 67 Radial lift prediction by the Peters–He inflow model at twelve azimuth locations for µ = 0.08
compared against measurements from [85].
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Figure 68 Radial lift prediction by the Peters–He inflow model at twelve azimuth locations for µ = 0.29
compared against measurements from [85].
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prediction is getting worse with increasing advance ratios with an unacceptable error level.

With the measurement data at hand, the reason for this is pinned down to the higher predicted

lift when the blades are parallel to the free stream velocity, leading to the conclusion that

the cross-flow has a huge impact on blade loads that cannot be modeled adequately by

2D airfoil table look up and blade element theory. The resulting higher angle of attack in

the simulations leads to higher drag than in reality. This could explain the stark increase in

power consumption. The radial lift predictions in general show agreement to measurements,

however the regions where predictions are good shift with increasing advance ratio. The

longitudinal blade flap angle is in good agreement to measurements with small deviations for

the lowest advance ratio. In general, the effect of tip loss is visible, but its effect on the overall

results is very limited.
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Inflow Model Comparison for Wind Tunnel Results

The results section for each model gave an insight into the capabilities of each model to

predict integrated measured rotor quantities such as total blade lift, power, and blade flaps,

as well as for the more detailed blade load distribution. Because no model has a perfect match

with experimental data, a comparison of strengths and weaknesses between the models is

necessary. The results for the required power can be evaluated in a quantitative matter. A

comparison of inflow, angle of attack and lift distribution will be in a qualitative way to highlight

major differences between the models and model limitations.

The error for the power predictions is shown in Figure 69 for all models. The trend for an

increased error with an increasing advance ratio is visible to all models. The increase in error

is the same for all LBM inflow models, the Peters–He model shows a higher increase, leading

to the highest error of all the models. All models show a relevant influence of the tip loss

factor for µ = 0.08 where the relative errors range from -5% to +18%, depending on CTL,%,

and is independent from the resolution. This effect diminishes with increasing advance ratio

for the ACL models without inflow correction, where the effect of the tip loss is in the same

order of magnitude as the resolution and within a bandwidth of a few percent. For the ACL

coupling with the inflow correction, the influence of the resolution is more distinct for higher

advance ratios. As the inflow correction depends on the initial inflow distribution from the

fluid simulation, where the inflow at the blade tip is heavily influenced by the grid resolution

this is to be expected. The AD models show similar behavior, where the lowest resolution

of 16 cells per radius is distinct from the other resolution results. The increase in error for

the AD is lower than for the other modeling approaches, with the linear harmonic being the

most model. Considering that the underlying formulation assumes an idealized inflow and

lift state for the rotor aerodynamics it seems reasonable that the power prediction is lower

than the other models. The actuator line with the inflow correction gives an up to 10% higher

prediction than the other ACL models. All models showed in a more detailed analysis higher

lift predictions than the measurements when the blades are parallel to the free stream velocity

and an increase of this higher prediction with increasing free stream velocity, meaning that

the angle of attack is too high in the BET. This also comes with a higher predicted drag and

due to the outboard location of this over-prediction with a higher shaft moment and a resulting

significant overestimation of power. This shows the limitation of BET in this specific use case.

In summary, none of the models gives a satisfactory power prediction with higher advance

ratios.

The predicted lateral blade flap (see Figure 70) at µ = 0.08 is similar for the LBM models

with higher degrees of freedom in the radial direction. The Peters–He model predicts a lower

flap angle, and the linear-harmonic model is significantly lower by 0.8° than the other models.

As a result, it is 0.2° above the measured angle, whereas the remaining models are 1° off.

At µ = 0.20 all models are within a bandwidth of 0.2° of the experiments where the Peters–

He matches the results. The blade flapping for all LBMmodels is comparable for µ = 0.29

where the differences between the models are within 0.2°. The Peters–He model predicts
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Figure 69 Comparison of the error in the power prediction for all inflow models at different µ. ACL with
restricted force kernel (REST), ACL with spherical force kernel (SPHR), ACL with inflow correction (CORR),

linear-harmonic (LH), Bessel-Fourier (BF), Peters–He (PH).

a significantly lower value and is under the measurements but matches the data within an

error of 0.2°. Overall, for a higher advance ratio, the match with measurements is in good

agreement for all models, no matter the resolution or the tip loss.

For the required control inputs, no measurement data is available, and thus, the inflow model-

ing approaches are only compared against each other. The differences at µ = 0.08 between

the different models are negligible for collective and cyclic inputs and resolution or tip loss do

not show a significant influence. With increasing µ, the variation in the predicted collective

with varying flow field resolution and tip loss becomes apparent, but it is comparable between

all models. The predicted bandwidth is similar for all LBM models. With increasing advance

ratio the longitudinal input decreases from around zero to up to -12° and is in the same band-

width for all models. The lateral input increases but is, in general, very low. The inputs are

plausible considering the trim condition for all models. Furthermore, there is no significant

difference in the predictions no matter which inflow model is used.

The analysis of aerodynamic characteristics across the different inflow models (see Figure 71

to Figure 73) reveals several key findings. Atmu = 0.08 lift is observed to be stronger on both

the advancing and retreating sectors around ψ = 100° and ψ = 225° compared to the back

side of the rotor for all models except the linear-harmonic model. The linear harmonic model

shows a rotational symmetry without the local concentration for the lift. The Bessel-Fourier
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model shows an additional lift peak around ψ = 0° that is more pronounced than for the

other models. The Peters-He model is similar to the ACL results but the overall magnitudes

are lower. Taking into account that the previous analysis showed that the Peters–He model

requires a lower tip loss to match the lift peak of the measurements, this seems plausible.

Looking at the angle of attack reveals that the ACL models have a region of high angles of

attack directly behind the hub and a region of low angles of attack in front of the hub. The

same pattern is seen for the Bessel-Fourier model. The areas of high and low angles of

attack are less pronounced for the Peters-He results but the distribution is comparable. The

linear-harmonic results show a different pattern with a low angle of attack circular around

the hub, low at the advancing blade half, and high on the retreating blade half of the rotor.

The inflow data for ACL and Bessel-Fourier show low or negative induced velocities at the

rotor boundary in the front half and high positive inflow at the back half boundary of the disk.

The magnitudes are reduced for the ACL with inflow correction in the front half compared to

the non-corrected models. There is a reduced inflow velocity at around zero azimuth, where

this section is more pronounced for the Bessel-Fourier model and less for the ACL with inflow

correction compared to the other ACL. The Peters-He model is comparable to the ACL models

but the magnitudes are lower, which is in agreement with the lift distribution results.

With an increase to µ = 0.29 the lift around ψ = 0° increases significantly and the peak in

the front half moves between ψ = [135°, 225°] for all models. For the Bessel-Fourier and the
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(a) µ = 0.08 (b) µ = 0.29

Figure 71 Comparison of rotor lift distribution for all inflow models for the experimental rotor in wind tunnel
condition with CTL,% = 11.1% and a resolution of 64 cells per radius. ACL with restricted force kernel

(REST), ACL with spherical force kernel (SPHR), ACL with inflow correction (CORR), linear-harmonic (LH),
Bessel-Fourier (BF), Peters–He (PH).

linear-harmonic model, the magnitudes in the front half of the rotor are higher than for the ACL

models. The Peters–He inflow model shows the same behavior, but magnitudes are reduced

for the chosen tip loss. When comparing the angle of attack the differences between all

models are negligible. The inflow distribution is comparable between the ACL and the Bessel-

Fourier models, where the ACL with the inflow correction experiences higher magnitudes at

the disk boundary, and the peak values for the Bessel-Fourier model are reduced compared

to the non-corrected ACL models. The Peters–He model on the other hand shows a large

section around the root cutout with a negative inflow value, and the overall magnitudes are

greatly reduced. However, when ignoring the magnitude and comparing the trends in the

distribution it is similar to the ACL and the Bessel-Fourier results.

In summary, all models showed similar behavior with respect to the blade control angles al-

though measurements were not available. All models predicted comparable blade flap angles

that were in good agreement with measurements. The power predictions were not in agree-

ment with the measurements with deviations of up to 75% percent. While all LBM models

were close together, the Peters-He model stuck out with even higher predictions. The rea-

son for the bad power predictions could not be determined with certainty, although results

point to the limitations of the BET in the region where blades encounter strong cross flow and

resulting high forces. This overprediction showed in the comparison of azimuth and radial

load variation with experimental data. However, the models with higher degrees of freedom

in inflow and thrust representation were able to capture the general trends. Only the linear-

harmonic model showed higher deviations, which is to be expected considering the limited
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(a) µ = 0.08 (b) µ = 0.29

Figure 72 Comparison of induced velocity distribution for all inflow models for the experimental rotor in wind
tunnel condition with CTL,% = 11.1% and a resolution of 64 cells per radius. ACL with restricted force kernel
(REST), ACL with spherical force kernel (SPHR), ACL with inflow correction (CORR), linear-harmonic (LH),

Bessel-Fourier (BF), Peters–He (PH).

(a) µ = 0.08 (b) µ = 0.29

Figure 73 Comparison of the angle of attack distribution for all inflow models for the experimental rotor in
wind tunnel condition with CTL,% = 11.1% and a resolution of 64 cells per radius. ACL with restricted force
kernel (REST), ACL with spherical force kernel (SPHR), ACL with inflow correction (CORR), linear-harmonic

(LH), Bessel-Fourier (BF), Peters–He (PH).

base functions used in the coupling. However, despite these limitations integrated results

were as accurate as the other models. The tip loss showed a stronger influence for the
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trends along the blade for the LBM inflow models than the Peters-He model. Considering the

tip vortex forming in the flow field that yields higher lift with pure 2D airfoil tables in the upflow

region this is reasonable. The trends of the angle of attack and the lift force over the whole

disk were comparable between the ACL, Bessel-Fourier, and the well-established Peters–He

inflow models showing that the LBM inflow is giving reasonable results. Overall, the LBM

inflow requires a higher tip loss than the Peters-He model to get the best match with data.

In conclusion, the results are satisfying for forward flight condition, with the exception of the

power prediction.

5.1.3 Preliminary Findings
After simulating the experimental settings for hover and wind tunnel conditions and comparing

against experimental measurements, the findings can be used to choose a set of parameters

for the simulation of a rotor on a helicopter in service.

The power predictions for the hover results were within a bandwidth of -20% to +20% depend-

ing on the model and the chosen parameters. For a higher flow field resolution and a tip loss

of 11% the LBM inflow models were within a ten percent bandwidth. In general, the Peters-He

inflow model predicted a higher required power and was in a range of 10% to 20%. However,

the exception for all models was for the lowest CT where the models had trouble to match

results. For this trim condition, the ACL with the restricted kernel and the inflow correction

also experienced stability issues that vanished with increasing CT . The other models were

stable for all conditions and flow field resolutions. The models with more degrees of freedom

in the radial direction gave good agreement with radial measurements, the linear-harmonic

showed clear deficits due to its constant radial thrust representation and the linearized inflow.

Overall, considering the rectangular blade shape without twist that results in a heavily blade

tip focused lift distribution the power and lift results were in good agreement.

The integral values for the wind tunnel conditions showed good agreement with respect to the

blade flapping. The power predictions were far too high for all models with errors between

+60% to +80% for the highest advance ratio. For the lowest advance ratio the Peters-He as

well as the linear-harmonic model were not able to capture the total lift trend contrary to the

other inflow models. With an increasing advance ratio, all models captured the trend of the

blade lift but had offsets. The same is true for the radial and azimuth lift distribution, where the

models with higher degrees of freedom were able to capture the trends, with shortcomings in

the area where the blades experienced strong cross-flow conditions.

In summary, all models have comparable results for the integrated values such as power,

flapping, and control input. Differences are visible for the lift distribution over the blade, where

the linear-harmonic is not very accurate, and the Peters-He model tends to underpredict

the lift peak, whereas the ACL and Bessel-Fourier models tend to overestimate the peaks.

Agreement with measurements is visible, although shortcomings exist, and the LBM models

tend to be closer to measurements than the Peters-He model. In the case of blade load

predictions, the linear-harmonic model is not a good choice due to its limited flexibility. The

power predictions for higher advance ratios were not good and will be examined for the next
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validation case. From the results so far, the following model parameters were estimated and

put to test in the next section. The LBM results show convergence for a flow field resolution

of 64 cells per radius and require a tip loss of around eight to ten percent, where the tip loss

for the Peters-He should be around four percent. The ACL inflow model with the restricted

force kernel will not be pursued further due to its stability problem.
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5.2 UH60A Rotor results

For the UH60A rotor simulations, the parameter settings for grid resolution and Ctl,% were

applied, which led to optimal results for the experimental rotor. The UH60A rotor was used

because extensive experimental and flight test data is available. The resolution for the flow

simulation was set to 64 cells per radius and the tip loss was chosen to nine percent for all

LBM simulations. The Peters–He tip loss was set to four percent, the smallest value that did

not result in numerical instability. The experimental data is from wind tunnel measurements

taken from [93] and the air loads flight test program taken from [112]. The wind tunnel setting

of the flow simulation was the same as for the experimental rotor from the section 5.1 scaled

to the rotor radius of the UH60A rotor. The trim condition in this setting was trim to zero blade

flapping and a given thrust. The flight test setting used the wind tunnel setup of the LBM

simulation as well and the rotor was trimmed to measured hub moments and rotor thrust. For

all conditions the corresponding forward flight speed was used as a free stream velocity input

to the wind tunnel setting. The mechanical rotor model was adopted from [88]. The only ACL

model considered is the one with the spherical kernel. The ACL with the restricted kernel

gave similar results in the previous studies with the disadvantage of stability issues. The

simulations of the ACL with inflow correction excitated the rotor and led to a divergence within

the rotor dynamics solver. This issue was not present for the experimental rotor. A possible

cause could be the flexible blades and the lead-lag motion of the UH60A that increase the

possibility of numerical instability within the rotor solver.

In general, all models match the trends of the CP
σ measurements for both wind tunnel exper-

iments and flight test (see Figure 74 and Figure 75). The Peters–He model’s results agree

well with flight test data, with an error of no more than -15% for the lowest advance ratio, and

the rest of the results falling within a range of +/-6%. The error for the wind tunnel simula-

tion results shows a linear increase in error as the advance ratio increases when comparing

against the wind tunnel measurements, but it remains within a bandwidth of -10% to +20%

where the largest error occurs at µ = 0.19 and CT
σ = 0.09. The flight test data agrees well

at this speed, indicating that there may be wind tunnel effects in the measurements that were

not modeled in the simulation.

The linear-harmonic model does not show a trend dependent on the advance ratio for either

the wind tunnel measurements or the flight test results. The results for the wind tunnel simula-

tions are in a steady bandwidth from zero to negative ten percent for all CT
σ values. The flight

test predictions are lower and in a bandwidth of -15% to -8%. The comparison of the absolute

values shows that the wind tunnel data has a fixed negative offset to the measurements. The

trend for the power required in the flight tests is visible, but with increasing advance ratio the

gradient of the simulation results is not as steep as for the actual data.

The results for the ACL with spherical force kernel show a variation of the relative power error

for the flight test results. The error is within a bandwidth of +/- 10%. The measured data

trend is met and the predictions are good for high advance ratios as well as low forward flight

speeds. The wind tunnel results show a decreasing relative error with increasing advance
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ratio and the relative error increases in general with increasing CT
σ . A possible source for

this behavior is the influence of the wind tunnel walls in the simulation of the results. For low

advance ratios where the wake is not washed out fast enough the top and bottom walls could

have an impact on the results. The results for the Bessel-Fourier model show the same be-

havior as the ACL model. The major difference is the slightly narrower bandwidth of the error

for the flight test results where the upper bound is below five percent rather than ten percent.

Otherwise, the trends for the relative error and the absolute values are almost identical.
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Figure 74 UH60A rotor power results for all inflow models, experimental results from the air loads program
(right) are taken from [93], wind tunnel measurements (left) from [112].

The longitudinal and lateral blade flapping results for the flight tests are depicted in Figure 76

for all simulation models. The experimental data experiences a decrease in lateral and lon-

gitudinal flap until µ = 0.10. The lateral flap then steadily increases in a linear fashion with

increasing advance ratio. The longitudinal flap increases linearly until µ = 0.21 and then

decreases again for higher µ. The Peters–He model captures the decrease for the lateral

flap but with a clear offset to the measurements. However, the following linear increase is not

captured, but the flap angle is constant until µ = 0.21 and then starts to linearly increase until

it matches the measurements for µ > 0.35. The longitudinal flap trend matches the mea-

sured data until its peak. After that the linear decrease is visible but with a higher gradient

than the actual flight tests show. The ACL and the Bessel-Fourier model results are similar

to the Peters–He results. The negative offset for the lateral flap up to µ = 0.15 is smaller

than for Peters–He. The longitudinal flap offset to measurements is lower overall, but the
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Figure 75 Error in the power predictions for Peters–He, linear-harmonic, ACL and Bessel-Fourier inflow
models (top left to bottom right). Experimental results from the air loads program are taken from Ref. [93],

wind tunnel measurements from Ref. [112].

steeper gradient for higher advance ratios than the flight test data is still present. The linear-

harmonic model represents the trend better for the lateral flap. The constant trend between

µ = [0.10, 0.20] is not present for this inflow model. However, the increase is steeper than

for the flight test data from µ = 0.20 onward and therefore overpredicting the lateral flap at

high µ. The longitudinal flap is well represented until the peak, but with higher µ the descent

is even steeper than for the other inflow models, resulting in higher offset for the highest

considered advance ratios.

The feathering input at the blade root from flight tests and the simulation results are depicted

in Figure 77. The results for the collective input exhibit good agreement with the measure-

ments for all models. All models are within a bandwidth < 0.5° except the linear harmonic

that predicts an increasingly lower input for µ > 0.25. This is in accordance with the power

predictions where the gradient for power increase was not as steep as the measured data.

The longitudinal input is well met for all models, including the peak at around µ = 0.10. The

linear-harmonic model inadequately represents the trend for the lateral input for µ < 0.10 and

µ > 0.25. However, in between the flat trend for the lateral input is captured, although with a

constant offset of 3°. This capture of the trend could explain the better performance of the lat-

eral flap compared to the other models. The collective trend does not fully capture the slope
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Figure 76 UH60A rotor blade flapping predictions compared against flight test data from the airloads program
taken from Ref. [112].

at higher µ but is otherwise in agreement. The Peters-He model inadequately represents the

trend for low values of µ but is otherwise on par with the Bessel-Fourier and actuator line

models. However, for the intermediate advance ratios, the lateral input is predicted lower for

these models as well.
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Figure 77 UH60A rotor feathering input at the blade root for all inflow model simulations. Experimental results
from the air loads program are taken from Ref. [112].

In general, the findings are satisfactory. The power predictions are in very good agreement
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over all models, although some uncertainty remains on the impact of wind tunnel effects on

the experimental results. The flight test measurements, however, are for all advance ratios

and all inflow models well met. All inflow models are within a comparable range for the

integrated power. The better power predictions compared to the experimental rotor results

show that the inflow models are not generally inadequate. The longitudinal flap predictions

match the measurements from flight tests as well with a maximum deviation of approximately

1° for the advance ratios. The lateral flap has some shortcomings for the inflow models with

higher degrees of freedom, whereas the linear-harmonic model shows good agreement with

the data. The controls are well predicted for all models, with the exception of the linear-

harmonic model, which shows a significant offset for the lateral input.
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6. Application to Interaction Problems

The previous chapter presented validation results that show the capability of the LBM coupled

inflow computation with respect to experimental hover and wind tunnel results and against

real flight data. This chapter presents the application of the framework to interaction problems

with the aim of comparing the rotor response depending on the coupling mode that was

chosen. The first interaction problem considered is a simple vortex interaction where the rotor

is flying through a straight vortex line. This case is also used to determine a minimal feasible

domain size that minimizes the influence of the boundaries on the outside flow disturbances

entering the simulation domain. The second interaction scenario models the approach of a

rotor onto a moving ship.

The vortex interaction setup was already considered in a previous publication [44] in the

context of this thesis. In this paper, a rotorcraft was flying in vortices of different strength and

magnitude, and a comparison between the linear-harmonic and superposition coupling was

done together with an investigation of the effect of the advance ratio on the results. The study

found that the rotorcraft response is much stronger for the superposition than for the LBM

coupled inflow computation for low advance ratios, but the differences reduce with increasing

µ. This is due to the reduced interaction between the rotor and the vortex, as with increasing

flight speed, the time frame where potential interaction would happen is reduced. In simpler

terms, the rotor passes the vortex before the inertia of the vortex is overcome.

A more complex scenario involving flight in a wind farm setting was considered as well [45].

In this publication, a rotorcraft was flying behind a wind turbine in a previously computed

wind turbine wake using the linear-harmonic inflow model. The results showed a reason-

able response of the helicopter although a validation against measurements is not possible.

However, this encouraged the further pursuit of the LBM coupled inflow computation. This

previous work laid the foundation for the ship deck landing approach to compare the inflow

models. The ship approach was chosen because the flight speeds are lower than for a re-

alistic scenario with flight in a wind farm environment, and the ship structure also includes a

close-up interaction with the rotor wake.

6.1 Vortex Interaction

In this thesis the scenario vortex interaction scenario is analyzed with respect to the differ-

ences between all coupling modes. An exact repeat of the investigation in [44] is not possible

because the used rotorcraft flight model is limited to eight blade elements and is therefore not

capable of including the ACL or Bessel-Fourier coupling approach. The usage of the UH60

rotor model, where the rotor was moving forward with constant velocity, led to instabilities

in the dynamic simulation even when the internal Peters-He inflow model was used without
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any additional flow. A reason for this behavior could not be determined. In order to reduce

the influence of the mechanics side of the simulation, the experimental rotor from section 5.1

was used. The vortex line is horizontally oriented and perpendicular to the straightforward

flight direction of the rotor. To account for the smaller rotor size the intensity of the vortex was

adjusted with Γ0 = 44.5 and the vortex core size rc = 0.5831. The vortex is placed 40 meters

ahead of the rotor hub and the rotor moves with a constant velocity of 7.5 m/s forward. This

ensures that the rotor is far enough away to start without any vortex interference and the flight

speed is slow enough to allow rotor vortex interaction. The rotor is trimmed to a given thrust

and zero side forces. Besides the forward motion, all other degrees of freedom of the rotor

shaft are restricted as no control law is available to keep the rotor on track. However, the

controller tries to maintain the prescribed rotor forces. The boundary definitions are equal to

the ones used in the previous publication and are described in section 4.3.

6.1.1 Domain Convergence
In the previous investigations, the size of the domain was chosen so that it is certain that the

boundaries do not interfere. However, for a real flight scenario, the domain size should be as

small as possible to keep computational runtimes low. Therefore, a domain size study was

conducted where a base cube of four rotor radii edge length is considered and a scaling pa-

rameter s is used to scale the domain equally in all directions. The considered model was the

linear-harmonic inflow coupling. The results for the domain size study are shown in Figure 78

and Figure 79 for the rotor forces and moments and the blade flap angles respectively. With

the given forward speed and starting distance between the rotor hub and vortex center, the

vortex center passes the hub after 5.33 seconds. Besides the interaction of rotor and vortex,

this is still clearly visible in the variation of rotor forces and moments around this point in time.

After reaching the trim condition at around t = 3s the influence of the vortex becomes visible

at around t = 4s. The rotor thrust shows a decrease in thrust and a following increase after

the vortex core passes the rotor hub. Considering the rotation around the positive y-axis the

rotor induces an additional downwash when encountering the rotor. Then, the vortex induces

downwash and upwash, followed by a phase where only upward velocity is induced when the

vortex leaves the rotor area. An increasing domain size reduces the minimum peak of the

rotor forces, while the upshot is not significantly influenced by the domain size. The impact on

the power reduction is comparable between all domain sizes with slight differences (<5%) in

the for and aft power levels. The changes in Mx are negliglible, My peaks show a decrease

with increasing domain size. The results for s = 1.2 show differences after the vortex en-

counter, which is due to an interaction of the outlet boundary and the vortex that affects the

rotor area.

The effect of the vortex encounter on the blade flapping is similar for all domain sizes. The

longitudinal blade flap shows a deviation after the vortex encounter but the differences are

around 0.2°. Considering the modeling uncertainties this is negligible. The differences in the

lateral flap are even smaller and not significant. As a result of this domain size study, a sizing

factor of s = 1.8 was chosen, resulting in a cube of 7.2 rotor radii edge length.
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Figure 80 Rotor forces and moments for all inflow models during a straight vortex line encounter. The vortex
center passes the rotor hub at t = 5.33s, notwithstanding interaction effects.

6.1.2 Model Comparison
After establishing the domain size used for all coupling modes, the vortex interaction is com-

puted for each model, including the superposition with the Peters–He inflow. The results for

the rotor thrust and moments are depicted in Figure 80. The trend for the rotor thrust is the

same for all coupling modes. The lower peak is similar for the Bessel-Fourier and the Peters–

He inflow as well as for the linear-harmonic and the ACL model, respectively. The peak for

the latter coupling modes is thereby about 7% lower. The maximum peak is highest for the

Peters–He and the linear-harmonic models, whereas the Bessel-Fourier and the ACL models

have a lower value. The impact on the shaft moment is comparable for all LBM models but

much higher for the Peters–He inflow model. The differences in Mx are within the same order

of magnitude, but the overall magnitude is low, and the small differences between the models

therefore not relevant. In contrast, the impact on My is present in the data with the strongest

impact for the Peters–He model. The Bessel-Fourier and the ACL model show the same re-

sponse, with the lower peak being an order of magnitude lower than the Peters–He one. The

linear-harmonic model’s response is an order of magnitude lower than the other models. The

approximation used in this coupling acts as too strong a filter to show a distinct impact on the

moments.
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Figure 81 Lateral and longitudinal blade flap angles for all inflow models during a straight vortex line
encounter. The vortex center passes the rotor hub at t = 5.33s, notwithstanding interaction effects.

The longitudinal and lateral flap angles are depicted in Figure 81 for all models. The initial

angles resulting from the trim are different depending on the inflow but the changes can still

be compared. The effect of the vortex encounter on the longitudinal flap angle is comparable

to all LBM inflow models, with the linear harmonic model experiencing an earlier but a more

gentle response. The Peters–response is stronger and more sudden than for the LBM models

due to the lack of increasing interaction when the vortex approaches the rotor disk. The lateral

flap response for the linear-harmonic model is negligible which is in accordance with the rotor

moments results. The Bessel-Fourier and the ACL inflow models show the same behavior

and magnitude in the flap response. The Peters–He model shows a similar trend but the first

peak has a much higher amplitude and the response shows a time delay compared to the

other models.

The interaction of the LBM models with the vortex line is shown in Appendix B in Figure 102

to Figure 104. The visual output shows the approach of the vortex line and the rotor wake

and the resulting strong interaction. The vortex peels off the wake in the disk and the mutual

interaction leads to a distortion of the vortex line, where the position of the vortex moves below

the rotor disk. This phenomenon is not present for the Peters–He superposition coupling and
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explains the stronger response compared to the LBM coupled inflow. While the interaction is

comparable for all LBM models, the response for the linear-harmonic in terms of blade flap

and rotor moments was a lot weaker. This is due to the strong filtering of the linear-harmonic

base functions.

The application to a controlled interaction problem with a vortex line shows differences be-

tween the models for a singular large-scale disturbance. The results, although no validation

data is available, show a plausible response with clear visibility of the filtering effect of the

linear-harmonic approach and the missing interaction of the superposition approach.

6.2 Ship Approach

The second scenario where the LBM inflow models compute the additional effect of external

flow conditions is the approach of a two-bladed teetering rotor onto a ship deck. As mentioned

in the previous section no flight model of a helicopter is available that can capture the higher-

order coupling models. Furthermore, no control law is available to stir the rotor along a given

landing trajectory. Therefore, a simplified approach scenario was chosen, where the rotor is

trimmed in steady wind conditions and then placed behind the ship in the ship wake while

controls are held steady. The computation of the ship wakefield was not part of this thesis

and was kindly provided by Bludau [11].

The approach trajectory is a straight and level flight path going over the landing deck of the

ship until it reaches the ship hangar (see Figure 82). The ship itself experiences heave and

roll motion, which are considered in the simulation as well but is otherwise at a stationary

position. The ship wake is for a ship experiencing 22 m\s head wind and the rotor is flying

with a steady velocity of 3.0 m\s towards the ship. The rotor is placed 35m behind the ship

deck landing spot and 6m above. The simulation time is 15.5 seconds, meaning the rotor is

flying beyond the landing point until the ship hangar on the landing deck is reached. Due to

the strong disturbances, the original experimental rotor proved to be too small to fly stable

without any control law or adjusted rotor parameters such as lock number or flap stiffness. As

a result, the rotor was kept as a two-bladed teetering rotor with the same properties as the

experimental rotor, but with an increased radius of 4.32 meters. Thereby, the disturbances did

not lead to such a strong rotor response that would require a robust controller for the inputs.

Although the setup gives limited information with respect to a real helicopter approach, the

integrated rotor data can be analyzed. The results for the thrust and the rotor power are

depicted in Figure 83. The timeline starts at 2 seconds because placing the rotor in the actual

wake after trim results in a phase where the wake washes through the simulation domain and

leads to an exaggerated rotor response at first. One can see the disturbances of the ship

wake affecting the rotor thrust and power consumption. The rotor starts to fly over the deck at

around t = 8s. The LBM models responses are the same for the rotor thrust. The increase
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Figure 82 Schematics of the ship and approach trajectory of the rotor with distance to and height above the
deck landing point. The wake and rotor domain and their positioning are not to scale.

is visible as soon as the rotor starts to move above the landing deck. The increase is slightly

lower for the linear-harmonic model, the ACL and Bessel-Fourier model experience the same

amount of change. The Peters–He model does not show a significant change due to the

inherently missing effect of the (partial-) ground effect. The power output does not show a

strong response, but rather a slight increase above the deck is visible for the LBM models.

The interpretation of the hub moment signal in the time domain is not meaningful. There

is no trend visible for the mean over time, and the high-frequency oscillation does not allow

a signal-to-signal comparison in the time domain between the models. In the frequency

domain, a comparison in the region of pilot-relevant frequencies is possible. High-frequency

disturbances in the rotor forces lead to vibrations, which are felt by the pilot but do not trigger

a pilot response as they are too fast to react to them. Therefore, the thrust and moments are

depicted only up to 10Hz in Figure 84. The analysis shows that in the low-frequency domain

up to 2Hz, all models show a similar amplitude. For higher frequencies the Peters–He inflow

shows a multiple magnitudes lower response, whereas the LBM models all show a similar

response.

The blade flap response for the first harmonic is depicted in Figure 85. The longitudinal

flap is in a similar range for all models, with the linear harmonic showing fewer fluctuations

over time. The lateral flap response shows a distinct change when the rotor is fully over

the landing deck for the ACL and Bessel-Fourier model, while the linear-harmonic and the

Peters–He do not show any response to the changed environment. While the Peters–He did

not show any response in the rotor thrust either, this is not surprising. The linear-harmonic,

on the other hand, did show a response in the thrust and is aware of a changing environment.

However, the thrust is an integrated value that can match the other models’ amplitude without

a necessarily correct load and inflow distribution. The blade flap response, on the other

hand, is dependent on catching the "correct" load distribution acting on the blade. Thus, the

shortcomings of the linear-harmonic model with respect to the load distribution, as seen in

the validation sections, lead to the reduced flap response when flying over the landing deck.
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Figure 83 Rotor thrust and power over the full ship approach for all inflow models. Time starts at t = 2s when
the ship wake has washed through the rotor simulation domain after trimming outside the wake.

In summary, the results show the impact of the surrounding flow disturbances as variations

in power, rotor forces, and moments, as well as the blade flap. However, the response is not

the same for all models. The Peters–He model with the superimposed velocity components

does not have information about obstacles in its surroundings and does not show any change

of behavior when flying above the landing deck. The LBM models show the influence of the

landing deck with an increase in the rotor thrust in the absence of control input. The ACL

and Bessel-Fourier model also show the effect of the landing deck in the later flap response.

The linear-harmonic inflow model does not show an effect on the blade flap showing that

an integral value like the rotor thrust is affected, but rotor responses depending on the load

distribution suffer from the filtering effect on inflow and load distribution. The analysis of

the frequency spectra of the hub moments shows a similar order of magnitude for the low-

frequency domain, which is the most important when it comes to pilot response. Overall,

the LBM models show that they not only capture the surrounding flow condition but also the

impact of obstacles in the flow. The Peters–He model with the superposition captures the

effect of the flow variations in a similar manner, but lacks the impact of the obstacles on the

rotor wake.
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Figure 85 Rotor lateral and longitudinal flap for all inflow models during the ship approach. Time starts at
t = 2s when the ship wake has washed through the rotor simulation domain after trimming outside the wake.
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7. Summary and Conclusion

7.1 Summary

The aim of this thesis was to analyze rotor inflow models based on a Lattice-Boltzmann

method based fluid solver that take into account the surrounding flow conditions and the

rotor’s interaction with its surroundings. Another aim was to use mid-fidelity modeling ap-

proaches in order to save computational time. This was achieved by modeling the rotor with

an actuator disk and actuator line model instead of geometrically modeling the rotor blades.

In summary, the following contributions to the modeling in the LBM solver were made:

• A new actuator disk model was introduced that is based on a previously published linear-

harmonic actuator disk model but extended the formulation to the Bessel-Fourier actuator

disk model that has additional degrees of freedom in the radial coordinate for inflow and

rotor thrust.

• An actuator line model was implemented with a spherical and a restricted distribution of

the blade forces. These were implemented according to literature.

• Two different inflow velocity sampling mechanisms were investigated which consisted of

an integrated inflow sampling approach and an inflow correction approach.

• The incorporation of the environmental flow conditions and additional boundaries due to

solid obstacles in the immediate rotor(craft) surroundings was realized by using a precom-

puted external flow field as boundary conditions for the rotor simulation domain.

• The well established Peters–He inflow model was used as comparison and a superposition

of external flow velocity was employed to account for external flow conditions within the

model.

The analysis of the inflow models was split into two parts. The first part validated the inflow

models against experimental data. The second part was two different application scenarios

where the inflow models were used in the context of a vortex encounter and a ship deck land-

ing. The validation compared the different inflow models against experimental test data for

a teetering rotor in hover and wind tunnel conditions. The simulation results were compared

against power, control, and blade flap measurements, as well as radial lift distribution from

pressure sensor data. The results for the experimental rotor in hover condition showed that

all inflow models are able to capture the trends for power, blade flap, and the required control

inputs. While the Peters–He overpredicted power consistently over all CT the actuator line

models without inflow correction underpredicted power with increasing CT . The actuator line

and the Bessel-Fourier models were able to predict the radial load distribution. The linear-

harmonic model is too restricted by its base functions and was not able to capture the load

trends. The restricted force kernel and the inflow correction for the actuator line models did
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show instabilities at low CT and did not prove a robust modeling. The wind tunnel results

showed a strong deviation of more than 60% in the power prediction for all inflow models and

were not satisfying. Control inputs and blade flapping were consistent over all inflow models.

The load distribution was satisfactorily predicted for the actuator line and the Bessel-Fourier

models, followed by a degraded performance of the Peters–He model and, lastly, the linear-

harmonic model. These results were used to determine a tip loss of 9% and a flow field

resolution of 64 cells per radius necessary for the Lattice-Boltzmann method inflow models

in order to gain optimal results. Furthermore, the actuator line models with the restricted

force kernel and the inflow correction were not deemed useful due to their stability problems

in hover and were not employed further. In a second validation step, the inflow models and

the previously established simulation parameters were used to simulate a UH60A rotor. The

results were compared against power measurements from wind tunnel investigations and

control inputs, power measurements, and blade flap angles from conducted flight tests. The

UH60A results showed a very good agreement with power measurements for all models for

all advance ratios. The control angles were matched as well. For the flap response, the

linear-harmonic model had improved results over the other inflow models, although the rea-

son for this behavior could not be determined. However, overall lateral and longitudinal flap

was comparable to measurements.

The comparative study of the inflow models for the vortex encounter scenario showed that

all models exhibit a similar response with respect to rotor thrust. The impact on power was

comparable for the Lattice-Boltzmann method models and much stronger for the Peters–He

model with superposition. The impact on the pitch moment was clearly visible for the Bessel-

Fourier and the actuator line model and much stronger for the Peters–He inflow. The linear-

harmonic showed strong filtering behavior with barely visible impact on the roll moment. The

rotor response in the ship wake showed similar behavior for all models until the rotor reached

the landing platform. While the Peters–He showed no change in thrust and blade flap, the

Lattice-Boltzmann method models showed an increase in thrust due to the blockage by the

landing platform. Furthermore, the Bessel-Fourier and the actuator line model showed a

change in the lateral blade flap response, the linear-harmonic however did filter that out as

was the case for the vortex encounter.

7.2 Conclusion

Based on the results of this work from the validation and the application to flight in complex

flow environments the following conclusions can be drawn:

• Inflow prediction capability

The LBM inflow models perform equally or better than the Peters–He inflow model for two

different rotor systems in both hover and forward flight conditions. In conclusion, they can

be used to compute the inflow. The required model parameters of a tip loss of around 9%

and a flow field resolution of 64 cells per radius are transferable between rotor systems
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and are therefore recommended for future simulations.

• Prediction of blade load distribution

The ACL models and the Bessel-Fourier actuator disk model both are able to predict radial

loads over the blade allowing to use LBM for a more detailed rotor analysis when mid-

fidelity methods are sufficient. The linear-harmonic does not provide correct information

on that level of detail due to its limitation in the base functions.

• Stability of ACL models

The inflow sampling and force distribution for the ACL methods play a major role with re-

spect to numerical stability. A generally applicable approach independent of rotor loading

and flight state proved to be a spherical force kernel with an integral inflow sampling. Aside

from stability simulation results are not heavily dependent on the specific ACL approach.

• Incorporation of external flow fields

In free flight with incorporation of an external flow field the Peters–He and the ACL and

Bessel-Fourier inflow models show a comparable response, where the Peters–He re-

sponse is stronger but in the same order of magnitude. The linear-harmonic model shows

a heavily reduced flap and moment response. The Peters–He model with superposition

proves sufficient in free-flight simulations.

• Flight close to obstacles

In flight in the vicinity of obstacles such as landing platforms, the Peters–He response

lacks the influence of the structures whereas all LBM take the effect into account and

provide therefore a superior inflow model in such settings.
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8. Outlook

The present work introduced the LBM based inflow modeling approach for flight in complex

flow environments. This is not a final study and recommendations are made for future re-

search in this area.

1. A validation against dynamic flight test data could prove advantageously to build confi-

dence in the dynamic response of the rotorcraft when LBM is used as inflow.

2. A broader investigation of different rotors and comparison against measurements would

support the claim of universal application.

3. The validation for more complex interaction configurations such as rotor-rotor and rotor-

wing interaction would improve the modeling range of the LBM inflow.

4. Due to the lack of experimental data for complex mission scenarios with respect to

the flow environment, a code-to-code comparison with other CFD methods would be

beneficial to determine the advantages or shortcomings of the presented modeling

approaches.
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Figure 86 Lateral blade flap angles predicted by the linear-harmonic inflow model for the experimental rotor
compared to wind tunnel measurements at different µ. Experimental reference data is taken from [85]
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Figure 87 Lateral blade flap angles predicted by the Bessel-Fourier inflow model for the experimental rotor
compared to wind tunnel measurements at different µ. Experimental reference data is taken from [85]
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Figure 88 Lateral blade flap angles predicted by the ACL model using a restricted force kernel for the
experimental rotor compared to wind tunnel measurements at different µ. Experimental reference data is

taken from [85]
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Figure 89 Lateral blade flap angles predicted by the ACL model using a spherical force kernel for the
experimental rotor compared to wind tunnel measurements at different µ. Experimental reference data is

taken from [85]
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Figure 90 Lateral blade flap angles predicted by the ACL model with the inflow correction for the experimental
rotor compared to wind tunnel measurements at different µ. Experimental reference data is taken from [85]
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Figure 91 Lateral blade flap angles predicted by the Peters–He inflow model for the experimental rotor
compared to wind tunnel measurements at different µ. Experimental reference data is taken from [85]
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Figure 92 Total blade lift predicted by the ACL inflow model with inflow correction at different µ compared to
experimental measurements from [85]. Results are shown for a reduced set of considered tip loss and

resolutions

150

200

250

300

L
b

la
d

e
[l

b]

µ = 0.08

0 100 200 300

Ψ [°]

150

200

250

300

µ = 0.20

0 100 200 300

Ψ [°]

100

150

200

250

300

L
b

la
d

e
[l

b]

µ = 0.29

CTL,% = 11.1%

CTL,% = 4.2%

experimental

64.0 cells/R

80.0 cells/R

Figure 93 Total blade lift predicted by the ACL inflow model with a spherical force kernel at different µ
compared to experimental measurements from [85]. Results are shown for a reduced set of considered tip

loss and resolutions
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Figure 94 Sectional lift at five radial stations for different µ predicted by the ACL inflow model with inflow
correction. Results show variation of Ctl,% and resolution. Experimental measurements from [85].
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Figure 95 Sectional lift at five radial stations for different µ predicted by the ACL inflow model using a
spherical force kernel. Results show variation of Ctl,% and resolution. Experimental measurements from [85].
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Figure 96 Radial lift prediction by the linear-harmonic inflow model at twelve azimuth locations for µ = 0.08
compared against measurements from [85].
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Figure 97 Radial lift prediction by the linear-harmonic inflow model at twelve azimuth locations for µ = 0.29
compared against measurements from [85].
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Figure 98 Radial lift prediction by the ACL inflow model with inflow correction at twelve azimuth locations for
µ = 0.08 compared against measurements from [85].
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Figure 99 Radial lift prediction by the ACL inflow model with inflow correction at twelve azimuth locations for
µ = 0.29 compared against measurements from [85].
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Figure 100 Radial lift prediction by the ACL inflow model with spherical force kernel at twelve azimuth
locations for µ = 0.08 compared against measurements from [85].
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Figure 101 Radial lift prediction by the ACL inflow model with spherical force kernel at twelve azimuth
locations for µ = 0.29 compared against measurements from [85].
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B. Vortex Interaction Results

141



(a) (b)

(c) (d)

(e) (f)

Figure 102 Visualization of the vortex encounter simulated with the linear-harmonic inflow model. Contour
shows vorticity.
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(a) (b)

(c) (d)

(e) (f)

Figure 103 Visualization of the vortex encounter simulated with the Bessel-Fourier inflow model. Contour
shows vorticity.
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(a) (b)

(c) (d)

(e) (f)

Figure 104 Visualization of the vortex encounter simulated with the ACL inflow model using a spherical force
kernel. Contour shows vorticity.
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