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The Target Absorbers for Neutrals (TANs) are located in a high intensity radiation environment inside
the tunnel of the Large Hadron Collider (LHC). TANs are positioned about 140 m downstream from the
beam interaction points. Seven 40-cm long fused silica rods with different dopant specifications were
irradiated in the TAN by the Beam RAte of Neutrals (BRAN) detector group during pþ p data taking from
2016 to 2018 at the LHC. The peak dose delivered to the fused silica rods was 18 MGy. We report
measurements of the 22Na activation of the fused silica rods carried out at the University of Illinois at
Urbana-Champaign and Argonne National Laboratory. At the end of the irradiation campaign, the
maximum 22Na activity observed was A ¼ 21 kBq=cm3 corresponding to a density, ρ ¼ 2.5 × 1012=cm3,
of 22Na nuclei. FLUKA Monte Carlo simulations have been performed by the CERN FLUKA team to estimate
22Na activities for the irradiated BRAN rod samples. The simulations reproduce the 22Na activity profile
measured along the rods, with a 35% underestimation of the experimental measurement results.

DOI: 10.1103/PhysRevAccelBeams.25.091001

I. INTRODUCTION

The High Luminosity upgrade of the Large Hadron
Collider (HL-LHC) places significant demands on the
radiation hardness of the detectors installed in the forward
region inside the Large Hadron Collider (LHC) tunnel.

These detectors are integrated inside the upgraded Target
Absorber for Neutrals (TAXN) and comprise the Beam RAte
of Neutrals (BRAN) [1] and Zero Degree Calorimeter
(ZDC). The radiation levels in the TAXN throughout Run
4 (first years of HL-LHC operation) are expected to be
increased by a factor of 3 to 4 compared to the present TAN
throughout Run 2 (LHC operation from 2015 to 2018). As a
consequence, forward detector groups have begun R&D to
identify radiation-hard materials to design and construct the
new generation of detectors for the high luminosity era.
Fused silica is a promising radiation hard medium with

strong light transmission properties, for example, for
Cherenkov detectors [2,3] and scintillation detectors [4].
During the 2016–2018 pþ p running, an additional radi-
ation-hard BRAN detector prototype, based on fused silica
rods, was installed in the TAN. The rods in the BRAN
prototype were irradiated in order to study the degradation

*riccardo.longo@cern.ch
†Present address: Fermi National Accelerator Laboratory,

Batavia, Illinois, USA.
‡Present address: European Commission, Joint Research Centre

(JRC), Geel, Belgium.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI.

PHYSICAL REVIEW ACCELERATORS AND BEAMS 25, 091001 (2022)

2469-9888=22=25(9)=091001(11) 091001-1 Published by the American Physical Society

https://orcid.org/0000-0003-2127-1494
https://orcid.org/0000-0003-1026-3210
https://orcid.org/0000-0003-1583-2611
https://orcid.org/0000-0002-7710-3169
https://orcid.org/0000-0003-3984-6452
https://orcid.org/0000-0001-5176-4391
https://orcid.org/0000-0002-9236-6223
https://orcid.org/0000-0002-2711-5217
https://orcid.org/0000-0002-0976-4993
https://orcid.org/0000-0002-4855-194X
https://orcid.org/0000-0003-1831-6452
https://orcid.org/0000-0002-5092-2148
https://orcid.org/0000-0002-6564-040X
https://orcid.org/0000-0002-6712-6519
https://orcid.org/0000-0002-0756-4234
https://orcid.org/0000-0002-1010-3877
https://orcid.org/0000-0001-7219-4818
https://orcid.org/0000-0002-2637-9763
https://orcid.org/0000-0002-5349-8370
https://orcid.org/0000-0001-5926-1094
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevAccelBeams.25.091001&domain=pdf&date_stamp=2022-09-20
https://doi.org/10.1103/PhysRevAccelBeams.25.091001
https://doi.org/10.1103/PhysRevAccelBeams.25.091001
https://doi.org/10.1103/PhysRevAccelBeams.25.091001
https://doi.org/10.1103/PhysRevAccelBeams.25.091001
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


of the light yield as a function of delivered luminosity

and corresponding dose. The latter was estimated from

simulations performed by the CERN FLUKA team. FLUKA
[5–7] is a simulation framework used in many applications,
and in particular, studies related to radiation damage and
radiation protection [8–11].
The unprecedented operational energy reached by the

LHC during Run 2 gave us the opportunity to investigate
FLUKA’s performance in describing the activation of the
materials irradiated in the LHC. To perform such studies,
dedicated FLUKA simulations were carried out to estimate
the activation of the BRAN fused silica samples. In this
paper, the simulation results are compared to the measure-
ments performed independently at the University of Illinois
at Urbana-Champaign (UIUC) and Argonne National
Laboratory (ANL).
The paper is structured as follows: Sec. II describes the

BRAN irradiation setup, Sec. III introduces the FLUKA

simulation model and the dose and activation estimates for
the fused silica samples. In Sec. IV, the details of the
activation measurements at UIUC and ANL are described.
The data analysis procedures are then discussed in Sec. V.
Results are presented and discussed in Sec. VI. Finally, the
conclusions are given in Sec. VII.

II. IRRADIATION SETUP

The BRAN prototype is a receptacle that can host up to
eight silica rod samples. The rods are sandwiched between
three copper plates (see Fig. 1) parallel to the beam
propagation direction. The prototype can be inserted into
the 10 cm wide gap of the TAN and is equipped with a
fixture so that it can be lifted with the dedicated crane
installed in the TAN at the ATLAS experiment [12].
The type of silica rods hosted in positions 1 to 6 and
produced by Heraeus Quarzglas (Germany) are described
in Table I, while 7 and 8 were empty and used for testing
Cherenkov light yield in the air (results not discussed
in this paper). To measure the evolution of light trans-
mission during the irradiation process, a photomultiplier
(Hamamatsu R3878P) was positioned on top of each
sample holder. The BRAN prototype was first installed in
the TAN on Arm 8-1 of IP1 in March 2016, see Fig. 2.
The installed BRAN prototype experienced different

beam optics configurations during the irradiation experi-
ment. One of the important parameters is the crossing angle
of the LHC beams, which affects the forward distribution of
the collision products.When two LHC beams approach each
other near an interaction point (IP), they collide with a full
angle of a few hundred microradians to prevent other
encounters in the region where the two beams share the
samevacuumchamber [14].A small crossing angle increases
the overlap area of the bunches, resulting in a higher
luminosity. However, the angle has to be large enough to
provide a separation that properly contains beam-beam
interactions. Moreover, the exploitation of the degree of
freedom enabled by vertical crossing in ATLAS implies a
regular polarity inversion (changing the angle sign, with the
colliding beams pointing either upward-positive sign or
downward-negative sign) that reduces the peak dose accu-
mulated in the coils of the final focus magnets and so
maximizes their lifetime. In fact, the luminosity averaged
half crossing angle changed between the 2016 and 2017
operation, from −180 μrad to þ140 μrad.

FIG. 1. TAN setup during LHC Run 2 pþ p running (2016–
2018). The dashed lines identify the slot used to install the zero
degree calorimeter during the Heavy Ion runs. The right inset
shows a top view of the BRAN prototype. The numbers identify
the position of the fused silica rods. Detailed information on the
materials of the rods and maximum irradiation reached for each
of them are reported in Table I.

TABLE I. Fused silica rod specifications. The number ID assigned to each rod corresponds to a given position in
the detector, as shown in Fig. 1. The rods were doped with different levels of hydroxyl (OH) and hydrogen (H2) to
carry out optical transmission studies [13]. Rods 3a and 3b occupied the same slot, but at different times.

BRAN
position

Irradiation
period

Maximum
exposure [MGy] Material H2 [mol=cm3] OH [ppm]

Control None 0 Spectrosil 2000 (High OH, mid H2) 7.20 × 1017 1120
1 04=2016–12=2018 18 Spectrosil 2000 (High OH, mid H2) 7.20 × 1017 1120
2 04=2016–12=2017 10 Spectrosil 2000 (High OH, mid H2) 7.20 × 1017 1120
3a 04=2016–12=2016 5 Spectrosil 2000 (High OH, high H2) 2.80 × 1018 1000
3b 04=2017–12=2018 16 Spectrosil 2000 (High OH, mid H2) 7.20 × 1017 1120
4 04=2016–12=2017 9 Spectrosil 2000 (High OH, H2 free) 0 1011
5 04=2016–12=2017 8 Suprasil 3301 (Low OH, high H2) 3.00 × 1018 15
6 04=2016–12=2018 17 Suprasil 3301 (Low OH, H2 free) 0 14
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III. BRAN DOSE AND ACTIVATION
CALCULATION WITH FLUKA

FLUKA results have shown excellent agreement between
simulated and measured values of dose in the complex
radiation environment in the LHC [15]. This is achieved
thanks to both the quality of the particle interaction and the
transport implementation, relying on the integration of
complementary physics models covering the full range
of particle types and energies, and the accuracy of the
accelerator geometry description, including material com-
position and magnetic field maps. In this paper, we focus on
a portion of the ATLAS insertion, from the center (IP1) of
the detector hosted in the experimental cavern up to the
TAN. The latter is a massive absorber that incorporates the
transition between the single vacuum chamber accommo-
dating both beams on one side and two symmetrical
apertures of 52 mm diameter connected to separate beam
pipes on the opposite side. The copper material in between
the two apertures, extending over a 3 m length, fulfills the
TAN’s protection role since it intercepts the line of sight of
neutral particles emerging from IP1 and thereby shields the
downstream superconducting magnets.
The radiation originates from proton-proton (pþ p)

collisions that took place during Run 2 at 13 TeV
center-of-mass energy inside ATLAS. Only a small fraction
of the collision products reaches the LHC tunnel, through
the 34-mm cylindrical aperture of a first 1.8-m long copper
target absorber for charged (TAS), located at the cavern
extremity at about 20 m from IP1. Nevertheless, these are
the most energetic particles, carrying 70% of the collision
power onto the machine elements. The forward angle
charged component of the collision debris is bent by the
strong quadrupole field of the 30-m long string of super-
conducting magnets ending at a distance of 55 m from IP1.
These magnets, referred to as the triplet, perform the beam
squeezing. As a result, they are impacted by the majority of
charged pions matching the TAS aperture, which initiate

secondary particle showers inside the magnets. These
showers deposit into the NbTi cables of the magnets a
power density that is safely below the quench threshold but
limits their lifetime due to the peak dose accumulated in the
coil insulator. The triplet precedes a normal-conducting
single bore separation dipole (D1), consisting of six 3.4-m
long modules hosting the two beams in the same pipe, as
the previous elements, and extending up to 85 m from IP1,
where a 55-m long drift reaching the TAN starts.
As indicated earlier, by design, the TAN is impacted by

the forward angle neutral component of the collision debris,
mainly consisting of photons (from neutral pion immediate
decay) and neutrons. Its protection effectiveness is maxi-
mized for the vertical beam crossing in IP1, since in this
case, the axis of the debris cone hits exactly in between the
two TAN twin apertures, while for horizontal crossing, it
moves closer to the external aperture, as a function of the
crossing angle. In the vertical crossing case that is con-
sidered here, the TAN benefits from the significantly
increased shadow of the separation dipole, whose geomet-
rical aperture is much smaller in the vertical plane.
Figure 3 shows the distribution of the dose deposited in

the BRAN as calculated for the 2016 and 2017 proton-
proton runs. One can observe the effect of the inversion of

FIG. 2. BRAN prototype as installed in 2016 in the TAN on
Arm 8-1 of IP1.

FIG. 3. Dose distribution in the BRAN prototype for the 2016
(left) and 2017 (right) pþ p runs, normalized to an integrated
luminosity of 38.5 and 50 fb−1, respectively. The horizontal axis
gives the distance from IP1, namely the Z-coordinate along the
ATLAS detector axis. The vertical axis gives the distance from
the beam height, namely the Y-coordinate along the axis opposite
to gravity. Dose values are averaged over a 9-mm interval in the
missing third dimension, corresponding to the horizontal
orthogonal x axis pointing outside the LHC ring. The vertical
shift in the maximum exposure position is due to the crossing
angle change.
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the crossing angle polarity between 2016 and 2017. The
maximum dose for each rod can be found in Table I.
Beam loss monitor (BLM) measurements offer indepen-

dent data to benchmark FLUKA simulations. The LHC BLM
[16,17] is an ionization chamber providing an online record
of the dose deposited in its nitrogen gas by the particle
shower originating from beam losses (i.e., collision debris
in our case), with multiple time resolutions. As the dose
value exceeds, a respective predefined threshold, beam
abort is triggered. A few thousand BLMs are placed all
along the 27-km beam line, typically outside the cold
magnet cryostats or in the vicinity of collimators. Figure 4
shows the comparison between FLUKA predictions and
2018 data in our region of interest, highlighting an excellent
agreement, as a result of a comprehensive simulation
accounting for particle transport and reinteraction from
IP1 through the whole geometry model that includes a
detailed description of the BLMs, allowing for the direct
evaluation of the energy released to the gas region.
Nuclear reactions have a major role in shower develop-

ment, sharing the projectile energy among higher generation
particles and feeding the electromagnetic component, which
dominates the energy deposition process, through neutral
pion production and almost immediate decay. In addition,
they are responsible for material activation, with the trans-
formation of the target nucleus into radioactive residue, at the
end of the final de-excitation stage. In FLUKA, this stage
features evaporation, fission, gamma emission and/or Fermi
breakup, except for low-energy neutron interactions (below
20 MeV) where library data are used.
For the purposes of our study, a key ingredient is the 22Na

production cross section on silicon by the different particle
species traveling through the TAN. Figures 5 and 6 show

the cross section over a large energy range for proton and
neutron induced reactions, respectively. In addition, a
relevant contribution comes from charged pions, while
the abundance of photons has a little weight due to the
much lower photonuclear cross section.
Two dedicated collections of Monte Carlo results were

produced with the following settings: (1) pþ p—2016
optics (−180 μrad crossing angle) and integrated luminos-
ity (38.5 fb−1). (2) pþ p—2017 optics (+140 μrad cross-
ing angle) and integrated luminosity (50 fb−1).
Each simulation was characterized by different beam

crossing angles and irradiation times, depending on the
year of LHC data taking. It is worth noting that, apart
from the evaluation of prompt dose, FLUKA allows for the
online calculation of the delayed activity of any produced

FIG. 4. Top panel: Beam loss monitor (BLM) pattern along the ATLAS insertion as measured over a 2018 13 TeV center-of-mass
pþ p run period yielding 20.3 fb−1 (red crosses) and calculated by FLUKA (black circles). Mid panel: Ratio between simulation values
and data. Vertical bars correspond to a 20% uncertainty on data. Bottom panel: Machine layout.

FIG. 5. natSiðp;⋆Þ 22Na cross section. Symbols are different
experimental data sets from EXFOR [18], the gray curve results
from the FLUKA interaction model.
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radionuclide at user defined cooling times, as a function of
the input irradiation profile (specifying irradiation intervals
and respective beam currents or collision rates). During the
2016 and 2017 LHC runs, the rods were irradiated for
198 and 173 days, respectively. In each simulation, the
activity was computed at the end of the irradiation period.
Since the 2017 and 2018 runs were characterized by

similar crossing angles, it was possible to use the 2017
simulation to estimate the 2018 activation. This step was
accomplished by rescaling the results with the ratio of the
integrated luminosity delivered by the LHC to ATLAS in
the 2 years and by applying to the results a dedicated
cooling correction (Sec. V D). The activity of each rod after
the end of Run 2 was obtained by adding independent

contributions from different years of LHC running corre-
sponding to the irradiation period in Table I.
It should be noted that, in the FLUKA simulations, the

delivered luminosity per day throughout an irradiation
period was assumed to be constant. However, in reality,
it varies daily. An example of the integrated luminosity
delivered and recorded by ATLAS on each day of the 2016
pþ p run is shown in Fig. 7. Because the yield of 22Na
correlates to the number of pþ p collisions and thereby to
the integrated luminosity, there is a discrepancy in the
estimated activity between a constant and a time-dependent
irradiation profile. A correction for the discrepancy has
been studied and is shown in the Appendix. The correction
was found to be negligible because the half-life of 22Na is
much longer than the irradiation period.

IV. ACTIVATION MEASUREMENTS

As indicated in Sec. I, the accuracy of activation calcu-
lations by FLUKA has been extensively probed. This applies
also to our region of interest [20,21]. Herewe aim to provide
an additional investigation, looking at the 22Na activity in
BRAN rod samples. Because of the cylindrical geometry of
the samples, it was challenging to calculate the acceptance
for the activation measurements. To reduce the acceptance
error, two independent activationmeasurementswere carried
out at UIUC andANL, using high purity germanium (HPGe)
radiation detector and thallium activated, sodium iodide, NaI
(Tl), well-type detector, respectively. In both cases, the count
rate of the 22Na isotope in each rod sample was measured.

A. Sample preparations

To accurately profile the fused silica’s activation, the
rods were cut into smaller samples to avoid side effects due
to the activity of neighboring portions of the measured rod.
Moreover, cutting the rods into smaller samples was also
functional to another analysis not reported in this paper,
aimed at measuring the optical transmission of the fused
silica rods [13]. Rods 1, 3b, and 6 were chosen to be cut and
analyzed because they were the last removed from the
prototype and are characterized by higher activities, which
provide lower statistical errors, compared to the other rods.
A length of 10 mm was chosen to meet the requirements
of both analyses. To account for the material losses during
the cutting, the weights of both the cut sample and the
remaining uncut rod were recorded at each iteration. A
digital caliper was used to measure the ith segment’s
maximum length (Lmax

i ) and minimum length (Lmin
i ) by

rotating the segment 360° within the calipers. The remain-
ing rod length, Lrem

i , was also measured using a digital
caliper for later calculations. The average cut length for the
ith segment, Li, was then determined as

Li ¼
�
Lmax
i þ Lmin

i

2

�
: ð1Þ

FIG. 6. natSiðn;⋆Þ22Na cross section. Symbols are different
experimental data sets from EXFOR [18], the gray curve results
from the FLUKA interaction model.

FIG. 7. Integrated luminosity per day delivered to (green) and
recorded by (yellow) ATLAS during stable beams for pþ p
collisions at 13 TeV center-of-mass energy in 2016. All the
details about the time profile of luminosity delivered to ATLAS in
2016, 2017, and 2018 runs can be found in [19].

22Na ACTIVATION LEVEL MEASUREMENTS … PHYS. REV. ACCEL. BEAMS 25, 091001 (2022)

091001-5



B. Calibrated volumetric source

To calibrate both detectors, a 22Na volumetric source was
purchased from Eckert & Ziegler. The relevant specifica-
tions are listed in Table II. The dimensions of the
cylindrical source were chosen in order to match those
of rod segments produced by cutting the irradiated BRAN
rods, as described in Sec. IVA. The 22Na isotope is
uniformly distributed throughout the source volume.

C. High purity germanium (HPGe) detector (UIUC)

The relative efficiency and energy resolution (FWHM)
of the HPGe detector used in this experiment are 19% and

1.68 keV for the 1.332-MeV peak of 60Co. A full list of
specifications for the HPGe detector is given in Table III.
During the measurement, the detector was shielded using
tungsten plates to reduce background radiation. The setup
at UIUC is shown in Fig. 8. Each sample was measured for
15 min to achieve a 2% statistical error for the 1.275-MeV
characteristic peak of 22Na. For the 22Na calibration source,
the measurement time was 14 h, corresponding to a
statistical error of 0.1%. The background was measured
for 24 h and then subtracted from all the measurement
results of HPGe presented in this study.

D. Well-type detector (ANL)

A well-type detector, manufactured by the PerkinElmer
Company and with energy resolution < 10% for Cs-137,
was used to measure the 22Na activity at ANL. Its
specifications are reported in Table IV. The activity of
each sample was obtained from the built-in analysis
software (PerkinElmer Wizard2 2480 [23]), including the
uncertainty of the count rate. Each sample was measured
for a time sufficient to reach a statistical error of < 1% for
the 1.275-MeV characteristic peak of 22Na. The volumetric
22Na calibration source was measured for 1 h, achieving
0.39% statistical error.

V. DATA ANALYSIS

All the relevant aspects of the data analysis for the
activity measurements are presented in this section. Details
on the gamma count rate analysis for UIUC measurements
can be found in Sec. VA. Section V B describes how the
22Na activity of BRAN rod samples was estimated from
the measured count rate using the calibration source.
Sections V C and VD discuss the material losses and
cooling corrections, respectively.

A. Estimation of count rate for HPGe detector

The 22Na count rate was estimated from the spectrum
measured with the HPGe detector. The 1.275-MeV gamma
peak of 22Na was targeted because its branching ratio is
99.9%. After subtracting the background and the baseline
from the targeted peak, a Gaussian fit was applied to
estimate the count rate, defined as the area within the full
width tenth maximum (FWTM) of the Gaussian fit.

TABLE II. Specifications for 22Na volume source.

Diameter 10 mm
Length 10 mm
Material Solid plastic matrix
Density 1.17 g=cm3 � 3%
Isotope 22Na
Activity 0.1μ Ci� 3.3%

TABLE III. Specifications for the HPGe detector at UIUC.

Model number ORTEC GEM-10-P4 [22]
Energy resolution 1.68 keV @ 1.33 MeV, Co-60
Detector diameter 49.9 mm
Detector length 54.6 mm
Relative efficiency 19% @ 1.33 MeV, Co-60

FIG. 8. Experimental setup of HPGe detector used at the
University of Illinois Urbana-Champaign. The transparent plates
represent the tungsten shielding. The blue cylinder is the HPGe
detector and the red cylinder indicates the location of the sample
during measurements.

TABLE IV. Specifications of the well-type detector at ANL.

Model number 2480 Wizard gamma counters
Material Na(Tl) crystal
Energy resolution <10% for Cs-137
Crystal diameter 75 mm
Crystal height 80 mm
Relative efficiency 47% for Cs-137
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B. Estimation of 22Na activity

The acceptance of the experimental setup must be taken
into account when estimating the activity of a volumetric
isotope’s sample. Two types of acceptance effects are
relevant for the measurement presented in this paper.
The first is introduced by differences between the geometry
of the calibration source and the fused silica samples. To
account for this effect, the volumetric source, described in
Sec. IV B, was used to calibrate the setup. Because the
geometry of the calibrated source and the BRAN samples
are consistent with one another, as well as the positioning
of samples within the experimental setup, the acceptance
was taken to be equivalent. This conclusion relies on the
assumption that the activity of both the samples and the
calibrated source is homogeneous. The second effect,
introduced by the intrinsic geometrical acceptance of the
experimental setup for a single photon measurement, can
be canceled out by taking the ratio of the count rates
recorded for the sample and calibration source.
The activity of the ith sample is calculated as

Ai ¼
Ii
ICS

ACS; ð2Þ

where Ii and ICS are themeasured count rate of the ith sample
and the volumetric calibration source, respectively, while
ACS is the known activity of the calibration source. The
relative uncertainty on Ai, RAi

, was obtained from the error
propagation of each component in Eq. (2) and is given as

RAi
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
Ii
þ R2

ICS
þ R2

ACS

q
; ð3Þ

where RX; X ∈ fIi; ICS; ACSg represents the relative error of
the variables entering Eq. (2).

C. Material losses correction

A correction was applied to account for the decrease in
the activity of each sample due to material losses during the
cutting process. The correction coefficient, Ci, was based
on the weight of lost material per sample:

Ci ¼
W∘
Wi

; ð4Þ

where W∘ is the weight of a precisely 10-mm long sample
of BRAN rod and Wi is the measured weight of the ith
sample. For example, considering the first sample of Rod 6,
a loss of 70 mg was observed with respect to the expected
mass of 1.73 g, giving a correction coefficient C1 for Rod 6
of approximately 1.04. The activity of each sample was
corrected by applying the correction coefficient

A�
i ¼ CiAi: ð5Þ

It is assumed that the activity is homogeneous within
each sample.
In order to properly map the activity results in the FLUKA

simulation, the center of the samples within the BRAN rod
prior to cutting was calculated as

Pi ¼ Lrem;i þ Lloss þ 0.5Li; ð6Þ

where Pi is the center of the ith sample in the uncut rod,
Lrem;i is the length of the remaining uncut rod after the ith
cut and Li is the length of the ith sample, calculated using
Eq. (1). The amount of rod lost due to cutting each side,
Lloss, is assumed to be 0.38 mm, equal to twice the width of
the saw blade.1 Pi was calculated immediately after each
cut, allowing for an accurate measure of Lrem

i .

D. Cooling correction

To allow for a comparison of activity estimates calcu-
lated for a given segment, as well as comparison between
the measurements and the FLUKA simulations, the activity
for all samples was normalized to the same reference date
(December 14, 2019). The isotope activity for each seg-
ment was estimated by making use of UIUC and ANL
measurements separately.
The Beer-Lambert law [24] is used to extrapolate the

activity to the reference date

At ¼ A0e−λt; ð7Þ

where At is the activity on the reference date, A0 is the
activity on the measurement date, t is the time between
the measurement and reference date, and λ is the decay
constant of the isotope being measured. For the 22Na
isotope considered in this study, the decay constant is
0.2664 yr−1, derived from a half-life of 2.6 years [25].

VI. RESULTS AND DISCUSSION

A. Experimental results

The comparisons between the 22Na activity measure-
ments done at UIUC (HPGe) and ANL (well-type detector)
for Rods 1, 3b, and 6 are shown in Figs. 9–11, respectively.
At this stage, both results are not corrected for material
losses. The blue and red curves represent the activity of
each segment measured with the HPGe and well-type
detector, respectively. Due to the crossing angle, the peak
of the activity is located around 5 cm from the bottom of
the rod. The lower portion of the figures shows the ratio
between the two measurements, which demonstrates con-
sistency between the two curves in all the cases.

1Please note that, for the first cut of the rod, Lloss is assumed to
be 0.19 mm since those segments are obtained with only one cut.
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B. Comparisons between experimental
and simulation results

Figures 12–14 show the specific activity2 comparison
between the measurement and simulation for Rods 1, 3b,
and 6, respectively. The red curve represents the data
collected using the well-type detector, whereas the blue
curve corresponds to the simulation result obtained from
FLUKA. Both experimental and simulation results are
normalized to the same reference date, as described in
Sec. V D. The relative statistical uncertainty for simulation
and experimental results is 3% and 4%, respectively. The
FLUKA simulation reproduces the location of the activity
peak observed in the experimental measurements around
5 cm. On the other hand, it underestimates the activity of
22Na by 30%–35% compared to the experimental results.
The 22Na production is due to nuclear reactions in silicon
that, according to simulations, are mostly induced by

neutrons (40%) and charged pions (45%), with the rest
coming mainly from protons. Based on Figs. 5 and 6, such
a discrepancy may hint at an underestimation of the
28Siðπ�;⋆Þ22Na cross sections in FLUKA, for which no

FIG. 10. Comparison of Rod 3b activity measurements using an
HPGe and a well-type detector. Refer to the caption of Fig. 9 for
details related to the plotting.

FIG. 11. Comparison of Rod 6 activity measurements using a
HPGe and a well-type detector. Refer to the caption of Fig. 9 for
details related to the plotting.

FIG. 9. Comparison of Rod 1 activity measurements performed
at UIUC, using an HPGe detector (Sec. IV C), and ANL, using a
well-type detector (Sec. IV D). The origin of the horizontal axis
(y ¼ 0) corresponds to the bottom edge of the rods in Fig. 3,
located 3.7 cm below the LHC machine axis. The errors on the
abscissa represent the half-length of the samples. The bottom
panel shows the ratio between the two measurements. A dashed
green line that corresponds to unity is drawn for direct compari-
son. Please note that there is an additional 3.3% correlated
uncertainty on the calibration source activity that is not included
in the ratio uncertainties. Results have been normalized to a
reference date of December 14, 2019.

2After applying the correction for the material loss, one obtains
the activity of a 1-cm long cylindrical sample, which is then
divided by the respective volume of 0.785 cm3.
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direct benchmarking data were found. If one hypothetically
assumes that the missing 30–35% is exclusively due to the
charged pion cross-section estimate for the concerned
channel, this should be increased up to a factor of 2.

Nevertheless, several other sources of systematic errors can
play a role and contribute to the discrepancy account, from
the original proton collision debris characterization to the
implementation of the geometry model.

VII. CONCLUSIONS

The BRAN prototype was installed in the ATLAS TAN,
one of the highest radiation locations of the LHC, in March
2016. Fused silica samples inserted in the prototype were
irradiated during pþ p runs from 2016 to 2018. The
irradiation of the fused silica caused nuclear reactions,
producing radioactive isotopes within the rods. By meas-
uring the isotope activity, it is possible to benchmark
FLUKA’s performance in describing material activation in
a complex radiation environment. In this paper, the exper-
imental and simulation results of the 22Na activity in the
rods were presented.
To profile the 22Na isotope activity, the rods were cut into

1-cm samples. The cut samples were measured by two
independent setups to reduce the acceptance error of the
measurements. A 22Na cylindrical calibration source with a
3.3% uncertainty was used to estimate the activity of both
measurements. The activity results were normalized to the
same reference date for comparison. A constant function
was fitted to the ratio between the two independent
measurements and demonstrated their agreement.
Dedicated FLUKA simulations of 13 TeV center-of-mass

pþ p inelastic interactions in IP1 were performed to
calculate the absorbed dose map across the TAN, the

FIG. 13. Comparison of activity measurements and FLUKA

simulations for Rod 3b. Refer to the caption of Fig. 12 for
details related to the plotting.

FIG. 14. Comparison of activity measurements and FLUKA

simulations for Rod 6. Refer to the caption of Fig. 12 for details
related to the plotting.

FIG. 12. Comparison of activity measurements at ANL, using a
well-type detector, and FLUKA simulations for Rod 1. Results
have been normalized to a reference date of December 14, 2019.
The dotted line represents the fit of the ratio between data and
simulations.
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BLM dose pattern along the beam line, as well as the
residual activity distribution in the fused silica rods,
exploring at the same time the 22Na origin.
The experimental activity results were corrected for

material losses experienced while cutting the samples
and compared to simulation results. The 22Na activity
estimated by FLUKA simulations turned out to be 30%–35%
lower than the experimental measurements. This level of
accuracy, referring to one specific isotope, represents a
rather satisfactory agreement, considering the complexity
of the radiation field originated from the primary beam
collisions and the accelerator layout. In parallel, an excel-
lent reproduction of the BLM measurements over the
considered 130-m long tunnel section was achieved.
A new irradiation campaign of Heraeus fused silica

samples will be carried out in the TAN during Run 3.
Thanks to the higher luminosity delivered by the accel-
erator, and the much closer position of the samples to the
shower maximum, the accumulated dose in the samples
will surpass the one presented in this paper by at least 1
order of magnitude. The fused silica samples are 1-cm long
cylinders and polished on both ends. This will serve to
reduce geometrical variations, prevent the need for cutting
radioactive material, and minimize preparations required
for activation and transmission measurements. These sam-
ples will enable the possibility of measuring other isotopes
with shorter half-lives (e.g., 7Be), thereby providing further
benchmarks for FLUKA’s predictions.
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APPENDIX: ACTIVATION CORRECTION FOR
CONSTANT LUMINOSITY IN SIMULATION

A correction for the scored activation in the simulations
with a constant luminosity was studied. The yield, N0, of
22Na per day at time t0 is assumed to be dependent on the
delivered luminosity per day, L0. By

A0 ¼ λN0; ðA1Þ

where A0 is the activity of 22Na and λ is a decay constant of
the 22Na, the activity, A0, is proportional to the integrated
luminosity per day, L0.
To include the decay factor of 22Na, we define a

equivalent luminosity, Lt, as

Lt ¼ L0e−λðt−t0Þ; ðA2Þ

where t is the time of the measurement. The equivalent
luminosity is proportional to the activity measured at time t.
The total activity generated from a LHC luminosity

profile is proportional to the superposition of the equivalent
luminosity, LðyÞ, in a given year y and described as

LðyÞ ¼
Xt1
t¼t0

LtðyÞe−λðt−t1Þ; ðA3Þ

where Lt is integrated luminosity of a given day t in a given
year y, t0 and t1 are the first and last date of the irradiation
period, respectively. For a constant luminosity, Eq. (A3)
could be simplified to

LcðyÞ ¼ L̄ðyÞ
Xt1
t¼t0

e−λðt−t1Þ; ðA4Þ

where L̄ is the average luminosity in a irradiation period in
a given year.
The corrected activity of the 22Na generated from a

luminosity profile at LHC, ALHCðyÞ, at a given year y could
be obtained from the activity with constant luminosity
AsimðyÞ, as:

ALHCðyÞ ¼ AsimðyÞCðyÞ; ðA5Þ

where

CðyÞ ¼ LcðyÞ
LðyÞ : ðA6Þ

Based on the luminosity profiles and the total luminosity
from [19] in Run 2, CðyÞ is 1.02, 0.99, and 0.99 for 2016,
2017, and 2018, respectively. The correction factors are
small because the half-life (2.6 years) of 22Na is much
longer than the irradiation period (i.e., 198 days).
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