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Suppression of Interband Heating for Random Driving
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Heating to high-lying states strongly limits the experimental observation of driving induced non-
equilibrium phenomena, particularly when the drive has a broad spectrum. Here we show that, for entire
families of structured random drives known as random multipolar drives, particle excitation to higher bands
can be well controlled even away from a high-frequency driving regime. This opens a window for
observing drive-induced phenomena in a long-lived prethermal regime in the lowest band.
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Introduction.—Quantum simulators hold the promise of
exploring physics that is far beyond the capabilities of any
conceivable classical simulation. A crucial tool is driving
quantum systems, since this can result in drastic modifi-
cations of their properties [1-7]. Particularly, periodic
driving is used to Floguet engineer either time-independent
effective models with exotic physical processes [8,9]
and time-dependent models exhibiting nonequilibrium
phases of matter which do not exist in static systems
[10]. Prominent examples include Floquet time crystals
[11,12], artificial gauge fields for neutral particles [13—15],
novel topological phases of matter [16—18].

Actual limitations of successful Floquet engineering
result from heating [19-22]: in addition to the desired
modification of quantum dynamics, driving also induces
undesired transitions to excited states. In the case of lattice
models with a well-defined band structure, the heating
effects can be categorized into two classes. Excitation to
higher bands (interband heating) inevitably leads to particle
loss from the lowest band that is typically used for the
quantum simulation [21,23]; and even if interband heating
is sufficiently slow, intraband heating lets any generic
many-body system thermalize to a high-temperature state
within the lowest band [24-26].

Quantum simulations thus typically rely on the existence
of a sweet spot of drives that can induce the desired
dynamics without causing too much heating. Periodic
driving allows to suppress intraband heating in terms of
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a sufficiently high fundamental frequency [27-31]. Many-
body resonances in the low-energy subspace are exponen-
tially suppressed, so that a quasistationary prethermal
regime can exist. Within the lowest-band approximation,
the lifetime of the prethermal regime can be arbitrarily long
for a sufficiently fast drive. In realistic many-band systems,
however, the transitions to higher bands that can become
resonant with high-frequency driving pose severe limita-
tions to the practically accessible driving spectra [32]. Due
to the discrete spectrum of periodic driving, this is not an
unsurmountable obstacle, and there are driving frequencies
that give access to long-lived Floquet prethermalization in a
series of quantum systems, including NV centers [33],
trapped ions [34], NMR [35] and Hubbard type systems
[19,21].

Aperiodic driving can generate novel nonequilibrium
phases beyond the Floquet paradigm [36—42] and achieve
better performance on programmable quantum processors
[43-46]. However, quantum simulations are still mostly
based on periodic protocols because the broader spectra of
aperiodic drives make it much more challenging to find
driving patterns that realize desired dynamics without
excessive heating. Prethermalization can occur also for
quasiperiodic [47,48] and structured random drives [40],
but interband heating with aperiodic driving is a largely
uncharted territory. The complicated spectrum can poten-
tially induce stronger particle loss than with periodic drives,
and the existence of a long-lived prethermal regime is not
guaranteed.

In this work, we show that random multipolar driving
(RMD) [40,48], which interpolates between random and
quasiperiodic drives, can still provide access to long-lived
prethermal phenomena. We focus on the basic Bose-
Hubbard model (BHM) which is standardly realized in
current experiments with ultracold atoms trapped in optical
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lattices. We discover a highly nonmonotonic dependence of
the interband heating on the driving frequency. Most
importantly, within specific frequency windows, interband
heating can be exceptionally suppressed, when a single
particle can approximately complete Rabi-like cycles
between the bands and recover its initial state at strobo-
scopic times. Since this suppression extends to situations
where many-body interactions are present as long as the
band gap is sufficiently large, our findings can directly be
tested in current experiments [19,21]. It also provides a
sufficiently long time interval to observable long-lived
prethermalization in the lowest band within suitable fre-
quency windows.

The model.—The dynamics of spinless bosons within a
single band is characterized by the Hamiltonian

/\

H(J,U.h,b) ——JZ b, b, +H.c.)

+5Zﬁz(ﬁz 1)+ > hify,
1 1

with hopping rate J, interaction constant U, onsite energies
h; and bosonic creation operators b!, and number operators
n = B}f]l on sites labeled by / in the corresponding band.

The low-energy subspace is the s band with Hamiltonian
H,=H(J,, Us,ﬁ, E\) Since the hopping rate can be
directly tuned via the lattice depth, it is common to realize
a time-dependent Hamiltonian in terms of a time-dependent
hopping rate. In the following, we thus consider the
piecewise constant drive of the s-band BHM ﬁsi =
H(J,+6],,U,, h, l_;s) for the n-RMD protocol speci-
fied later.

Modulation of the lattice depth excites particles to higher
bands. As the first excited (p) band has odd parity,
transitions from the even-parity s band to higher bands
are dominated by the coupling to the second excited (d)
band [19]. Higher bands beyond the d band do exist but
they are less relevant for our purpose in a sufficiently deep
lattice [23]. Including the d band in terms of the
Hamiltonian H, = H(J,, Ud,ﬁ+ A,l;d) with an energy
gap A to the s band is the central step in going beyond the
lowest-band-approximation. This energy gap is normally
much larger than the s-band hopping rate J,; in a deep
lattice it can even be larger by 2 orders of magnitude
[19,21,32]. The Hamiltonian [7,21,32]

Hyy=UyY [Znsz"dz ) (byblybubg +He)|,  (2)
1

where the index sl or d/ labels site / in the s or d band,
respectively, captures the interband interaction including
an on-site density-density interaction and simultaneous
hopping of two particles between the bands. Modulation

of the lattice depth changes not only the hopping rate in the
s band, but it also induces single particle interband
transitions to the d band [21,32] as described by the
Hamiltonian

H, = nﬁJSZBle;sl +H.c., (3)
1

with a dimensionless transition ratio 7. Strictly speaking the
lattice modulation will also let parameters like the hopping
rate in the d band or the interaction amplitudes vary in time.
However, this time dependency will not lead to sizable
effects as long as the band gap is sufficiently large.
Therefore, in addition to the s-band drive, we only consider
the driving dependent single particle transitions.

Our goal is to investigate the heating process of the two-
band BHM subject to the RMD protocol [40], which can be
defined as a sequence of the two piecewise constant
Hamiltonians Hi =H;.+ Hd =+ Hsd + Htr A period of
deterministic dynamics over a time window of length 2"T
can be defined recursively via the time evolution operators
Uf = U] U, with U = e "=, Temporal random-
ness can be introduced by concatenating dynamics over
several such time windows with the operator U;: chosen at
random. Extra time dependence in the protocol is permitted
within each time window 7 to engineer novel micro-
motions [48,49] or to implement trotterization for digital
quantum simulations [43].

Long-lived prethermalization governed by the effective
Hamiltonian H.; = H L+ H_ is predicted [40,48] in the
rapid driving regime where the characteristic driving
frequency 1/T is the dominant energy scale. The scaling
Tpre ™~ T—(27+1) of the prethermal lifetime has been observed
numerically in nonintegrable spin models [40,48], in
contrast to the exponential scaling observed in Floquet
systems [19,50]. In the following, we first establish similar
prethermal phenomena in the lowest s band. Taking into
account multiple bands, we then confirm the characteristic
scaling of the prethermal lifetime even though 1/T is only
larger than the energy scales of the lower band but smaller
than the gap to higher ones.

Prethermalization in the s band.—The existence of a
prethermal regime within the lowest-band approximation is
indicated in Fig. 1 with dynamics following an average
over 100 instances of 2-RMD driving with periodic
boundary conditions. The initial state is chosen as a
density-wave state in the lattice of L = 12 sites and total

particle number N, = 6. Onsite energies h are chosen as
—u on even sites and 0 on odd sites. Such a potential
difference enables the system to maintain the density-wave
configuration in the prethermal regime.

Inset (a) depicts the normalized energy &(¢)=(E,—E,)/
(E—E,), with the energy expectation E, = (¥,|H |¥,)
taken with respect to the effective Hamiltonian, the infinite
temperature energy E,, =T rH, ot/ D, where D is the Hilbert
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FIG. 1. Dynamics of the energy (a) and imbalance (b) for the

s-band BHM. A prethermal plateau appears in both panels with a
lifetime 7, increasing with driving frequency 1/7. (c) Algebraic
scaling 7 ~ T-(27+1) can be observed for n > 1, whereas for

n = 0, heating rapidly happens (¢ ~ 1). The follow parameters are
used for numerical simulation J; = 1,6/, = 0.9, U, = 5, u = 10.

space dimension and the energy Ey = (Wo|H.q|¥,) of the
initial state |¥y). Inset (b) shows the imbalance between the
occupation on even and odd sites labeled by s/ in the s band
I(t) = (2/L)(Zl,even<ﬁsl>t - Zl,odd<ﬁsl>t)’ with the occu-
pation number expectation value (i), = (¥, |y |¥,).

For the three representative values of the driving fre-
quency 1/T shown in Figs. 1(a) and 1(b), the values of ¢
and / remain approximately constant during the prethermal
plateau. Eventually they approach their infinite temperature
value on some finite timescale, which depends on 1/T7,
with fast driving (large values of 1/T) favoring slow
thermalization. The transition between the initial and final
values of € at any given value of 1/T takes place in the same
time window as the corresponding transition of /, indicat-
ing that the definition of the prethermal lifetime 7. is
largely independent of the choice of observable whose
thermalization is being characterized.

Defining the time ¢, via I(¢,) = x, we extract the
prethermal lifetime as the average 7, = (t,),, Where the
average over the five values x = 0.8, 0.8 = 0.015 and 0.8 &
0.03 is performed to reduce numerical noise. Figure 1(c)
depicts the dependence of 7,. on 1/T for different
multipolar orders n =0, 1, and 2. For n = 1 and 2, the
numerical results are consistent with the predicted scaling
law 7 ~T~2"FD) [40]. For the purely random drive
n = 0, however, heating is always fast with only a weak
dependence on the driving frequency, suggesting that the
multipolar structure provides a qualitative improvement for
controlling the intraband heating [40].

Apart from the case of purely random driving, n RMD of
the single-band model thus allows us to increase the
prethermal lifetime by choosing a sufficiently large driving
frequency 1/T. The existence of higher bands in real
systems, however, imposes limitations to these choices
because fast driving can result in interband heating.
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FIG.2. (a) Dynamics of the relative population in s band for the

2 RMD. Solid or dashed lines correspond to zero or finite single
particle excitations to the d band, respectively. Particle loss
has a strong dependence on the driving frequency for 5 = 1.
(b) Dependence of the particle loss timescale 7., on the driving
frequency 1/T for n = 1. Although in general larger 1/7 induces
more particle loss (the # ~ T is depicted as a black dashed line to
guide the eye), there exist several frequency windows where
excitation to the d band is significantly suppressed. The para-
meters 6J;, =12, J, =7, U; =5, U; =3, Uyy =2, u =10,
A = 220 are used for numerical simulation.

Particle excitation to higher bands.—Both the collective
hopping [Eq. (2)] and the single particle transitions
[Eq. (3)] can result in particle excitations to the d band,
and comparison between dynamics with # = 0 and with
n =1 helps to distinguish between these two processes.
Figure 2(a) depicts 2-RMD dynamics of the relative
population N;/N,, of particles number in the s band.
The initial state is chosen as a density-wave state in the s
band with total particle number N, = 4 and L = 8 sites.
Solid lines correspond to a system without single-particle
interband transitions (7 = 0), whereas dashed lines corre-
spond to the case with a finite transition ratio 7 = 1. Red
and blue colors indicate the two driving frequencies
1/T = 36 and 44. For = 0 (solid), the relative population
remains practically constant for both driving frequencies. It
thus suggests that although the interband interaction U, is
nonzero, collective hopping events are rare due to the low
filling factor. In contrast, finite single-particle transitions
(dashed) result in notable particle loss to the d band,
highlighting that this process dominates the interband
heating.

It is worth noting that the interband heating exhibits a
strong dependence on the driving frequency: In the case of
the faster of the two drives (blue), the asymptotic equal
distribution of particles over both bands is reached around
t ~ 103, but for the slower drive (red), at the same time, the
population remains almost fully in the s band.

The particle loss time 7, at which the relative popu-
lation Ny/N,, falls below the threshold value of 0.92 [51]
is depicted versus the frequency 1/7 with blue dots in
Fig. 2(b). Crucially, the dependence is highly nonmono-
tonic with a series of well-pronounced peaks that indicate
frequency regimes in which heating to the d band is
strongly suppressed. In the relatively slow driving regime
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(1/T < 10) the loss time follows the proportionality
Tioss ~ 1 (black dashed line), confirming that faster driving
yields stronger interband heating [32]. While for faster
driving (1/T > 10), the particle loss time 7). oscillates
around this proportionality, the amplitude of the oscilla-
tions are extremely large. For example, in the frequency
window 30 < 1/T < 40 the actual values of 7, can
exceed the proportionality relation by more than 2 orders
of magnitude.

Tractable model for the heating profile.—As the inter-
band heating is strongly dominated by single-particle
processes, we can provide an analytic approximation to
the heating profiles shown in Fig. 2(b). Neglecting inter-
actions and performing an average over the random choices
of time evolution operators in the n-RMD protocol yields
an exactly solvable model. Although it is not necessary for
solvability, one may further neglect the modulation in the
s-band hopping and the staggered potential, as they mainly
affect the s-band prethermal dynamics but not the interband
heating as long as the band gap is sufficiently large, see
Supplemental Material [52].

Within this approximation, the two-band Hamiltonian
can be expressed as H, =3, b,t[fl,jfbk with the matrix

i ( —2J cos(k)
+6J,n

+6Jn

L —2J,cos(k) + A ) - @
and the vector b = (b',, b}, of the creation operator in
quasimomentum space. The dynamics decomposes into
independent quasimomentum components, and the elemen-
tary time evolution operator in any given component
reads Ug (k) = [Cool +i(£Cp 16, + Cy26.)]e'?, with
k-dependent complex scalars C ;, phases ¢, the Pauli
matrices 6, , ., and the identity 1. The resulting multipolar
operator of nth order reads Uy, (k)=(C, ¢1+i(£C, 18+
C,.26.)]e!n, where [n] = x for even n and [n] = y for odd
n, and the k-dependent coefficients C,, ; are determined by
the recursive relations

Cpiro=—2C, +1, Chry12 =2C,5Cp,
Cn+1,1 = _2Cn,2cn.18z,[n],[n+l]v (5)

Supplemental Material [52].

The time evolution of a single-particle quasimomentum
eigenstate |y,) = b, |0) is particularly simple but enlight-
ening when C, (k) vanishes. This particle oscillates
between the two bands, however, as UF(k) is now
diagonal, it completes a full Rabi cycle at the end of each
time window of length 2"7T. Although different hopping
processes between the two bands are permitted, they can
interfere destructively [53-55] to keep the initial state
localized in the s band, hence, no particle loss happens
at stroboscopic times. The dynamics averaged over random

where €, 1) denotes the Levi-Civita symbol, see

choices of the n-RMD protocol is still exactly solvable even
if we deviate from this special case. To do so, we use the
density matrix ¢}’ to represent the state for the k compo-
nent at time t = 2"7Tm after the temporal random ave-
rage [56]. The time evolution can thus be obtained
recursively as ¢! =1 U ol (U)T + 1 Uz (Uy)T with
the initial state ¢9 = |y ) (|- The resulting density matrix
at later times reads ¢} = f,,0% + g,,1 with coefficients f,,
and g,, exactly solvable by induction (see Supplemental
Material [52]).

Even though the dynamics itself does not lead to mixing
of different quasimomenta in the density matrix, generic
initial states may have such components. These, however,
average out, and the systems’ dynamics can be well
approximated by the incoherent sum over all momenta.
If we initialize a Fock state in the s band, the particle can
still complete Rabi-like cycles between two bands at
stroboscopic times if the difference between the intra-
band hopping rates is much smaller than the band gap
(J4—J; < A), see Supplemental Material [52]. The result-
ing population in the s band is then approximated as
Ny(2"Tm) ~1/2+ %7, (1 =2C; )" /2L, suggesting that
the population in the s band decreases exponentially in
time. The particle loss time 7., derived from this model is
depicted as a gray line in Fig. 2(b), which coincides very
accurately with the exact numerical data [57].

Protection of prethermalization.—Particle loss to higher
bands generally prevents the observation of prethermaliza-
tion in the lowest band. However, the ability to predict
regimes of slow interband heating can be used to identify
suitable prethermalization regimes. With the driving fre-
quency 1/T = 36, for example, 7, is around 10* [as
shown in Fig. 2(b)] which is sufficiently long to make it
irrelevant for the prethermal dynamics. Therefore, as shown
in Fig. 3(a), there is hardly any noticeable difference
between the dynamics with # = 0 (solid) and with n =1
(dashed) for the red data. But for 1/7 = 44 (blue) for
which 7, ~ 10% is comparable to the prethermal time-
scale, heating within the s band is significantly accelerated
by single-particle interband transitions.

The prethermal lifetime 7, defined in terms of the
threshold value 0.55 [58] for the imbalance I in the
presence of single particle transition (7 = 1) is depicted
as a function of the driving frequency 1/T in Fig. 3(b) on a
log-log scale. Apart from the regime of extremely fast
driving, as well as the region 25 < 1/T < 30, the numerical
data agree well with the algebraic scaling 7, ~ 7~("1
with n = 2 indicated by a dashed line. In particular, in
the regime 31 < 1/T < 39, the prethermal lifetime in the
range 100 < 7. <400 is substantially shorter than the
particle loss time (gray line). Modulation of interactions in
general accelerates the interband heating, but it only
causes negligible effects to the prethermal lifetime, see
Supplemental Material [52].

120605-4



PHYSICAL REVIEW LETTERS 129, 120605 (2022)

(@ F (®) f
1.0 i
< 05 2 10%E
= &
oo [T YT =44 T
pul NIRRT 1 8 auul La 101 I L L
10t 10% 10% 20 30 40
t 1/T
FIG. 3. (a) Dynamics of the imbalance in the s band for 2 RMD.

For 1/T = 44, the imbalance rapidly decays to zero, whereas for
1/T = 36, the prethermalization remains almost unchanged as
notable particle loss only occurs at a later timescale. (b) When
particle loss occurs slowly (red dots), the prethermal lifetime 7,
fits well to an algebraic scaling with exponent a~2n + 1.
Otherwise, the s band thermalizes faster (blue dots).

Discussion.—The nonmonotonic suppression of inter-
band heating and the long-lived prethermal regime in RMD
systems can be detected via existing experimental tech-
niques. For instance, with cold atoms trapped in optical
lattices, the required initial density-wave state can be
prepared [6,59] and the band gap is tunable from 40/,
to 500J [19]. Additionally, the accessible coherent lifetime
is longer than the prethermal lifetime 7, [19,59,60], and
the occupation imbalance 7(z) in the s band can be
measured via fluorescence imaging [1,19]. Once the
long-lived prethermalization is established, it would be
intriguing to engineer prethermal phases of matter with
novel correlations in the micromotions unobtainable with
periodic drives. Also, using suitable choices of the elemen-
tary unitaries Uz in the RMD sequence can form the basis
of quantum simulations beyond the paradigm of Floquet
engineering.

The observation that single-particle interband tunneling
is the leading cause of interband heating for random drives
is one of the key findings of this work. It allows us to derive
an analytically tractable and intuitive model which accu-
rately captures the nonmonotonic heating profile. This
heating profile is largely independent of the underlying
Hamiltonian as long as there is a large gap between the
bands. Also, it does not require the driving frequency to be
the dominant energy scale as in previous works based on a
high frequency expansion [48]. Therefore, our work
provides a new setting for probing the slow thermalization
phenomena. It remains intriguing to investigate whether the
exact solution of the RMD two-level systems can be
applied to other contexts, e.g., for integrable many-body
systems. It will also be interesting to explore interband
heating effects for dynamical localization [54,61] or the
stability of quantum many-body scars [62-65].

In higher dimensions, lattice geometry plays an impor-
tant role in suppressing interband heating for periodic
drives [60]. It will thus be interesting to explore geometric

effects on n-RMD drives, the role of dimensionality or the
particle density dependence. Reliable numerical simula-
tions of higher dimensional systems normally lie beyond
the capability of classical methods especially for random
drives. Therefore, experimental investigation of the inter-
band heating in quantum simulators would be highly
welcome.
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