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Abstract

Nano-electromechanical devices implement the versatile optomechanical in-
teraction by combining nanoscalemechanical elements with superconducting
circuits. Recently, first realizations of a novel approach have been achieved
where a mechanical displacement modulates the magnetic flux in a Supercon-
ducting QUantum Interference Device (SQUID), coupling the inductance of
the circuit to the motion of the mechanical element. Inductively coupled de-
vices provide exciting opportunities to significantly increase the single-photon
coupling rate beyond what could previously be achieved by solid state based
systems. Previous studies on this class of devices have been constrained by
limitations in external magnetic field strengths and high microwave loss rates.
This thesis addresses these challenges by introducing improved fabrication
techniques to reduce intrinsic losses and advanced experimental protocols to
enable operation in higher magnetic fields. In our experiments, we determine
the achievable single-photon single-phonon coupling rates 𝑔0 and explore the
scaling behavior with increasing magnetic fields, demonstrating a coupling
rate of 𝑔0/2𝜋 = (53.72±2.91) kHz, exceeding any previously reported value. We
also delve into the phenomena of Electromechanically Induced Transparency
(EMIT) and optomechanical sideband cooling, demonstrating the adaptability
of the inductively coupled architecture. Due to the unprecedented interaction
strength, we demonstrate sideband cooling of the mechanical motion of a
nanostring to amode occupation of less than 10 phonons, using ultra-low drive
powers equivalent to less than a single photon. Additionally, we demonstrate
the effective control of the resonance frequency of the nanostring through elec-
tromechanical backaction. In this context, we quantitatively describe a Lorentz
force induced shift of themechanical resonance frequency and further identify
an additional field-dependent mechanical frequency shift attributed to the
interplay between the superconductivity of the nanostring with the external
magnetic field, mediated by the elasticity of the flux-line-lattice. The broad
range of our findings underscores the potential of inductively coupled elec-
tromechanics and demonstrates progress towards reaching the single-photon
single-phonon strong coupling regime. Finally, we present a complementary
research direction on quantum acoustic hybrid systems combining supercon-
ducting circuits and surface acoustic wave (SAW) devices. We fabricate SAW
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resonators on thin-film lithium niobate (LNO) substrates and perform the first
comprehensive study of their performance in the quantum regime. Based on
our results, SAW resonators on thin filmLNOachieve performance comparable
to devices on bulk LNO and show potential to be used in quantum acoustic
applications.
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Introduction 1
1.1 Background and motivation

Quantum physics, since its inception, has profoundly altered our under-
standing of the universe, revealing a rich and unpredictable world, full of
mind-bending concepts that often clash with our human desire for causality
and logic. It has brought to light phenomena such as entanglement [1], su-
perposition [2, 3] and tunneling [4], far removed from our everyday notions
of reality. A growing understanding of the underlying rules and frameworks
governing this quantum world has not only enabled the emergence of ground-
breaking technologies, like magnetic resonance imaging [5, 6] and GPS [7],
but also promises even more wide-reaching disruptions in the near future.
One such disruption could be quantum computing [8, 9], which taps into the
inherent properties of quantummechanics to solve certain complex problems
exponentially faster than classical computers [10].

One of the most intriguing unsolved questions in quantum physics is the
measurement problem [11], the question of how and why the act of observing a
quantum system causes it to transition from a state of superposition to a single,
definitive state. This problem touches the very heart of quantum theory and
the nature of reality itself, provoking various interpretations and philosophical
debates [2, 12–14]. It is also intertwined with our naive understanding that
there is a classical regime, where our human intuition applies, and a quantum
regime, where it does not [15]. Various theories have been developed to explain
the absence of quantum superposition in our macroscopic lives [16], each of
them predicting some kind of additional decay of superposition that scales
with an object’s mass or the number of particles involved [17–19].

Therefore, researchers are vying to observe quantum phenomena in ever
heavier macroscopic objects to test these theories and locate the boundary
between the classical and the quantum regime [20, 21]. An invaluable tool in
this pursuit is cavity optomechanics [22], where the light field in a optical cavity
is coupled to the motion of a mechanical oscillator, allowing extremely precise

1



displacement detection and, potentially, quantum control of the oscillator [23,
24]. The versatile scheme can be implemented in platforms spanning several
orders of magnitude in mass, from clouds of atoms with masses of 10−20 g [25,
26] to massive mirrors weighing several kg [27], where it recently rose to fame
by achieving the first detection of gravitational waves [28].

Nano-electromechanics has evolved from these roots, enabled by advances
in nano-fabrication technology. These advances have made it possible to
explore interactions between light and mechanical motion in on-chip systems
integrating mechanical elements with superconducting resonant circuits [29–
31]. In circuit based systems, researchers have achieved radiation pressure
ground state cooling [32], entanglement of mechanical oscillators [33, 34], and
detection ofmechanical displacement beyond the standard quantum limit [31].
All of these feats were achieved in the limit of devices with low single-photon
coupling strengths, making use of a feature of the linearized optomechanical
interaction, where the effective coupling can be enhanced by increasing the
applied microwave power. However, in this linear regime, all of the underlying
states of the system remain inevitably Gaussian, classical states [22].

Therefore, to leave the realm of classical states and push the boundaries of
quantum state preparation for mechanical modes, a different approach is
needed:
Inductively coupled or flux-mediated electromechanics, which is the focus of
this thesis, is a novel implementation of the optomechanical interaction in
the context of superconducting circuits. With this approach, the displacement
of a mechanical oscillator modulates the magnetic flux in a Superconducting
QUantum Interference Device (SQUID), coupling the inductance of the circuit
to themotion of themechanical element. The inductively coupled architecture
provides exciting opportunities to significantly increase the single-photon cou-
pling rate 𝑔0 beyond the above-mentioned boundaries [35–39] and ultimately
reach the single-photon strong coupling regime [40]. In this regime, 𝑔0 exceeds
all of the individual loss rates present in the system and the linear approxima-
tion of the optomechanical Hamiltonian breaks down, opening up possibilities
for creating non-classical mechanical states [25, 41, 42] with negative Wigner
densities [43] and exploring phenomena such as photon granularity [25] and
photon blockade [44].

In parallel, quantum acoustics [45, 46] has emerged as an equally intrigu-
ing field to study the quantum nature of macroscopic objects. Instead of
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designing artificial mechanical oscillators like strings, cantilevers or pendu-
lums, quantum acoustics focuses on the intrinsic motional degrees of freedom
of solid-state systems: the quantized elastic excitations carried by their crystal
lattices. Recently, by interfacing a superconducting qubit with the bulk acous-
tic waves of a sapphire crystal, researchers accomplished the generation of
a Schrödinger cat state consisting of 1017 atoms, one of the heaviest to date
[47]. Similar hybrid systems of superconducting circuits and surface acoustic
waves (SAWs) are discussed in the context of information storage [48–51] and
to explore the novel interaction of the giant atom limit [52–55], where the
wavelength of the interacting wave becomes comparable to the dimensions
of the (artificial) atom. The key element enabling this symbiotic relationship
between electrical circuits and acoustic waves is the piezoelectric effect, which
mediates the transduction between the electromagnetic and elastic fields.
However, a main challenge, which will be the focus of the latter part of this
thesis, arises from the diametrically opposed requirements that SAW devices
and superconducting circuits pose on the used substrate: High piezoelectric
coupling rates are desired for efficient SAW generation, while the same piezo-
electric coupling constitutes a highly unwanted loss channel for the electric
fields in superconducting qubits.

1.2 Scope and objectives of the study

Only recently, intensive efforts by a small number of research groups have
cumulated in the first successful proofs of concept for the realization of
flux-mediated inductive coupling in electromechanical devices [56–59]. In
these pioneering experiments, the feasibility of the interaction scheme was
demonstrated and the expected scaling and in-situ tuneability of 𝑔0 verified.
Furthermore, single-photon coupling rates of 𝑔0/2𝜋 > 1.5 kHz were reported,
constituting already a significant improvement over existing, capacitively
coupled electromechanical devices. However, for various reasons, the studies
remained limited to moderate external magnetic fields below 10mT, stopping
short of realizing the full scaling potential of the field-dependent nature of
𝑔0. Additionally, the complex fabrication processes required to combine flux-
tuneable microwave circuitry and nanomechanical elements required certain
compromises that caused themicrowave loss rate 𝜅 in the prototype devices to
remain relatively large. Therefore, as of today, the threshold of single-photon
strong coupling, defined by 𝑔0 > 𝜅, remains out of reach.
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In this thesis, we aim to advance the state-of-the-art towards reaching the
single-photon single-phonon strong coupling regime by tackling both of the
aforementioned aspects limiting the previous experiments. On the one hand,
we introduce alterations and improvements to the experimental setup and
measurement protocol that make the operation of the electromechanical
device in external fields up to 50mT possible, promising substantial improve-
ments to the achievable 𝑔0. In parallel, we develop an entirely new fabrication
procedure and adapt the device design with the goal to significantly reduce the
loss rate 𝜅 in themicrowave circuit. In concert, both of these undertakings aim
to bring 𝑔0 and 𝜅 closer together and eventually reach the declared objective
𝑔0 ≈ 𝜅.

Experimentally, we determine the maximally achievable single-photon single-
phonon coupling rate and investigate whether the expected scaling behavior
remains valid towards larger fields. We also use the enhanced interaction
strength enabled by the larger fields to investigate several interesting physical
phenomena present in optomechanical systems, such as Electromechanically
Induced Transparency (EMIT), Optomechanical sideband cooling, and a dy-
namic backaction effect that can be used to control the eigenfrequency of the
mechanical subsystem.

With respect to quantum acoustics, we aim to examine the potential of two
thin-film material systems, Lithium Niobate on Insulator (LNOI) and Lithium
Niobate on Silicon (LNO-on-silicon) for SAW-based quantum acoustic applica-
tions. Our focus is on assessing the performance of GHz-frequency SAW res-
onators under typical operating conditions for quantum acoustic experiments,
including millikelvin temperatures and low signal powers corresponding to in-
dividual phonons. By comparing these thin-filmmaterials with traditional bulk
LNOusing a standard resonator design,weaim todetermine their suitability for
scalable quantum acoustics applications.
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1.3 Thesis outline

The thesis is structured in the following fashion:

Chapter 2 forms the theoretical backboneof the thesis, providing a comprehen-
sive overview of the foundational principles in superconducting circuits and
nanomechanics. It delves into the specifics of nanostring oscillators, SQUIDs,
and Frequency Tunable Resonators (FTRs), and presents a detailed treatment
of the flux-mediated coupling mechanism.
Chapter 3 is focused on design and optimization. It details the circuit designs
for flux-tuneable resonators withmechanically compliant SQUIDs and surface
acoustic wave (SAW) devices for quantum acoustics. The chapter also outlines
thenanofabrication techniquesused tomanufacture the samples studied in the
thesis.
Chapter 4 covers the experimental setups and measurement techniques. It
introduces the cryogenic setup for millikelvin temperature experiments, mi-
crowave components for signal processing, and describes specializedmeasure-
ment and analysis protocols.
Chapter 5 is dedicated to the experimental investigationof inductively coupled
electromechanical devices. It includes a comprehensive pre-characterization
of the device, a study of the optomechanical coupling strength, and its applica-
tion in the sideband cooling protocol. Additionally, a study of a novel technique
for mechanical frequency control is presented.
Chapter 6 presents a low-temperature study of SAW resonators on thin-film
piezoelectric substrates, assessing their performance for quantumacoustics ap-
plications.
Finally,Chapter 7briefly summarizes themost important results and learnings
acquired over the course of this work andprovides an outlook towards future re-
search directions as well as a preview of preliminary findings.

1.3 Thesis outline 5





Theoretical Background 2
To investigate the complex electromechanical interactions at the heart of this
work, a general understanding of the underlying principles and theoretical con-
cepts that govern these systems is paramount. This chapter lays the theoretical
groundwork for the experimental study presented in subsequent sections,
beginningwith an overview of the foundations of superconducting circuits and
nanomechanics. We introduce the basic building blocks, such as harmonic
oscillators and Josephson Junctions, followed by a detailed examination of
more specialized components of electromechanical circuits such as nanos-
tring oscillators, Superconducting Quantum Interference Devices (SQUIDs),
and Frequency Tunable Resonators (FTRs). The principles of optomechanics
with superconducting circuits are explored, with a detailed description of the
flux-mediated coupling mechanism implemented in this work. In order to
establish amathematical framework to describe the experimental system, a lin-
earization of an electromechanical Hamiltonian including a Kerr non-linearity
is performed. Moreover, this chapter provides a brief excursion into the field of
quantum acoustics with surface acoustic waves, introducing the most relevant
concepts and components. Finally, a section is dedicated to the description of
the most impactful loss mechanism inherent in superconducting circuits, the
coupling to a bath of Two-Level-Systems (TLS).

2.1 The Harmonic oscillator

The following section is dedicated to the harmonic oscillator, an ubiquitous
model in both classical and quantum physics. We discuss its application in
mechanical and electrical LC oscillators, using both classical and quantumme-
chanical frameworks to derive its properties and behavior.

2.1.1 Mechanical oscillator

Classical picture In the realm of classical physics any mechanical oscillator
can be described using a toy model of an object of mass𝑚 that is attached to a
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spring. Themass is located at position 𝑥, has themomentum 𝑝 and is subject to
a restoring force𝐹 = −𝑘𝑥due to the spring,where 𝑘 is called the spring constant.
The total energy of the system can then be described by a classical Hamiltonian
as the sum of the system’s potential and kinetic energy contributions

𝐻 =
𝑝2

2𝑚
+ 1
2
𝑚Ω2

m𝑥
2 , (2.1)

where we define Ωm =
√
𝑘/𝑚 as the (mechanical) resonance frequency of the

oscillator. Using the corresponding Hamilton equations

¤𝑥 = 𝜕𝐻

𝜕𝑝
=
𝑝

𝑚
(2.2)

¤𝑝 = −𝜕𝐻
𝜕𝑥

= −𝑚Ω2
m𝑥 (2.3)

we arrive at the equation of motion of the harmonic oscillator

¥𝑥 +Ω2
m𝑥 = 0 . (2.4)

Now, Eq. (2.4) only describes the motion of the harmonic oscillator in an iso-
lated, ideal scenario absent of energy dissipation and external forces. To incor-
porate both effects into the model we introduce a damping term −Γm ¤𝑥 quanti-
fied by the mechanical decay rate Γm and an external, sinusoidal driving force
𝐹ext = 𝐹0𝑒−𝑖Ω𝑡 at frequencyΩ. This leads to the equationofmotionof a damped,
driven harmonic oscillator

¥𝑥 + Γm ¤𝑥 +Ω2
m 𝑥 =

𝐹ext
𝑚

. (2.5)

Borrowing from linear response theory, we employ Fourier transformation to
rewrite Eq. (2.5) to frequency space, where the expression takes a simpler form
without derivatives

(Ω2
m −Ω2 − 𝑖ΓmΩ)𝑥(Ω) = 𝐹ext

𝑚
. (2.6)

In the context of mechanical oscillators, we call this linear response function
mechanical susceptibility 𝜒m and define it by 𝑥(Ω) = 𝜒m(Ω)𝐹ext, i.e. as the reac-
tion of the system to an external stimulus. From the definition and Eq. (2.6) we
can see directly that

𝜒m(Ω) = 1
𝑚

1
Ω2
m −Ω2 − 𝑖ΓmΩ

. (2.7)
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Expressing the behavior of the harmonic oscillator in terms of its mechanical
susceptibility is convenient for experimentalists, since there is often a direct
relationship between 𝜒m and the observables in experiments, as wewill discuss
in later stages of this work.

Quantum mechanical description In the next step we want to describe the
system introduced above using a quantum mechanics picture. To this end we
closely follow the canonical quantizationmethod first introduced byDirac [60].
First, we replace the canonical variables 𝑥, 𝑝 of the Hamilton equations with
the position andmomentum operators

�̂� = 𝑥 (2.8)
�̂� = 𝑝 (2.9)

which adhere to the commutation relation [�̂�, �̂�] = 𝑖ℏ . The corresponding
Hamiltonian in the quantum description reads

�̂� =
�̂�2

2𝑚
+ 1
2
𝑚Ω2

m�̂�
2. (2.10)

Following the canonical quantization, wemove away from the position andmo-
mentum operators which are hermetian and therefore represent real physical
variables, to amore general description using the annihilation and creation op-
erators �̂� and �̂�†, which are defined as

�̂� =

√
𝑚Ωm

2ℏ

(
�̂� + 𝑖

𝑚Ωm
�̂�

)
(2.11)

�̂�† =

√
𝑚Ωm

2ℏ

(
�̂� − 𝑖

𝑚Ωm
�̂�

)
. (2.12)

Inserting these definitions into Eq. (2.10) results in the commonly used Hamil-
tonian for a quantum harmonic oscillator

�̂� = ℏΩm

(
�̂�†�̂� + 1

2

)
. (2.13)

In the next step, this Hamiltonian can be used to formulate the time indepen-
dent Schrödinger equation

�̂� |Ψ〉 = 𝐸 |Ψ〉 . (2.14)

2.1 The Harmonic oscillator 9



By solving the Schrödinger equation for the eigenvalues of thenumber operator
�̂� = �̂�†�̂�, we can calculate the expectation value for the energy states of the
quantum harmonic oscillator given by

𝐸 = ℏΩm

(
𝑛 + 1

2

)
, (2.15)

where 𝑛 corresponds to the number of excitations. Equation (2.15) aptly illus-
trates two characteristics of the harmonic oscillator that become apparent only
by using the quantummechanical description:

First, the quantum number 𝑛 corresponds to a well-defined number of ex-
citations, it is a natural number and describes a specific energy eigenstate
Ψ of the system. These eigenstates and the corresponding energy levels are
quantized. This quantization manifests as discrete energy states, separated
by a constant energy difference of ℏΩm. Such quantum states that can be
described by the quantum number 𝑛 are also called Fock states.
Secondly, even for 𝑛 = 0, when the system is found in a so-called vacuum state,
the energy of the oscillator never reaches absolute zero, but instead remains at
the zero-point energy ℏΩm/2. Due to the remaining energy, the system is never
truly at rest and subject to motional fluctuations which can be expressed by
the zero-point motion

𝑥zpf =
√
ℏ/2Ωm𝑚 . (2.16)

The quantum fluctuations can be understood as a manifestation of the uncer-
tainty principle: Since a zero energy state would correspond to the particle be-
ing perfectly localized in space andmomentum, such a state is not possible.

Quality factor The quality factor, or Q-factor, commonly denoted by 𝑄, is a
dimensionless parameter that characterizes a harmonic oscillator’s energy loss
per oscillation cycle compared to the stored energy. The quality factor can be
defined as: [61, 62]

𝑄 =
2𝜋 × Energy stored
Energy lost per cycle

=
Ωm

Γ
. (2.17)

In the context of the toy model described above, the quality factor would de-
scribe howmany oscillations the mass on the spring can perform before its en-
ergy falls to approximately 1/𝑒 = 37% of its initial value. A high𝑄 value signifies
low damping, and the system will keep the contained energy for many cycles
before significant energy is lost. Since in the expression above, one compares
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the oscillators resonance frequency to its loss rate, the Q-factor also provides a
useful tool to compare the performance of various oscillator implementations
across widely different operating frequencies.

2.1.2 Electrical LC resonators

C L

Fig. 2.1.: LC oscillator circuit diagram. The most basic circuit implementation of an electrical har-
monic oscillator, consisting of a lumped element capacitance 𝐶 and inductance 𝐿, con-
nected in parallel.

Classcial picture Having established the principles governingmechanical har-
monic oscillators, we can find a parallel in electrical systems. Here, the LC res-
onator serves as an analogous structure, which is depicted in the form of a cir-
cuit diagram in Fig. 2.1. The oscillatory behavior in the circuit arises from the
interplay between the inductive and capacitive circuit elements. Therefore, the
LC resonator is characterizedby the respective inductance 𝐿 and capacitance𝐶.
The energy stored in the resonator is givenby the sumof charging and inductive
energy, which is expressed in the Hamiltonian

𝐻 =
𝑄2
el

2𝐶
+ Φ2

2𝐿
. (2.18)

Here, we have introduced the electric charge of the capacitor 𝑄el, which is re-
lated to the current 𝐼 via 𝑄el(𝑡) =

∫ 𝑡

𝑡0
𝑑𝑡′𝐼(𝑡′). Similarly, Faraday’s law of in-

duction defines the flux Φ threading the inductor using the voltage 𝑉 as Φ =∫ 𝑡

𝑡0
𝑑𝑡′𝑉 (𝑡′) [63].

By defining the angular resonance frequency of the circuit as 𝜔r = 1/
√
𝐿𝐶, we

can rewrite 𝐻 to

𝐻 =
𝑄2
el

2𝐶
+ 1
2
𝐶𝜔2

rΦ
2 . (2.19)
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Comparing the above expression to Eq. (2.1), we find a clear analogy to the me-
chanical oscillator with the canonical variables Φ and 𝑄el taking the place of
position andmomentum and𝐶 acting as effective mass.

Quantum mechanical description Based on this analogy, the path towards a
quantum mechanical treatment using canonical quantization is clear: The
canonical variables 𝑄el and Φ are replaced with quantum operators �̂� and Φ̂,
obeying the commutation relation [�̂�, Φ̂] = 𝑖ℏ. To generalize the description,
we define suitable annihilation and creation operators [64]

�̂� =

√
𝜔r𝐶

2ℏ

(
Φ̂ + 𝑖 �̂�

𝜔r𝐶

)
(2.20)

�̂�† =

√
𝜔r𝐶

2ℏ

(
Φ̂ − 𝑖 �̂�

𝜔r𝐶

)
(2.21)

with the commutation relation [�̂�, �̂�†] = 1.
In analogy to the zero-point motion 𝑥zpf defined for the mechanical oscillator
above we can define expressions for the magnitude of zero-point fluctuations
in flux and charge as Φzpf =

√
ℏ/2𝜔r𝐶 and 𝑄zpf =

√
ℏ𝜔r𝐶/2, respectively, and

find a convenient expression for the operators

Φ̂ = Φzpf

(
�̂�† + �̂�

)
(2.22)

�̂� = 𝑖𝑄zpf

(
�̂�† − �̂�

)
. (2.23)

Using the above definitions the quantum mechanical Hamiltonian for the LC
oscillator takes the familiar form

�̂� = ℏ𝜔r

(
�̂�† �̂� + 1

2

)
. (2.24)

Again, the corresponding energy eigenstates are quantized and equally spaced
and can be characterized by the number of quasi-particles, in this case the pho-
ton number 𝑛with �̂�† �̂�|𝑛〉 = 𝑛|𝑛〉 for 𝑛 = 0, 1, 2....

2.2 Electromechanical circuit elements

In the following section, we briefly introduce the concepts, working principles
and realizations behind the fundamental components for the electromechan-
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ical circuits investigated in this work. This includes nanomechanical string
resonators, the building blocks of microwave resonators and the non-linear
Josephson elements essential for superconducting quantum circuits.

2.2.1 Nanomechanical string oscillators

l

�

�

Fig. 2.2.: Nanomechanical string oscillator. Schematic illustration of a nanomechanical string oscil-
lator (light grey), or nanostring, of length 𝑙, width 𝑤 and thickness 𝑡. The center part of the
string is released from the substrate (dark grey) and free to perform both in-plane (ip) and
out-of-plane (oop) oscillations, where the displacement directions are illustrated by arrows.
It is possible to model each motion as a one-dimensional harmonic oscillator with a suitable
effective mass 𝑚eff .

The elements incorporating the mechanical degree of freedom in our elec-
tromechanical circuits are nanomechanical string oscillators, often referred
to as nanostrings. A nanostring, as depicted in Fig. 2.2, is essentially a freely
suspended beam with large aspect ratio (𝑙 � 𝑤, 𝑡) anchored to a substrate
at both ends under tensile stress. While their form is inherently macroscopic
and three-dimensional, Euler-Bernoulli beam theory [65, 66] reveals that their
motion can be effectively modeled as a one-dimensional, point-like mass
acting as a harmonic oscillator, as introduced in Sec. 2.1.
By adopting parameters analog to the harmonic oscillator, such as an effective
mass 𝑚eff , spring constant 𝑘, and damping rate Γm, we can distill the system
dynamics down to a single degree of freedom for each mode. It’s important
to highlight that nanostrings exhibit a variety of oscillatory modes, including
transversal and torsional motion. However, given that these modes operate
independently of one another, they can be assumed to be isolated and treated
independently. In this work, our focus is primarily on the in-plane and out-
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of-plane vibrational modes, which play an essential role in the flux-mediated
electromechanical coupling scheme described in Sec. 2.5.2.

Response of a driven string Formally, the motion of each mode’s center of
mass can be described by an equivalent one-dimensional damped and driven
harmonic oscillator, described by the equation of motion Eq. (2.5) and solved
by a linear response 𝑥(𝑡) = 𝑥0𝑒−𝑖Ω𝑡 with 𝑥0 = 𝜒m𝐹0, using the susceptibility 𝜒m
defined in Eq. (2.7). Since experimental signatures are often proportional to the
squared magnitude of the displacement 𝑥(𝑡), we derive the expression

|𝑥0 |2 =
𝐹20 /𝑚2

eff

(Ω2
m −Ω2)2 + Γ2mΩ2 ≈

(
𝐹0/𝑚eff

2Ωm

)2 1
(Ωm −Ω)2 + Γ2m/4

, (2.25)

where Ωm =
√
𝑘/𝑚eff is the string’s mechanical resonance frequency. The last

approximation assumes high quality factors or Ωm � Γm, which is generally
fulfilled for the nanostrings studied in this work.

The effectivemass,𝑚eff , in the above equations is a conceptual tool arising from
the simplified description as a point-like mass. The real three-dimensional
structure and varied cross-sectional geometry of the nanostring mean that dif-
ferent sections of the string contribute differently to its vibrational modes. The
effective mass abstracts these discrepancies. Instead of analyzing the specific
movement of each infinitesimally small section of the string, using the concept
of effective mass allows the entire string’s motion to be described as a textbook
one-dimensional mechanical oscillator with a discrete effective mass 𝑚eff and
a spring constant 𝑘. The exact calculation of 𝑚eff involves factors such as the
string’s geometry, boundary conditions, and the displacement profiles of the
vibrational modes [67]. However, we generally study nanostrings in the highly
tensile-stressed (HTS) limit, where𝑚eff approximates to half the physical mass
of the string [68]

𝑚eff = 0.5𝑚 , (2.26)

where 𝑚 = 𝜌𝑙𝑤𝑡 with the material density 𝜌 and the string dimensions 𝑙, 𝑤, 𝑡,
as introduced in Fig. 2.2.
Furthermore, the angular resonance frequency for a nanostring’s 𝑛th vibra-
tional mode in the HTS limit can be approximated to [69]

ΩHTS
m,𝑛 =

𝑛𝜋

𝑙

√
𝜎0
𝜌
. (2.27)
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The accuracy of this approximation can be enhanced by a first-order correction
accounting for string bending effects [68]

ΩTS
m,𝑛 = ΩHTS

m,𝑛

(
𝑙
√
𝜎0𝑤𝑡

𝑙
√
𝜎0𝑤𝑡 − 2

√
𝐸𝐼

)
, (2.28)

using the Young’smodulus𝐸 of thematerial and themoment of inertia 𝐼, which
depends on the string geometry and the investigated mode. Notably, only the
more accurate model lifts the degeneracy between in-plane (ip) and out-of-
plane (oop) mode of the string, since 𝐼ip = 𝑤3𝑡/12 and 𝐼oop = 𝑤𝑡3/12 [70].

Thermal motion The force acting on the nanostring 𝐹ext is not strictly required
tobeanexternally applieddrive. Even inanundrivenexperiment, the stringwill
exhibit Brownian or thermalmotion, caused by the coupling of themechanical
mode to the thermal energy of the environment. The fluctuation-dissipation
theorem [71] can be used in conjunction with the equipartition theorem [72] to
findanexpression for thedriving force exertedbya thermalbathof temperature
𝑇 [73, 74]

𝑆thFF(Ω) = 2𝑚effΓm𝑘B𝑇 , (2.29)

with the Boltzmann constant 𝑘B. Note that 𝑆thFF(Ω) is a spectral force density
given in units of N2/Hz, even though the thermal force is assumed to be fre-
quency independent. Through the susceptibility of the nanostring oscillator (cf.
Eq. (2.7)), the thermal driving force translates to a double-sided displacement
spectral density [73, 75]

𝑆thxx (Ω) = |𝜒m(Ω) |2 𝑆thFF(Ω) ≈ 𝑘B𝑇

𝑚eff

2Γm
(Ω2 −Ω2

m)2 + Γ2mΩ2 , (2.30)

given in units of m2/Hz and using an approximation of large mechanical oc-
cupation numbers, i.e. �̄�ph ≈ 𝑘B𝑇/ℏΩm � 1. In the high-𝑄 limit, which we
already assumed in Eq. (2.25), the spectrum can be further approximated with
a Lorentzian lineshape

𝑆thxx (Ω) ≈ 𝑘B𝑇

2Ω2
m𝑚eff

Γm
(Ω −Ωm)2 + (Γm/2)2

. (2.31)

Knowledge of the thermal amplitude spectrumpresents a useful baseline to cal-
ibrate any measurement signal proportional to the displacement of the nanos-
tring and we will make extensive use of this technique in Chap. 5.
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2.2.2 CPW resonators

In the realm of circuit Quantum Electrodynamics (cQED), LC oscillators com-
monly appear in the form of microwave resonators, which play a fundamental
role in the routing, control and readout of quantum signals [64]. While any elec-
tric resonator shares many characteristics with the basic LC resonator circuit
introduced in Sec. 2.1.2, a multitude of microwave resonator implementations
exist, eachwith its own caveats andbenefits. Two-dimensional coplanarwaveg-
uide (CPW) resonators have become one of the most commonly employed ar-
chitectures, being used as filters [76], sensitive readout devices [77] and quan-
tum memories [78]. Their wide ranging appeal is largely owed to the compact
geometry, low dissipation and compatibility with CMOS fabrication processes.
This section elaborates on the working principles and the underlying theory of
CPW resonators.

L0

C0

ℓ
δℓ

a b

Fig. 2.3.: Coplanar Waveguide (CPW) geometry and equivalent circuit. a Schematic of a coplanar
waveguidewith center conductorwidth𝑤c, gap separation 𝑔c, andmetallized layer thickness
𝑡c. The non-metallized substrate is shown in dark grey. The blue and red lines are schematic
illustrations of the magnetic and electric field distributions, respectively. b Equivalent circuit
representation of a CPW resonator of total length ℓ , which is modeled as a series of infinites-
imally small lumped element circuits (green box) with inductance 𝐿0 and capacitance 𝐶0.

Working principle A CPW is composed of a center conductor with width 𝑤c

and thickness 𝑡c, flanked by two gaps of distance 𝑔c from a ground plane of
equivalent thickness. Both conductors are generally deposited on a dielectric
substrate characterized by permittivity 𝜖, where the substrate’s thickness is sig-
nificantly larger than the dimensions 𝑤c, 𝑔c, 𝑡c [79]. Figure 2.3a illustrates this
arrangement. Materials such as aluminum, niobium, and niobium titanium
nitride (NbTiN) are used as conductors in combination with low-loss-tangent
dielectrics like sapphire and high-resistivity silicon to minimize losses [80].
The CPW functions akin to a conventional coaxial cable, but transmitting sig-
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nals through a planar structure. Its design constrains the electromagnetic field
within a small volume between the center conductor and the ground, as shown
inFig. 2.3a. The electromagnetic fieldpartially resides in thedielectric substrate
and partly in the vacuum or another dielectric above the substrate, being sub-
ject to an effective dielectric constant 𝜖eff . The largest concentration of the field
is found in the gaps between the center conductor and the ground planes.
A resonator is typically created from a coplanar waveguide by enforcing bound-
ary conditions of either zero current (open boundary) or zero voltage (shorted
boundary) at the endpoints. The chosen type of boundary conditions at the
endpoints along with the distance ℓ between them determines the fundamen-
tal frequency and harmonics of the resonator. A resonator with one open and
one shorted-to-ground boundary is known as quarter-wavelength or 𝜆/4 res-
onator, as its fundamental resonance wavelength is 𝜆 = 4ℓ , corresponding to a
fundamental resonance frequency

𝜔0

2𝜋
=

𝑐
√
𝜖eff

1
4ℓ

=
𝑣0
4ℓ
, (2.32)

defining the effective speed of light within the waveguide 𝑣0. Conversely, de-
signing both of the boundaries to be open, a half-wavelength or 𝜆/2 resonator
is created with 𝜔0/2𝜋 = 𝑣0/2ℓ .
Generally, both types of resonators support an infinite number of higher har-
monic modes. Each of these modes, identified by a mode number 𝑛, can be
considered an independent harmonic oscillator with its resonance frequency
given by 𝜔𝑛 = 𝑛𝜔0 or 𝜔𝑛 = (2𝑛 − 1)𝜔0 for 𝜆/2 and 𝜆/4 resonators, respectively.

Similar to the LC oscillator, the electromagnetic characteristics of a CPW
resonator, in particular, the effective speed of light 𝑣0, and, therefore, its res-
onance frequency, is defined by its inductance and capacitance. However,
since the wavelength of the confined microwaves is on the same order as the
lateral dimensions of the waveguide structure, we cannot consider the circuit
to consist of isolated, lumped-elements 𝐿 and 𝐶. Instead, inductance and
capacitance are distributed across the entire length ℓ of the resonator and
interact with the propagating microwaves [79]. Fortunately, the circuit can
still be modeled as a series of small lumped-element circuits with infinites-
imal length 𝛿ℓ and characteristic inductance 𝐿0 and capacitance to ground
𝐶0, each per unit length of the line. An equivalent circuit for this distributed
element model is shown in Fig. 2.3b, with the green rectangle highlighting one
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of the infinitesimally small unit cells. Based on this picture, the characteristic
impedance

𝑍0 =
√
𝐿0𝐶0 (2.33)

and phase velocity
𝑣0 = 1/

√
𝐿0𝐶0 (2.34)

can be calculated [81]. The characteristic impedance is an important figure of
merit for the microwave resonator. In order to avoid impedance mismatches
and theassociated reflections, it shouldgenerallybedesigned tomatch the50Ω
impedance of commercial microwave equipment. However, since the CPW ge-
ometry offers large freedom in the choice of the parameters 𝑤c and 𝑔c, this can
generally be achieved for a large range of different parameter combinations.
Lastly, it is worth noting that the calculation of 𝐿0 and 𝐶0 is non-trivial. While,
when neglecting kinetic inductance and substrate permeability, 𝐿0 is purely de-
fined by the CPWgeometry,𝐶0 depends on the geometry as well as the effective
dielectric constant 𝜖eff of the substrate-metal-airmulti-layer. Analyticalmodels
for 𝜖eff based on conformal mapping techniques exist [82], but the accuracy of
thesemodels can decrease significantly for certain ratios of substrate thickness
tometal thickness [83]. In these cases, researchers have to rely onfinite element
electromagnetic simulations to generate accurate predictions of 𝜖eff [84].

Lumped element approximation To facilitate a more intuitive understanding
of CPW resonators and ensure compatibility with numerous theoretical mod-
els that are grounded in the lumped element picture, it is often practical to ap-
proximate the CPW resonator as a lumped element model. Around resonance
(𝜔 ≈ 𝜔𝑛), the 𝑛th mode of a 𝜆/4 CPW resonator can be approximated as an
equivalent LC circuit with effective characteristic parameters [79]

𝐿𝑛 =
8𝐿0ℓ
𝑛2𝜋2

(2.35)

𝐶 =
𝐶0ℓ

2
. (2.36)

In the case of𝜆/2 boundary conditions, the expression for the inductancemod-
ifies to 𝐿𝑛,𝜆/2 = 2𝐿0ℓ /(𝑛2𝜋2). Using the transformed values, the expression for
𝜔𝑛 simplifies back to 𝜔𝑛 = 1/

√
𝐿𝑛𝐶, in analogy to the simple LC resonator.

As all CPW resonators fabricated and investigated over the course of this
work are designed in 𝜆/4 geometry, we will generally omit specification of the
resonator type from now on.
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Losses and quality factors In analogy to the generic harmonic oscillator,
the quality factor of the fundamental mode in a CPW resonator is defined
as 𝑄 = 𝜔0/𝜅, where 𝜅 represents the mode’s total loss rate. The relaxation
process in these resonators is influenced by a combination of internal and
external sources of loss. Internal losses, which account for relaxation into
uncontrolled channels, encompass a variety of mechanisms such as dielectric
and conductor losses, the presence of quasiparticles, vortices, and two-level
fluctuators (TLS), extensively discussed in Refs. [80, 84, 85] and Sec. 2.7. On
the other hand, external losses stem from the resonator’s coupling to input
and output ports. Based on this relationship, the external loss rate 𝜅ext can be
finely tuned through the design of the coupling geometry to the input-output
transmission lines, as detailed in Sec. 3.1 andRef. [84]. The internal and external
loss channels collectively determine the total dissipation rate 𝜅 = 𝜅ext + 𝜅int.
Consequently, the overall (or loaded) quality factor of the resonator is given by
𝑄l =

(
𝑄−1
ext + 𝑄−1

int
)−1.
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Fig. 2.4.: Transmission response of a side-coupled CPW resonator. a Schematic of a CPW res-
onator (bottom) side-coupled to a input-output transmission line (top). Metallized surfaces
are shown in white, non-metallized substrate in dark grey. The coupling is dominantly capac-
itive and leads to an external loss rate 𝜅ext. b,c Ideal 𝑆21 response of the side-coupled CPW
resonator, calculated from Eq. (2.37) and represented as squared amplitude of the complex
transmission parameter 𝑆21 (b) and in the complex plane (c). The total loss rate 𝜅 is dis-
cernible from the full width at half maximum (FWHM) of the Lorentzian amplitude response.
For the calculation a coupling efficiency of 𝜂 = 𝜅ext/𝜅 = 0.9 is used.

Scattering parameter of a side-coupled CPW resonator Experimentally, the
properties of a microwave resonator are often probed by measuring the re-
sponse of the device to an external microwave drive signal. Different options
exist for coupling the drive signal to the resonator. In our experiments, we pre-
dominantly use side-coupling, which is illustrated in Fig. 2.4a. A small section
of the CPW resonator is placed parallel to the input-output transmission line,
which is connected to the signal generation and detection electronics. This
allows for a (primarily) capacitive coupling of the microwave signals travelling
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in the transmission line to the CPW resonator, represented by an external
loss rate 𝜅ext. The transmitted signal interacting with the resonator can then
be described in the framework of scattering parameters. The S-parameter
𝑆21 = 𝑉−

2 /𝑉+
1 describes the voltage arriving at the output port 2, normalized

to the voltage generated at the input port 1 [79]. Expressed in terms of 𝑆21, the
ideal response of a side-coupled CPW resonator with resonance frequency 𝜔0

to a coherent drive of frequency 𝜔 is given by [86, 87]

𝑆21(𝜔) = 1 − 𝜅ext/2
𝜅/2 − 𝑖(𝜔 − 𝜔0)

= 1 − 𝜂

1 − 2𝑖(𝜔 − 𝜔0)/𝜅
, (2.37)

where we define the coupling efficiency 𝜂 = 𝜅ext/𝜅. This expression corre-
sponds to a Lorentzian lineshape in the amplitude response and describes a
circle in the complex plane, as illustrated in Fig. 2.4b and c, respectively, for
𝜂 = 0.9. Notably, the total loss rate 𝜅 of the device is directly discernible from
the full-width-half-maximum of the Lorentzian amplitude response.

2.2.3 Josephson Junctions

Fig. 2.5.: Schematic illustration of a Superconductor-Insulator-Superconductor (SIS) Josephson
Junction. For a sufficiently thin insulating barrier (grey), tunneling of Cooper pairs between
the two superconductors (blue) is possible. In this case, the macroscopic wave functions
overlap and can be described by a common current-phase-relation based on the phase dif-
ference across the junction 𝜑 = 𝜃2 − 𝜃1. The Josephson equations governing this behavior
are described in the main text.

Josephson junctions represent a key element in the field of superconducting
quantum circuits, acting as essential non-linear circuit elements. At the heart
of the Josephson junction (JJ) lies the Josephson effect, which can be under-
stood as the coherent tunneling of Cooper pairs through an insulating barrier.
This effect was predicted by Brian D. Josephson [88] and later observed in 1963
[89], earning the Nobel Prize in Physics in 1973.
The working principle of a Josephson junction relies on two superconducting
electrodes separated by a thin insulating barrier, as illustrated in Fig. 2.5. If the
tunnel barrier is thin enough, themacroscopicwave functions of the two super-
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conducting electrodes overlap, resulting in a finite tunneling probability for the
Cooper pairs. This tunneling effectmanifests as a finite supercurrent 𝐼s flowing
across the insulating barrier. This overlap can be mathematically described by
the sinusoidal current-phase relation [90]

𝐼s(𝜑) = 𝐼c0 sin(𝜑), (2.38)

where 𝐼c0 is the maximum or critical current the junction can carry, and 𝜑 =
𝜃2−𝜃1 is the phase difference between the two superconductor wave functions.
Equation (2.38) is called the first Josephson equation and fundamentally gov-
erns the junction’s physics together with the second Josephson equation [91]

𝜕𝜑

𝜕𝑡
=
2𝜋
Φ0
𝑉 , (2.39)

where𝑉 denotes the voltage drop across the junction.
Additionally, the characteristic properties of any one junction are crucially
dependent on its geometry: The critical current is defined via 𝐼c0 = 𝑗c𝐴J by
the area of the junction, i.e. the overlap region 𝐴J, and by the critical current
density 𝑗c, which itself depends exponentially on the insulating barrier’s height
and thickness [92].

The non-linear current-phase relationship, as described by Eq. (2.38), gives
rise to a distinctive attribute of the Josephson junction: the non-linear Joseph-
son inductance, denoted as 𝐿J. To deduce 𝐿J, we apply the standard definition
of inductance, 𝑉 = 𝐿 · 𝜕𝐼/𝜕𝑡, in conjunction with the two fundamental
Josephson equations. This process leads to the following derivation [92]:

𝐿J =
𝜕𝐼s
𝜕𝑡

1
𝑉

(2.38)
= 𝐼c0 cos(𝜑)

𝜕𝜑

𝜕𝑡

1
𝑉

(2.39)
=

Φ0

2𝜋
𝐼c0 cos(𝜑) = 𝐿J0

1
cos(𝜑) , (2.40)

where 𝐿J0 = Φ0/(2𝜋𝐼c0) is defined as the maximum Josephson inductance of
the junction. The presence of the cosine term in the denominator effectively
transforms the Josephson junction into an adjustable inductor, which presents
a valuable and versatile asset in designing electromechanical circuits.

Josephson junctions in external magnetic fields As some of the experiments
shown in this work require circuits containing Josephson junctions to be oper-
ated in the presence of external magnetic fields, we want to briefly discuss the
implications of such scenarios.
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We consider a magnetic field 𝐵 being applied parallel to the plane of the
junction, as represented in Fig. 2.6. In this case, 𝐵 causes a spatial inhomogene-
ity in the phase difference between the wave functions and therefore induces
a dependence of the effective tunneling current on 𝐵. This dependency is
expressed in terms of the critical current as [92]

𝐼s(Φ) = 𝐼c0

�������
sin

(
𝜋Φ
Φ0

)
𝜋Φ
Φ0

������� . (2.41)
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Fig. 2.6.: Josephson junction in external magnetic field. a Illustration of a Josephson junction in an
external magnetic field. The external field 𝐵 is applied perpendicular to the flow of the tunnel
current. The oxide thickness 𝑑ox , junction length 𝐿JJ and London penetration depths 𝜆L1
and 𝜆L2 are highlighted. b Magnetic field dependence of the maximum tunneling current
𝐼s normalized to the junction critical current 𝐼c0, calculated according to Eq. (2.41), using
Eq. (2.42) with realistic junction parameters 𝑡b = 92 nm and 𝐿JJ = 150 nm.

Here, 𝐼c0 is the junction’s critical current in a zero magnetic field environment,
as before, andΦ is the magnetic flux arising from 𝐵. The flux can be expressed
by

Φ = 𝐵𝐿JJ𝑡b , (2.42)

incorporating the length of the junction 𝐿JJ, and a defined magnetic thickness
𝑡b, expressed as 𝑡b = 𝑑ox + 𝜆L1 + 𝜆L2. The magnetic thickness considers not
only the thickness 𝑑ox of the insulating barrier but also the London penetration
depths, 𝜆L1 and 𝜆L2, of each of the junction electrodes.
In Fig. 2.6b, we calculate the field dependence of an exemplary junction based
on realistic geometric parameters (see caption) according to Eq. (2.41). It be-
comes apparent that the magnetic flux dependence of the critical current es-
sentially forms a Fraunhofer diffraction pattern equivalent to a slit of width 𝐿JJ.
However, it should be noted that this solution describes an ideal case. Effects
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like flux focusing due to, e.g., theMeissner-Effect or Oersted fields generated by
the currents flowing through the contacts are not considered and can lead to a
deviating result.

2.2.4 SQUIDs

a b c

0 1
0.0
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1.0

I sq
 / 

2I
c0

Φext / Φ0
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βL = 0.5

Fig. 2.7.: SQUID geometry and response to an external magnetic field 𝐵oop. Schematic illustration
of a simplified SQUID loop in zero-field (a) and in the presence of an external magnetic field
(b). In a, the total transport current 𝐼sq is equally split between the two arms of the SQUID. In
b, the external flux Φext breaks the symmetry and the SQUID generates a screening current
𝐼sc in order to fulfill the fluxoid quantization (see main text). This leads to a flux-dependent
reduction of the SQUIDs critical current 𝐼c0 (Φ). When considering a finite inductance of
the loop itself, 𝐼sc leads to an associated flux Φsc, which counteracts the external flux Φext.
This effect is often neglected in simplified models and discussed in the main text. c Flux-
dependent critical current 𝐼sq of the SQUID in the case of negligible loop inductance (𝛽L = 0)
and finite loop inductance (𝛽L = 0.5), numerically calculated using Eq. (2.45) and Eq. (2.51).
For simplicity, multi-valued solutions that arise from the hysteretic behavior of the SQUID for
𝛽L = 0.5 are omitted.

The Superconducting QUantum Interference Device (SQUID) is one of the
most popular devices in superconducting electronics, offering the most sen-
sitive detection of magnetic flux currently achievable in solid state devices
[93, 94]. This sensitivity is put to use for versatile applications ranging from
detection of individual electron spins [95] to neurological brain scans [96].

Fundamentally, a SQUID consists of a superconducting loop containing two
Josephson junctions in parallel1, as illustrated in Fig. 2.7a. In the absence of a
magnetic field, the current distribution in a SQUID operating in a zero-voltage
1More precisely, a SQUID using the parallel arrangement of two junctions is called a dc-SQUID
to differentiate from the rf-SQUID that uses a single junction [97]. In the context of this work,
we exclusively use dc-SQUIDs and use simply the term SQUID.
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state is straightforward. Assuming both Josephson junctions have a sinusoidal
current-phase relation and equal critical currents 𝐼c0, the total supercurrent
passing through the SQUID is given by [97]

𝐼sq = 𝐼1 + 𝐼2 = 𝐼c0 [sin(𝜑1) + sin(𝜑2)] , (2.43)

where 𝐼1 and 𝐼2 are the supercurrents flowing in each armand𝜑1 and𝜑2 denote
the phase difference across the respective junction.
Aside from the previously introduced Josephson effect, the second key princi-
ple in the operation of a SQUID is fluxoid quantization, which imposes the con-
dition that the total phase change around the superconducting loop must be
a multiple of 2𝜋. This leads to a relation between the phase differences of the
two Josephson junctions and the totalmagnetic fluxΦ threading the loop of the
SQUID [92]

𝜑2 − 𝜑1 =
2𝜋Φ
Φ0

. (2.44)

When an external magnetic field 𝐵oop is applied perpendicularly to the SQUID
loop, it creates a magnetic flux Φext, leading to the generation of a screening
current 𝐼sc, as shown in Fig. 2.7b. This current attempts to compensate for the
external fluxby adjusting thephasedifference𝜑2−𝜑1 as requiredbyfluxquanti-
zation. Consequently, the SQUIDwill break the symmetry between the currents
of the two arms, thus modulating the total supercurrent across the device.
For a negligible self inductance, the total flux is given byΦ = Φext, and the criti-
cal current of the SQUID can be written as [97]

𝐼sq(Φ) = 2𝐼c0
����cos (

𝜋
Φ

Φ0

)���� . (2.45)

This expression shows an effective reduction of the SQUID’s critical current, os-
cillating between amaximum of 2𝐼c0 and zero depending on themagnetic flux,
as illustrated in Fig. 2.7c (blue curve). Accordingly, the inductance of a SQUID
can be expressed as

𝐿sq(Φ) =
𝐿J0
2

1���cos (
𝜋 Φ

Φ0

)��� , (2.46)

with the Josephson inductance of a single junction 𝐿J0.
Equation (2.46) exemplifies the ability of the SQUID to act as a flux-tunable
inductive element. Based on this property, the integration of SQUIDs into su-
perconducting LC oscillator circuits allows for the engineering of resonant cir-
cuitswith anatural frequencydependenton theflux-tuneable inductance,𝜔0 =
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1/
√
𝐿(Φ)𝐶. The resulting flux-tuneable resonators are discussed in a subse-

quent section.

Considering non-negligible loop inductance In the previous discussion, we
have approached the behavior of the SQUIDwith the simplified assumption of
negligible self inductance, focusing exclusively on the influence of an externally
appliedmagnetic field. However, inmany real-world applications, especially in
the realm of electromechanical circuits involving nano- or micro-mechanical
oscillators, the SQUID loop inductance can become a significant factor. As the
SQUID loop area is increased, for example to incorporate largermechanical os-
cillators, the loop inductance 𝐿loop also grows, which subsequently influences
the dynamics and performance of SQUID cavities.

When considering a non-negligible 𝐿loop, the magnetic flux generated by
the screening currentΦsc = 𝐿loop · 𝐼scmust be incorporated into the previously
discussedmodel and contributes alongside the external fluxΦext. The total flux
threading the SQUID is then given by

Φ = Φext + 𝐿loop𝐼sc. (2.47)

A useful figure of merit to distinguish the different regimes of this interplay is
the screening parameter [91]

𝛽L =
2𝐿loop𝐼c0

Φ0
. (2.48)

We have previously discussed scenarios where 𝛽L � 1 and the loop induc-
tance’s effect is minor. In those cases, the total flux isΦ = Φext and the SQUID’s
critical current is well described by Eq. (2.45).
However, as 𝛽L increases, the situation changes: The screening current be-
comes relevant in determining the net flux experienced by the SQUID, as it acts
to counterbalance the externally applied magnetic field (see Fig. 2.7b). The
more substantial the loop inductance, the more pronounced is this compen-
satory effect. Taking the compensation into account via Eq. (2.47), re-deriving
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the equations governing the SQUID leads to more intricate expressions for the
total flux and the transport current 𝐼sq [92]

Φ

Φ0
=
Φext

Φ0
− 𝛽L

2
sin

(
𝜋
Φ

Φ0

)
cos

(
𝜑1 + 𝜋

Φ

Φ0

)
(2.49)

𝐼sq = 2𝐼c0 cos
(
𝜋
Φ

Φ0

)
sin

(
𝜑1 + 𝜋

Φ

Φ0

)
. (2.50)

We can see that for non-negligible 𝛽L the total flux threading the loop is de-
scribed by a transcendental equation. The solution for the SQUID’s critical
current can be numerically determined by optimizing the transport current 𝐼sq
concerning the phase difference of a single junction 𝜑1 [97]. In an intuitive pic-
ture, the loop inductance shields the SQUID against the effects of the external
magnetic flux, which would otherwise reduce the critical current towards zero
for Φext = 0.5Φ0. In this way, the accessible range of amplitude modulation
of the SQUID’s critical current is reduced. To provide perspective, we plot
the numerically calculated flux-dependent critical current of a SQUID with
𝛽L = 0.5 in Fig. 2.7c next to the ideal case of 𝛽L = 0. Clearly, the available range
of critical currents is significantly reduced compared to the case of negligible
loop inductance.

Finally, for the modeling and analysis of the SQUID based devices investi-
gated in this thesis, we employ a simplified version of Eq. (2.49)

Φ

Φ0
=
Φext

Φ0
− 𝛽L

2
sin

(
𝜋
Φ

Φ0

)
, (2.51)

which is valid for our experiments in the quantum regime, where no dedicated
bias currents are applied and the SQUIDs are subject to very low powers.

2.3 Flux-Tuneable Resonators (FTRs)

In the preceding sections, we’ve repeatedly highlighted the impact of external
magnetic fields on devices relying on the Josephson effect, such as Josephson
junctions and SQUIDs. Central to these components is their characteristic
non-linear, flux-dependent inductance, which presents a versatile tool for
the design of multi-purpose superconducting circuits. Introducing a SQUID
into an LC resonator allows for the in-situ modulation of the circuit’s total
inductance. Consequently, this manipulation affects its resonance frequency,
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rendering it flux-tuneable. We call this class of devices flux-tuneable resonators
(FTRs). The frequency tuning capability not only enhances the precision of
magnetic field sensing as seen in Refs. [98, 99], but also grants the circuit a
dynamic character that forms the basis for a flux-mediated electromechanical
interaction that lies at the heart of this work and will be explored theoretically
in Sec. 2.5.2 and experimentally in Sec. 5. Furthermore, the inclusion of Joseph-
son junctions into the LC oscillator circuit introduces an inherent Kerr-type
non-linearity. This results in an anharmonic distribution of the resonator’s
energy levels, diverging from the equidistant nature observed in traditional
harmonic oscillators. This induced non-linearity has practical implications,
paving theway for applications such as single photondetection andparametric
amplification [100].

In the following section, we will explicitly derive the effective Hamiltonian
of a flux-tuneable microwave resonator (FTR) and explore its frequency tuning
capabilities, comparing an approximate and an exact theoretical model in the
process. Based on these calculations, we we will be able to examine the influ-
ence of the Josephson non-linearity on the characteristic parameters 𝜔0 and
K of the flux-tuneable circuit. Finally, we use input-output-theory to model
the response of the FTR to an external drive and how flux-tuneability can be
exploited for quantum-limited parametric amplification.

2.3.1 Distributed circuit model

The device we consider in this work is a 𝜆/4 coplanar waveguide resonator,
which is terminated by a SQUID loop at one end (shorted boundary) and
coupled capacitively to a transmission line on the other end (open boundary).
As discussed in Sec. 2.2.2, the bare CPW resonator can bemodeled as a discrete
chain of identical LC oscillators with per-unit inductance 𝐿0 and capacitance
𝐶0. Using this representation, we design an equivalent circuit model of the
full circuit by attaching the SQUID to the right end of the chain, as shown in
Fig. 2.8.
The following derivation closely follows the treatments in Refs. [101, 102] with
elements of Refs. [103] and [104]. It is important to emphasize that we focus on
the case of the SQUID being placed at the end of the CPW resonator, at posi-
tion 𝑥 = ℓ . Different resonator designs with the SQUID integrated at varying
positions along the CPW can lead to significantly different results, which is
comprehensively discussed in Ref. [104].
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Initially, we will neglect the coupling capacitance 𝐶ext to the transmission
line since it is generally negligible compared to the capacitance of the CPW
itself. For FTR designs with very large coupling, it can be re-introduced later as
a small correction to 𝜔 𝑗 and 𝜅 𝑗 [102]. Furthermore, since we are in the limit in
which the plasma frequency of the SQUID is much larger than the resonance
frequency of the CPW resonator, we also neglect the self-capacitance of the
SQUID. Under these conditions, the total Lagrangian of the FTR can be written
as [102]

L =
∫ 𝑑

0
𝑑𝑥

{
𝐶0
2

(
𝜕Φ(𝑥)
𝜕𝑡

)2
− 1
2𝐿0

(
𝜕Φ(𝑥)
𝜕𝑥

)2}
+ 𝐸J cos

(
Φ(ℓ )
𝜑0

)
, (2.52)

with the reduced flux quantum 𝜑0 = ℏ/2𝑒, the Josephson coupling energy 𝐸J of
the SQUID and the magnetic flux field Φ(𝑥) at position 𝑥 along the CPW. The
integral corresponds to the contribution of the CPW, while the second term
describes the SQUID at position 𝑥 = ℓ . Notably, it is irrelevant for the further
discussion whether the non-linear inductance arises from a single Josephson
junction or a SQUID, so both can be sufficiently described by a single, tuneable
Josephson energy 𝐸J.

Lsq(Φ)

L0

C0

Lloop

2
Lloop

2

κext

λ/4 CPW Resonator

Cext

x = 0 x = ℓ

Fig. 2.8.: FTR equivalent circuit diagram. The flux-tuneable resonator (FTR) consists of a 𝜆/4 CPW
resonator terminated on one end via a SQUID. The CPW resonator is represented by a linear
chain of lumped element LC oscillators with per-unit inductance 𝐿0 and capacitance𝐶0. The
SQUID attached to the right end has a flux-dependent Josephson inductance 𝐿sq (Φ) and a
static loop inductance 𝐿loop, arising from geometric and kinetic inductance contributions.
The other end of the CPW is capacitively coupled to a input-output transmission line with the
coupling capacitance 𝐶ext and coupling rate 𝜅ext.
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2.3.2 Flux-dependent resonance frequency

In the limit of a small phase drop across the SQUID,Φ(ℓ )/𝜑0 < 1, i.e. the trans-
port currents remaining small w.r.t. the critical current, we can linearize the
SQUID potential by approximating the cosine as a quadratic potential [102]

𝐸J cos
(
Φ(ℓ )
𝜑0

)
≈ const − 𝐸J

2

(
Φ(ℓ )
𝜑0

)2
. (2.53)

After adjusting the second part of the Lagrangian Eq. (2.52) accordingly, the
eigenmodes of the system can be found by solving the Euler-Lagrange equation
for the CPW resonator, which is expressed by the wave equation

𝑣2
𝜕2Φ(𝑥)
𝜕𝑥2

− 𝜕
2Φ(𝑥)
𝜕𝑡2

= 0 , (2.54)

where 𝑣 = 1/
√
𝐶0𝐿0 is again the phase velocity based on the characteristic pa-

rameters of the distributed circuit model. A general solution can be expressed
as

Φ(𝑥) =
∞∑
𝑗=0

𝜙 𝑗 cos(𝑘 𝑗𝑥) . (2.55)

Which wavevectors are valid solutions to Eq. (2.55) depends on the boundary
condition given by the 𝜆/4 CPW design. On the open end, the geometry im-
poses a vanishing current 𝜕𝑥Φ(0) = 0. This is inherently satisfied by the cosine
solution in Eq. (2.55). The boundary condition on the endwith the SQUID, how-
ever, is dynamically influenced by the presence of the Josepshon junctions and
can be written as [101]

1
𝐿0

𝜕Φ(ℓ )
𝜕𝑥

+ 𝐸JΦ(ℓ )
𝜑2
0

= 0 . (2.56)

Interestingly, Eq. (2.56) provides an intuitive understanding of the flux-
tuneability provided by the SQUID: Due to the second term of the equation,
the flux-dependent Josepshon energy alters the boundary condition of the
circuit at its rightmost end. In the first limit, the SQUID exhibits an exceedingly
large (effectively infinite) Josephson energy, imposing a node of the flux field
at the boundary and preserving the conditions of a 𝜆/4 resonator. Conversely,
in the opposite limit, the Josephson energy is completely nullified, leading to
an anti-node boundary condition more akin to a 𝜆/2 resonator. Theoretically,
adjusting the magnetic flux threading the SQUID by half of a flux quantum,
(0 → Φ0/2), should permit variation in the eigenmode frequencies between
the range (𝜋𝑣/ℓ )𝑛 < 𝜔𝑛 < (𝜋𝑣/ℓ )(𝑛 + 1/2). Nevertheless, real-world applica-

2.3 Flux-Tuneable Resonators (FTRs) 29



tions observemore confined ranges due to the non-zerominimum and limited
maximum Josephson energies of the SQUID.

Returning to the derivation, we can combine our proposed solution Eq. (2.55)
with the boundary conditions and compare coefficients, which results in a
transcendental equation for 𝑘 𝑗ℓ [102]:

𝑘 𝑗ℓ tan(𝑘 𝑗ℓ ) =
𝐿0ℓ 𝐸J
𝜑2
0

. (2.57)

Equation (2.57) is a dispersion equation with an infinite set of solutions with
wavelengths𝜆 = 2𝜋/𝑘 𝑗 and frequencies𝜔 𝑗 = 𝑘 𝑗𝑣, corresponding to the normal
mode structure of the FTR in the linear regime. In the absenceof the SQUIDand
its Josephson energy 𝐸J, one would simply retrieve the standard 𝜆/4 harmonic
oscillator modes expressed by the poles of tan(𝑘 𝑗ℓ ):

𝑘(0)𝑗 ℓ =
𝜋

2
(1 + 2 𝑗) with 𝑗 ∈ 0, 1, 2, 3... . (2.58)

To incorporate the effect of the SQUID inductance, we use the definition for the
Josephson energy 𝐸J = 𝜑2

0𝐿J along with the previously derived SQUID induc-
tance 𝐿sq (Eq. (2.46)) to replace 𝐸J in Eq. (2.57) with the flux-dependent energy
of the SQUID and obtain

𝑘 𝑗ℓ tan(𝑘 𝑗ℓ ) =
𝐿0ℓ

𝐿sq(Φext) + 𝐿loop/4
(2.59)

where we also take into account the previously discussed self-inductance 𝐿loop
of the SQUID loop, which enters with a factor of 1/4 due to the SQUID geome-
try [105, 106]. Solving Eq. (2.59) numerically will provide exact solutions to the
normal mode structure of the FTR including the contributions of the Joseph-
son inductance and the self-inductance SQUID loop. If one also makes use of
Eq. (2.51) to numerically calculate the total fluxΦ, the solutions will also repro-
duce the effects of theflux screeningdue to thefinite loop inductance andmake
the model compatible to a large range of devices, even with large screening pa-
rameters𝛽L > 1. To obtain an analytical expression, we can expand the tangent
in Eq. (2.59) around 𝜋/2 and obtain a first-order correction to the wave vectors
and an approximate solution [105]

𝑘 𝑗 (Φ) ≈ 𝑘(0)𝑗
(
1 +

𝐿sq(Φext) + 𝐿loop/4
𝐿0ℓ

)−1
(2.60)
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or rewritten in terms of frequencies 𝜔 𝑗 = 𝑘 𝑗𝑣

𝜔 𝑗 (Φ) ≈ 𝜔
(0)
𝑗

(
1 +

𝐿sq(Φext) + 𝐿loop/4
𝐿0ℓ

)−1
(2.61)

The simplified expression is accurate when considering only the fundamental
modewith 𝑗 = 0 and inductance ratios up to 𝐿J/𝐿0ℓ ≈ 0.5 [102]. This condition
typically holds for the FTRs examined in this study. For scenarios involving
higher inductance ratios or when the rich multi-mode architecture of the FTR
is of interest, it’s crucial to employ the exact formula.
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Fig. 2.9.: FTR flux-dependent fundamental resonance frequency. The solid lines represent exact, nu-
merically calculated results according to Eq. (2.59) in the case of negligible 𝐿loop (blue) and
𝐿loop = 100 pH (red). For comparison, dashed lines in darker colors depict the correspond-
ing results of the linearized approximation according to Eq. (2.61). Panels b and c present
zoom-ins of the data shown in a to highlight the areas where deviations between the models
are discernible. The other parameters used in the calculations are based off real devices and
are as follows: 𝜔 (0)

0 = 7GHz, 𝐼c0 = 2𝜇A, 𝐿0 = 463 nHm−1 and 𝐶0 = 136 pFm−1.

To illustrate the flux-tunability of the FTR and gain an intuitive understanding
of the strengths and limitations associated with the different theoretical mod-
els, we present a model calculation based on realistic device parameters in
Fig. 2.9. In the figure, the exact solutions according to Eq. (2.59) are shown side-
by-side with the first order approximation given by Eq. (2.61). Furthermore,
we differentiate the distinct scenarios where the self-inductance of the SQUID
𝐿loop is considered (𝛽L > 0) or neglected (𝛽L = 0). It becomes apparent that in
the parameter regime of interest the linearized model of the frequency tuning
behavior remains accurate, both for negligible and non-negligible 𝐿loop. How-
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ever, the pronounced discrepancy in the shape of the tuning curve between the
the calculations with and without loop inductance (see panel a) emphasizes
the importance of factoring in the SQUID self-inductance in the process of
building an accurate tuning model.

Based on the modified wavenumbers 𝑘 𝑗 obtained from either of the for-
mulas discussed above, we can define effective circuit parameters for the
linear components of the flux-tunable circuit. The effective capacitances and
inductances are defined as [102]

𝐶 𝑗 =
𝐶0ℓ

2

(
1 +

sin(2𝑘 𝑗ℓ )
2𝑘 𝑗ℓ

)
(2.62)

and

𝐿−1
𝑗 =

(𝑘 𝑗ℓ )2
2𝐿0ℓ

(
1 +

sin(2𝑘 𝑗ℓ )
2𝑘 𝑗ℓ

)
. (2.63)

Using the above expressions for 𝐶i and 𝐿i, we have successfully renormalized
the circuit parameters to fulfill the resonance frequency definition of a generic
LC oscillator

𝜔 𝑗 = 𝑘 𝑗𝑣 =
1√
𝐿 𝑗𝐶 𝑗

. (2.64)

At this point, we have basically reduced the complex circuit consisting of a dis-
tributed element CPW resonator and a non-linear SQUID inductance to a lin-
ear LC oscillator with modified characteristic parameters. However, it should
be clarified that the effective inductance and capacitance do still contain the
flux-dependency of the SQUID and need to be (numerically) calculated for the
specific external fluxΦext.

2.3.3 Non-linear corrections and effective Hamiltonian

In the previous section, whichwas primarily concernedwith the frequency tun-
ing behavior of the FTR, we have treated the system purely classically and also
omitted any additional effects that arise from the addition of the inherently
non-linear element that is a Josephson junction. In the following, we now re-
introduce the nonlinear contributions of the SQUID in order to arrive at a quan-
tum mechanical Hamiltonian description of the flux-tunable microwave res-
onator.
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To this end, we further expand the SQUIDs potential to include the first non-
quadratic term:

𝐸J cos
(
Φ(𝑥)
𝜑0

)
= const − 1

2
𝐸J

(
Φ(𝑥)
𝜑0

)2
+ 1
24
𝐸J

(
Φ(𝑥)
𝜑0

)4
+ . . . , (2.65)

which we substitute into the Taylor expansion of the Lagrangian together with
the normal mode decomposition in Eq. (2.55) [102]:

L =
1
2

∞∑
𝑖=1

(
¤𝜙𝑖𝐶𝑖 ¤𝜙𝑖 − 𝜙𝑖𝐿

−1
𝑖 𝜙𝑖

)
+

∞∑
𝑖, 𝑗,𝑘,𝑙=1

𝑁𝑖 𝑗𝑘𝑙𝜙𝑖𝜙 𝑗𝜙𝑘𝜙𝑙 . (2.66)

As discussed above, the first sum encompasses the linear parts of the circuit,
portrayed as a set of isolated LC oscillators with effective parameters 𝐿i and𝐶i.
The second sum, on the other hand, comprises the non-linear properties of the
circuit expressed by the coefficients

𝑁𝑖 𝑗𝑘𝑙 = 𝐸J
1
24

𝜙−4
0

∏
𝑚∈{𝑖, 𝑗,𝑘,𝑙}

cos(𝑘𝑚ℓ ) . (2.67)

From the Lagrange function, we derive theHamiltonian by introducing the con-
jugate charge variables: 𝑞𝑖 = 𝜕𝐿/𝜕 ¤𝜙𝑖 = 𝐶𝑖 ¤𝜙𝑖 and perform a Legendre transfor-
mation to obtain the Hamiltonian

𝐻 =
1
2

∞∑
𝑖=1

(
𝑞𝑖𝐶

−1
𝑖 𝑞𝑖 + 𝜙𝑖𝐿

−1
𝑖 𝜙𝑖

)
− 3

∑
𝑗≠𝑖

𝑁𝑖𝑖 𝑗 𝑗𝜙
2
𝑖𝜙

2
𝑗 +

∑
𝑖

𝑁𝑖𝑖𝑖𝑖𝜙
4
𝑖 , (2.68)

where we have focused solely on self-interactions and two-mode interactions.
Moving to a quantummechanical picture, 𝑞𝑖 and 𝜙𝑖 act as operators, satisfying
the commutation relation [𝜙 𝑗 , 𝑞𝑘] = 𝛿𝑘 𝑗ℏ/𝑖. Defining the appropriate normal
mode annihilation and creation operators yields:

𝜙 𝑗 = 𝑖𝜙zpf, 𝑗 (�̂�†𝑗 − �̂� 𝑗) , (2.69)

𝑞 𝑗 = 𝑞zpf, 𝑗 (�̂� 𝑗 + �̂�†𝑗) , (2.70)

with the zero-point fluctuations

𝑞zpf, 𝑗 =

√
ℏ𝜔 𝑗𝐶 𝑗
2

, (2.71)

𝜙zpf, 𝑗 =

√
ℏ

2𝜔 𝑗𝐶 𝑗
. (2.72)
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Finally, we move to a rotating wave approximation and exclude the small
photon number-independent frequency shifts due to the nonlinear terms (e.g.
Lamb shifts) and obtain:

�̂� =
∞∑
𝑖=1
ℏ𝜔𝑖 �̂�

†
𝑖 �̂�𝑖 + ℏ

𝐾𝑖𝑖
2
�̂�†𝑖 �̂�

†
𝑖 �̂�𝑖 �̂�𝑖 +

∑
𝑗≠𝑖

ℏ𝐾𝑖 𝑗 �̂�
†
𝑖 �̂�𝑖 �̂�

†
𝑗 �̂� 𝑗 , (2.73)

with the nonlinearity given by:

𝐾𝑖 𝑗 = −𝐸J
2ℏ

(
𝜙zpf

𝜙0

)4
cos2(𝑘𝑖𝑑) cos2(𝑘 𝑗𝑑) . (2.74)

Here, 𝐾00 ≡ K represents the Kerr non-linearity of the fundamental mode,
which has a profound impact on the behavior of non-linearmicrowave devices,
as wewill see in our experiments. The terms proportional to 𝐾𝑖 𝑗 where 𝑖 ≠ 𝑗 are
cross-Kerr interaction terms that couple different modes together. Such cross-
Kerr interactions can become relevant depending on themagnitude of the non-
linearity and thedevice’smode structure and can evenbe exploited to count the
number of photons in onemodebyprobing anothermodewith a coherent field
[107, 108]. However, for our purposes, cross-Kerr terms are usually negligible
and will be omitted. Lastly, since we are generally focused on the fundamental
mode 𝑗 = 0, we reduce the multi-mode Hamiltonian above to

�̂� = ℏ𝜔0 �̂�
† �̂� + ℏK

2
�̂�† �̂�† �̂��̂� . (2.75)

2.3.4 Response of a non-linear FTR

In real experiments, the properties of microwave resonators are usually probed
by studying their response to an external microwave drive. We have briefly dis-
cussed the response of a linear CPW resonator in Sec. 2.2.2, arriving at an ideal
expression for the scattering parameter 𝑆21 in Eq. (2.37). Due to the presence
of the SQUID and its non-linear inductance, the linear response of a CPW res-
onator is no longer generally applicable to FTRs. In this section, wewill present
a partial derivation of the response of a non-linear microwave resonator to an
external drive signal, highlighting the most important steps and expressions.
For a comprehensive step-by-step derivation, we refer the interested reader
to Refs. [109, 110] and the fundamentals of the input-output-formalism in
Ref. [111].
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Linearized Hamiltonian We begin by extending the non-linear FTR Hamilto-
nian Eq. (2.75) by an external drive with frequency 𝜔p and amplitude 𝛼p of the
form

�̂�d = 𝛼p𝑒
−𝑖𝜔p𝑡 �̂�† + h.c . (2.76)

If we now assume that the system is strongly driven at 𝜔p, we can decompose
the resonator field operators into �̂� = 𝛼𝑒−𝑖𝜔𝑝𝑡 + 𝑑 with a classical amplitude
𝛼 = 〈�̂�〉 and quantum fluctuations 𝑑 around this amplitude. The resulting lin-
earized Hamiltonian, in a reference frame rotating with 𝜔p, reads

�̂�lin = −Δ̃𝑑†𝑑 + 1
2

[
Λ𝑑†𝑑† + Λ∗𝑑𝑑

]
, (2.77)

where we have introduced the modified detuning Δ̃ ≡ Δ − 2|𝛼 |2K, the bare
detuningΔ = 𝜔p−𝜔0 and the single-mode squeezing strengthΛ = |𝛼 |2K𝑒𝑖𝜙Λ .

Equations of motion We now use the input-output-formalism [111] to formu-
late the equations of motion for the classical resonator field amplitude𝛼

𝑑

𝑑𝑡
𝛼 =

(
𝑖Δ − 𝜅

2

)
𝛼 − 𝑖K|𝛼 |2𝛼 −

√
𝜅ext
2

𝛼in (2.78)

where 𝜅 is the total loss rate, 𝜅ext the external coupling to input/output ports2

and 𝛼in the amplitude of the coherent drive. To solve the differential equation,
we use the ansatz

𝛼in = �̄�in𝑒
−𝑖𝜔p𝑡 ,

𝛼 = �̄�𝑒−𝑖(𝜔p𝑡+𝜙) ,

where we allow for a finite phase offset 𝜙. The corresponding steady-state solu-
tion becomes

−
(
𝑖Δ + 𝜅

2

)
�̄� + 𝑖K�̄�3 = −

√
𝜅ext
2

�̄�in𝑒
𝑖𝜙 . (2.79)

2Here, we assume a resonator in a side-coupled configuration (cf. Fig. 2.4a), as used in our ex-
periments. Due to the coupling to abidirectional transmission linewith twoports, energy can
couple in and out of the system at both input/output ports, leading to an effectively halved
coupling rate of 𝜅ext/2 in the equations of motion.
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Multiplication of the steady-state solution with its complex conjugate results
in an expression for the average photon occupation number of the microwave
resonator mode, which we define as �̄�c = |�̄� |2:

�̄�c

[
(−Δ + K�̄�c)2 +

(𝜅
2

)2]
=
𝜅ext
2
�̄�in (2.80)

with the corresponding input photon rate �̄�in = |�̄�in |2. Equation (2.80) is com-
monly used in experiments to calculate the photon occupation resulting from
amicrowave drive using �̄�in = 𝑃/ℏ𝜔 with the drive frequency 𝜔 and the power
𝑃 in Watts.

Additionally, the phase between drive field and resonator field can be ex-
pressed as

tan(𝜙) = − 𝜅/2
−Δ + K�̄�c

. (2.81)

Using Eq. (2.79) with the input-output relation 𝛼out = 𝛼in +
√
𝜅ext/2𝛼 gives rise

to a modified expression for the scattering parameter of a side-coupled, non-
linear cavity

𝑆21(𝜔) = 1 − 𝜅ext/2
𝜅/2 − 𝑖(Δ + K�̄�c)

. (2.82)

Onset of bistability The above equations contain important insights into the
response of the non-linear resonator to an external drive field. Comparison
of Eq. (2.82) to the linear scattering response given by Eq. (2.37) reveals that
the Kerr non-linearity modifies the effective detuning in the denominator
according to Δ → Δ + K�̄�c, effectively changing the resonance frequency of
the resonator. However, the cubic nature of �̄�c, described by Eq. (2.80), leads to
an evenmore complex behavior.

To illustrate this, we plot the solutions of Eq. (2.80) in Fig. 2.10a as a func-
tion of the detuning Δ and for various drive powers, i.e. input photon rates
�̄�in. For small enough powers, Eq. (2.80) has a single, real-valued solution
for all detunings and we observe a linear, Lorentzian shaped response in the
resulting photon occupation �̄�c. However, as the input power is increased the
resonance feature becomes asymmetric and shifts to lower detunings, since
we assumed a negative K (as observed in experiments). This frequency shift
is also represented in the linearized Hamiltonian Eq. (2.77) in the form of the
modified detuning Δ̃ = Δ − 2K�̄�c.
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Once the input photon number surpasses a critical threshold, three simul-
taneous solutions are found for a certain range of detunings. In this regime, the
resonator occupation is bistable and can be found in either of the metastable
maximum orminimum amplitude states. Only the intermediate solution is un-
stable and can not be accessed experimentally. In practice, due to the existence
of two metastable states, the experimentally observed resonator response is
hysteretic and will depend on the sweep direction.

A simulated measurement result is presented in Fig. 2.10b. For an experi-
ment with increasing drive frequency the resonator will be found in the low
occupation state (dashed line) for most of the detunings, while an otherwise
identical experiment sweeping the drive frequency downwards observes the
resonator in a higher amplitude state along the same region.
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Fig. 2.10.: Response of a resonator with Kerr non-linearity. Average photon occupation �̄�c of a non-
linear resonator as a function of detuning Δ = 𝜔p − 𝜔0, plotted for different input powers,
expressed as ratio of the critical input photon rate �̄�in/�̄�crit. The solutions for �̄�c are cal-
culated according to Eq. (2.80) assuming K = −0.1𝜅 and 𝜅 = 𝜅ext. a As the input power
increases, the response deviates from a Lorentzian lineshape and its maximum shifts to
lower detunings. Above the critical input power �̄�in/�̄�crit > 1, the system bifurcates and
three solutions appear for a range of detunings. In this regime, the highest and lowest so-
lutions are metastable and can be observed in an experiment, the intermediate solution is
not physical. b We simulate the experimentally accessible response by plotting the high
and low �̄�c solution as solid and dashed lines, respectively, for selected input powers. In
the bifurcation regime the two branches deviate and the direction of the frequency sweep
(arrows) determines which branch is observed by the experiment.

Based on the above equations we can analytically determine the threshold
where the system transitions fromonewell-defined state to the bistable regime.
This threshold is known as the bifurcation point and characterized by a critical
input photon number �̄�in,crit.
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Following Ref. [112], we identify 𝑑�̄�in/𝑑�̄�c = 0 and 𝑑�̄�2in/𝑑�̄�2c = 0 as necessary
conditions for the critical point and calculate accordingly:

�̄�in,crit =
2

3
√
3

𝜅3

|K |𝜅ext
, (2.83)

𝜔crit = 𝜔0 −
√
3
2

K
|K|𝜅 , (2.84)

�̄�c,crit =

√
3
3

𝜅

|K | , (2.85)

where𝜔crit is the drive detuning at which bistability emerges if �̄�in > �̄�in,crit and
�̄�c,crit is the resulting photon occupation of the resonator mode at this point.

The knowledge of the non-linear photon occupation and the thresholds
governing the onset of the bifurcation regime is essential for the effective op-
eration of non-linear resonator devices. This is especially true for multi-tone
driving schemes, such as the ones employed in this work in Chap. 5, where
the drive detuning Δ = 𝜔p − 𝜔0 is a crucial parameter that should ideally stay
constant. Therefore, experimental drive powers should be carefully calibrated
and chosen to operate the resonator in the quasi-linear regime, where no
bifurcation appears and the power dependent frequency shift remains smaller
than the resonator linewidth 𝜅.

Based on Eq. (2.83), we can further identify a complementary approach at
the design stage: The critical photon number and with it the dynamic range
of a device can be increased by designing the circuit deliberately to exhibit a
smaller non-linearity K, which essentially depends on the ratio of Josephson
inductance and total inductance (cf. Eq. (2.74)). However, a reduction ofK can
be at oddswith other design considerations. We discuss some of the competing
design goals related to the non-linearity in Sec. 3.1.

2.4 Parametric amplification with JPAs

Parametric amplification describes the concept of amplifying a weak signal
through the periodic modulation of a system’s parameter over time. This mod-
ulation can affect various system aspects, such as the refractive index within
an optical medium [113] or the resonance frequency of either a mechanical
oscillator [114] or an electrical circuit [115]. With respect to electrical circuits,
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the operation of a parametric amplifier can be analogized to a simple, parallel
LC circuit. Here, the charge stored on the plates of the capacitor oscillates with
the circuit’s natural resonance frequency,𝜔0 = 1/

√
𝐿𝐶. Conversely, the current

flowing through the inductor performs the same oscillation delayed by a 90◦

phase shift. Modulating the system’s capacitance or inductance in a timed
manner, e.g. varying the distance of the capacitor plates in rhythm with the
charge oscillation, enables the transfer of energy into the system – or out of it,
depending on the modulation’s phase and frequency. In the context of super-
conducting circuits, the parametric modulation of a system parameter can be
realized based on the nonlinear inductance inherent to Josephson junctions.
The resulting devices are referred to as Josephson Parametric Amplifiers (JPAs)
[116]. Different types of JPAs are distinguished by their specific circuit imple-
mentations and the amplification processes they employ. In the following, we
want to provide a brief overview of the most common JPA architectures and
their operating principles.

Any parametric amplification process of a microwave signal involves at least
three distinct microwave frequencies: the pump (𝜔P), the signal (𝜔s), and the
idler (𝜔i), the latter being an inevitable byproduct of the amplification process.
The operational differences between devices primarily revolve aroundwhether
a three-wave or four-wave mixing process is utilized [74, 116]. In a three-wave
mixing process a single photon at the pump frequency is converted into a
signal and an idler photon:

𝜔P = 𝜔s + 𝜔i . (2.86)

A four-wave mixing process, on the other hand, requires two pump photons,
converting them according to

2𝜔P = 𝜔s + 𝜔i . (2.87)

Clearly, energy conservation poses considerably different requirements on the
frequency detuning between the pump and signal tones for each of the mix-
ing processes, which can have implications for the experimental design. The
amplification process possible in a given device is dictated by the symmetry of
the nonlinear potential, which can be determined both by circuit design and by
choice of experimental protocol. Interestingly, the flux-tunable resonators we
havediscussedextensively in Sec. 2.3 are capableof supportingbothparametric
amplification processes, which we will illustrate in the following.
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Three-wave mixing: Flux-driven JPA When operated at a flux bias value with
a finite flux responsivity 𝜕𝜔c/𝜕Φ, i.e. a finite slope of the tuning curve shown
in Fig. 2.9a, a FTR possesses a non-symmetric energy potential that is suitable
to implement the three-wave mixing process for parametric amplification.
The corresponding devices are commonly referred to as flux-driven JPAs [117],
because, in this configuration, the flux-tunable inductance of the SQUID is
used as the modulation parameter for the amplification process.

ωcωP/2 � �� ωP/2 � �� ωP=2ωc

signal idler

Fig. 2.11.: Three-wavemixing process with flux-driven JPA. Schematic illustration of the relevant fre-
quencies for the parametric amplification process using three-wave mixing in a flux-driven
JPA. A strong pump tone is applied at twice the JPA resonance frequency 𝜔P = 2𝜔c. This
enables a three-wave mixing process that amplifies the input signal at 𝜔s = 𝜔c − 𝛿𝜔, while
also creating an additional idler mode at 𝜔i = 𝜔c + 𝛿𝜔.

To drive the three-wave mixing process, a pump tone, operating at double
the circuit’s resonance frequency 𝜔P = 2𝜔c, is inductively coupled to the JPA
and induces periodic modulations in the flux threading the SQUID loop. This,
in turn, modulates the inductance of the SQUID and, with it, the resonance
frequency 𝜔c of the JPA circuit. This parametric modulation leads to the three-
wave mixing process that is illustrated in Fig. 2.11. An incoming signal mode at
the frequency 𝜔s = 𝜔P/2 − 𝛿𝜔, with a detuning 𝛿𝜔, is amplified, while an idler
mode at frequency 𝜔i = 𝜔P/2 + 𝛿𝜔 is created.

Flux-pumped JPAs offer two distinct modes of operation: If the input sig-
nal frequency 𝜔s = 𝜔P/2 − 𝛿𝜔 has a non-zero offset from half the pump
frequency, 𝛿𝜔 ≠ 0, the JPA acts as a phase-preserving amplifier that equally am-
plifies both signal quadratures. This mode inherently introduces a minimum
noise equivalent to half a noise photon to the input signal, a property that is
called the standard quantum limit for phase-insensitive amplification [74, 118].
Intuitively, the minimum added noise can be understood to be a consequence
of the quantum fluctuations at the idler frequency being mixed into the signal
mode during amplification. Conversely, if the signal frequency aligns with half
the pump frequency (𝜔s = 𝜔P/2), signal and idler modes overlap (𝜔s = 𝜔i) and
interfere with a fixed phase relation. This condition enables phase-sensitive
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amplification, where one quadrature experiences amplification, while the
other quadrature is deamplified, depending on the relative phase between the
input signal and the pump tone. By exploiting this feature, squeezed states
of light can be generated [119] and noise performance below the standard
quantum limit can be achieved [120].

For a quantitative treatment of the parametric amplification process of flux-
driven JPAs based on input-output theory [111] we refer the interested reader to
Ref. [118].

Four-wavemixing: Current-driven JPA Modulating the flux threading a SQUID
loop is not the only way to modulate the inductance of a JPA. A similar feat can
also be achieved by exploiting the inherent current dependency of a Josephson
junction: If the current 𝐼 passing through a Josephson junction is significantly
less than its critical current 𝐼c0, the junction’s inductance can be approximated
as 𝐿 ≈ 𝐿J

[
1 + 1

6 (𝐼(𝑡)/𝐼c0)
2] [102]. Introducing an AC current into the junc-

tion through a microwave pump therefore directly induces a time-dependent
impedance variation, as required for parametric amplification. Owing to the
inductance’s quadratic dependence on the current 𝐼2(𝑡), i.e. the symmetric
energy potential of the junction, this method can be used to implement a four-
wavemixing process. Notably, this amplification protocol can be implemented
irrespective of whether a single Josephson junction or a SQUID is used as the
non-linear element, allowing our established FTR design to be used in this
current-driven JPA configuration.

The four-wave mixing process is illustrated in Fig. 2.12a. A strong classical
pump tone 𝜔P is applied near the resonance 𝜔c of the JPA, and combined
with the to-be-amplified signal 𝜔s. The pump drives the JPA into a non-linear
response regime close to the bifurcation point (cf. Sec. 2.3.4), making it excep-
tionally sensitive to small perturbations. The JPA therefore translates small
input fluctuations, such as those introduced by a weak quantum signal, to
large changes in the output field [102]. Aside from the input signal at 𝜔s,
also the frequency components at the idler frequency 𝜔i are amplified, lead-
ing to added noise limited by the standard quantum limit as in the case of
phase-preserving three-wave mixing discussed above. A comprehensive and
quantitative treatment of the four-wave mixing process in current-driven JPAs
is found in Ref. [102].
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Fig. 2.12.: Degenerate and non-degenerate four-wave mixing processes. Schematic illustration of
the relevant frequencies for the parametric amplification process using four-wave mixing.
We distinguish degenerate (a) and non-degenerate (b) cases. In a, a strong pump tone is
applied close to the JPA resonance frequency 𝜔P ≈ 𝜔c. This enables a four-wave mixing
process that amplifies the input signal at 𝜔s = 𝜔P − 𝛿𝜔, while also creating an additional
idler mode at 𝜔i = 𝜔P + 𝛿𝜔. In b, instead of a single resonator mode, a pair of hybridized
modes, 𝜔+ and 𝜔− , is used. The pump is applied approximately in between the hybridized
modes,𝜔P ≈ (𝜔+ +𝜔−)/2. As a result, the signal (𝜔s) and idler (𝜔s) fields of the four-wave
mixing process occupy separate resonator modes.

The final concept to be discussed in the classification of parametric am-
plifiers is degeneracy: Amplification processes can be categorized as either
non-degenerate or degenerate based on the relationship between the signal
and idler fields generated during the mixing process [116]. Degenerate amplifi-
cation occurs when the signal and idler fields occupy the same physical mode3.
Both the three- and four-wavemixing examples discussed earlier fall under this
category, as theyutilize a singlemode for amplification. This approach iswidely
employed in various applications, such as fast qubit state readout [121] and
quantum feedback protocols [122]. Conversely, non-degenerate amplification
processes separate the amplified signal from the generated idler mode. This
separation offers distinct advantages, including effective signal amplification
while allowing easy exclusion of the idler from the detection band, simplifying
the signal processing chain.
To illustrate non-degenerate amplification, consider the non-degenerate
four-wave mixing process depicted in Fig. 2.12b. Instead of utilizing a single
resonator mode, the amplifier here is designed to feature a pair of hybridized
modes (a dimer), denoted as 𝜔+ and 𝜔−. By applying the pump tone 𝜔P in
between these two modes, it becomes possible to amplify a signal at 𝜔s and
read it out at one of the hybridized modes, while the idler signal 𝜔i occupies
the second hybridized mode and can be processed separately.

3Unfortunately, there is no consistent definition of degeneracy in the literaturew.r.t. parametric
amplification. We follow the convention of Ref. [116] and use the term non-degenerate strictly
for physically separated modes, not merely for a finite frequency difference between 𝜔i and
𝜔s.
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In the context of JPAs, a dimer amplifier implementing a non-degenerate
four-wave mixing process can be constructed using capacitively shunted ar-
rays of Josephson junctions [123–125]. In this work, we utilize such a device
for our experiments in Chap. 5 and present a detailed characterization of its
performance in Sec. 4.4.

2.5 Optomechanics with superconducting circuits

The field of optomechanics is focused on the investigation of the interaction be-
tween light (or electromagnetic radiation, more generally) and mechanical vi-
brations [22]. In this section, we first want to introduce themost general Hamil-
tonian that captures the optomechanical interaction. Subsequently, we explore
the specific, flux-mediated coupling that lies at the heart of the electromechan-
ical devices investigated in this work and derive a system-specific Hamiltonian
that also incorporates theKerrnon-linearity of theflux-tuneablemicrowave res-
onator.

2.5.1 The general optomechanical interaction

For the general model, we simplify the approach to the interaction by consider-
ing a singular optical4 mode and a singular mechanical normal mode. In most
situations, due to the linearity of the dynamics and the independent evolution
of the normal modes, this model serves as an adequate representation. For-
mally, the uncoupled optical and mechanical modes are each described by a
general quantum harmonic oscillator Hamiltonian (cf. Sec. 2.1)

�̂� = ℏ𝜔𝑐 �̂�
† �̂� + ℏΩm�̂�

†�̂� , (2.88)

where �̂� represents the energy operator, 𝜔c and Ωm are the frequencies of the
optical and mechanical modes, respectively, and we omit the constant 1/2 en-
ergy offsets due to zero-point fluctuations. The optomechanical interaction is
often realized as a parametric modulation of the resonance frequency of one
oscillator depending on the quadrature amplitude (e.g. a displacement) of the
other. A common scenario to illustrate this is an optical Fabry-Perot cavity with
4In optomechanics, the electromagnetic field is generally referred to as optical, irrespective of
its actual frequency range. As such, the termencompasses both optical andmicrowavefields.
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one stationary mirror and a movable one. The moving mirror’s oscillation at
frequencyΩmmodulates the cavity frequency𝜔c, given the dependency of the
resonance condition on the distance between the two mirrors. We can write
this dependency in a general form [126]

𝜔c(𝑥) = 𝜔c + 𝑥
𝜕𝜔c

𝜕𝑥
+ 𝑥2 𝜕

2𝜔c

𝜕2𝑥
+ ... . (2.89)

In a majority of experimental setups, it is sufficient to focus on the linear term
in the expansion of the cavity resonance frequency and we can define 𝐺 =
−𝜕𝜔c/𝜕𝑥 as the optical frequency shift per displacement or simply the cavity
responsivity. The correction to the cavity energy due to the optomechanical in-
teraction is then given by [126]

ℏ𝜔c(𝑥) �̂�† �̂� = ℏ(𝜔c − 𝐺�̂�) �̂�† �̂� , (2.90)

where �̂� = 𝑥zpf (�̂�+ �̂�†) is the displacement of themovingmirror, with the already
introduced zero-point motion 𝑥zpf . At this point it should be noted that the
mass 𝑚 in the definition of 𝑥zpf is not generally equivalent to the real mass of
the oscillator (e.g. the mirror). Instead, we replace 𝑚 by an effective mass 𝑚eff ,
so 𝑥zpf =

√
ℏ/2𝑚effΩm. The effective mass takes into account the actual mode

shape of the oscillator in question and is suitably normalized depending on the
definition of the displacement 𝑥(𝑡) in the specific system. We discuss 𝑚eff of a
nanostring oscillator in Sec. 2.2.1 and an in-depth treatment of effective mass
in the context of optomechanics is found in Ref. [127]. The systemHamiltonian
which combines the uncoupled terms with the interaction reads [22]

�̂� = ℏ𝜔0 �̂�
† �̂� + ℏΩ0�̂�

†�̂� − ℏ𝑔0 �̂�† �̂�(�̂� + �̂�†) . (2.91)

In this equation, 𝑔0 = 𝐺𝑥zpf is defined as the single-photon coupling strength.
It quantifies the rate at which photons from the cavity are converted into
phonons in the mechanical mode – and vice versa. Notably, while the specific
definition of 𝑔0 varies based on the system in question, the interaction Hamil-
tonian remains consistent, making this form generally applicable to describe a
variety of systems at largely different mass- and frequency scales.

Furthermore, the relationship between the parameters 𝑔0, Ωm, Γm and the
cavity loss rate 𝜅 has a profound impact on the physical phenomena that
can be explored with any specific optomechanical device. A comprehensive
review on the different parameter regimes is found in Ref. [22], but we want to
emphasize three distinctive regimes relevant to this work:
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Resolved-sideband regime In the case that the cavity loss rate (or linewidth)
is significantly smaller than the mechanical frequency (𝜅 � Ωm) the so-called
resolved-sideband condition is fulfilled. Being in the resolved-sideband regime
is oftenbeneficial for experiments. Oneof the key advantages is that it allows for
efficient cooling of themechanical oscillator using sideband cooling, as wewill
demonstrate inSec. 5.3. Using this technique, photons canbeused toextract en-
ergy from themechanical oscillator, potentially cooling it down to its quantum
ground state [128, 129]. In the opposite case of the unresolved-sideband regime
(𝜅 > Ωm), cooling to the quantum ground state is generally not possible using
standard sideband cooling techniques [22].

Quantum cooperativity One can define the quantum cooperativity as

𝐶qu = 4𝑔20/𝜅Γm · �̄�c/�̄�thph , (2.92)

using the photon occupation of the cavity �̄�c and the thermal occupation of the
mechanical mode �̄�thph = [exp(ℏΩm/𝑘B𝑇) − 1]−1. It indicates that the optome-
chanical interaction strength is greater than the combined losses in both the
optical and mechanical modes. With 𝐶qu > 1 a coherent transfer of quantum
states between the optical and mechanical system becomes possible.

Single-photon strong coupling regime The single-photon strong coupling
regime is defined by 𝑔0 > 𝜅, i.e. the single-photon coupling rate exceeding the
loss rate of the cavity. In this regime, non-linear quantum effects are predicted
to become observable [22], including the resolution of individual photons in a
photon stream (granularity) [25] and preparation of non-classical mechanical
states [43]. Experiments realizing the optomechanical interaction in clouds
of ultracold atoms have achieved coupling rates on the verge of this regime
[25, 130], but a final demonstration of single-photon strong coupling remains
elusive and is one of the long-term goals pursued in this work.

2.5.2 Flux-mediated inductive coupling

Having established a general description of the optomechanical interaction,
we now proceed to focus on the specific implementation studied in this work:
In our electromechanical system, the optical component is realized using an
electrical, LC oscillator operating at microwave frequencies. In particular, we

2.5 Optomechanics with superconducting circuits 45



a

Boop

b

Boop

c

0.0 0.2 0.4
0

1

ω
c /

 ω
c0

Φext/Φ0

∆Φext(x)

∆ωc(x)∆Lsq(x)

Fig. 2.13.: Flux-mediated inductive coupling with SQUIDs. a and b show a schematic illustration of
a mechanically compliant SQUID, where a part of the loop (left) is released from the sub-
strate and forms a mechanical string oscillator of length 𝑙. a shows how in an external
out-of-plane magnetic field 𝐵oop, the in-plane displacement Δ𝑥 of the oscillating loop sec-
tion leads to a reduction of the SQUID loop area (dashed blue) and a corresponding flux
change ΔΦ = 𝛾𝑙𝐵oopΔ𝑥. b illustrates the extended scenario including the magnetic field’s
in-plane component 𝐵ip. Here, the out-of-plane displacement of the oscillator introduces
an additional in-plane contribution to the fluxΦip = 𝛾𝑙𝐵ipΔ𝑥. The total external flux is then
given by Φext = Φoop + Φip. c The blue curve shows the normalized resonance frequency
𝜔c of the FTR as a function ofΦext. The colored lines graphically illustrate the flux-mediated
coupling, which translates the flux modulation ΔΦ to a modulation of the SQUID’s Joseph-
son inductance Δ𝐿sq and a corresponding modulation of the resonance frequency Δ𝜔c.

employ a frequency tuneable resonator (FTR) based on a SQUID-terminated
CPW resonator. We extensively discussed this type of device in Sec. 2.3 and
showed that its eigenfrequency 𝜔c depends on the external flux penetrating
the attached SQUID, via the latter’s non-linear, flux-dependent inductance.
To realize an inductively coupled optomechanical interaction, we follow the
theoretical proposal in Refs. [35] and [131] and incorporate amechanically com-
pliant element into the SQUID by releasing a section of the superconducting
loop from the substrate, forming a nanostring oscillator. The arrangement is
illustrated in Fig. 2.13.

Coupling mechanism We begin by considering the mechanically compliant
SQUID in the presence of an arbitrary magnetic field ®𝐵ext. To understand the
geometric effects at play, it is helpful to decompose the magnetic field vector
into orthogonal field components ®𝐵ext = ®𝐵oop + ®𝐵ip, where we will omit arrows
on the vectors from now on. The out-of-plane component 𝐵oop is orientied
normal to the plane of the SQUID loop, as illustrated in Fig. 2.13a. In the figure,
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we can see how a displacement of the oscillating part of the SQUID in the
in-plane direction, i.e. perpendicular to 𝐵oop, leads to an effective reduction
of the SQUID’s loop area by the dashed blue area. Since 𝐵oop contributes to
the total flux threading the SQUID proportional to the loop area 𝐴 (orange
shading), we can define the flux contribution of the out-of-plane field compo-
nent as Φoop = 𝐴 · 𝐵oop. Conversely, a change in the loop area 𝐴 through the
displacement of the nanostring also changes the total external flux.
In the same vein, we now focus on the effect of the in-plane field component
𝐵ip. Without considering themechanically compliant nanostring as part of the
SQUID, 𝐵ip is oriented entirely parallel to the area spanned by the SQUID loop
and no flux contribution can be associated with the in-plane field component
𝐵ip. However, as we have discussed in Sec. 2.2.1, nanostrings exhibit both an
out-of-plane andan in-planemodeat the same time. Therefore, we alsoneed to
consider the effect of a non-zero out-of-plane displacement of the nanostring.
This case is illustrated in Fig. 2.13b: The dynamic out-of-plane displacement of
the nanostring opens up an area 𝐴ip (red shading) perpendicular to 𝐵ip that
gives rise to an additional in-plane flux contribution Φip = 𝐵ip · 𝐴ip. The out-
of-plane flux contribution Φoop, as discussed previously, remains unchanged
as long as we assume perfectly orthogonal field components. Therefore, the
total flux5 determining the Josephson inductance of the SQUID will have
contributions from both field directions

Φext = Φoop +Φip = 𝐵oop · 𝐴oop + 𝐵ip · 𝐴ip . (2.93)

Any modulation to this flux by the periodic motion of the mechanical oscilla-
tor will be translated by the SQUID into a modulation of its Josephson induc-
tance and therefore affect the resonance frequency of themicrowave resonator.
This flux-to-frequencymodulation is the essence of the flux-mediated coupling
mechanism and is schematically illustrated in Fig. 2.13c.

Flux-mediated single-photon coupling rate Now, we want to find an analytical
expression for the flux-mediated coupling. For this derivation, we work with a
general externalmagnetic field 𝐵ext and the corresponding perpendicular oscil-
lator displacement 𝑥(𝑡). Based on our previous discussion and Fig. 2.13, it will
be applicable to both the out-of-plane case (a) with 𝐵ext = 𝐵oop and 𝑥 the in-

5Asdiscussed inprevious sections, a finite loop inductanceof the SQUIDwill lead to aneffective
reduction of the total flux due to screening effects. We neglect this effect for the discussion of
the couplingmechanism, since flux changes due to themechanical oscillation are small and
the associated screening effects negligible.
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planemode’s displacement, as well as the in-plane case (b) with 𝐵ext = 𝐵ip and
𝑥 being the out-of-plane mode’s displacement.
We follow the same procedure as in the derivation of the general optomechani-
cal interaction and start with a description of the FTR resonance frequency

𝜔c(𝑥) = 𝜔c(Φext) + 𝜕𝑥𝜔c(𝑥) |𝑥=0 𝑥 + ... (2.94)

Here, we have used the fact that the nanostrings’ displacement and the change
to the flux are small to express 𝜔c by a steady-state value 𝜔c(Φ(𝑥 = 0)) =
𝜔c(Φext) with the string at 𝑥 = 0 and a linearized perturbation caused by its
displacement. The dependency of the change in flux to the displacement of
the nanostring can be readily identified by studying the geometry illustrated
in Fig. 2.13a. It becomes clear that the change in area, and therefore flux, is
directly defined by the geometric properties of the displaced nanostring via
ΔΦ = 𝐵extΔ𝐴 = 𝐵ext𝛾𝑙Δ𝑥, where 𝑙 is the length of the string and 𝛾 is a geo-
metric factor that accounts for the string’s non-uniform displacement along its
length [132]. This leads to a displacement dependent frequency shift

𝜕𝑥𝜔c(𝑥) =
𝜕𝜔c

𝜕Φ

𝜕Φ

𝜕𝑥
=
𝜕𝜔c

𝜕Φ
𝛾𝑙𝐵ext . (2.95)

Substitution of Eq. (2.95) into Eq. (2.94) and comparison to the general expres-
sion inEq. (2.90) allowsus to identify the single-photon coupling strength in the
case of flux-mediated coupling

𝑔0 = 𝜕Φ𝜔c(Φext)𝐵ext𝛾𝑙𝑥zpf . (2.96)

While this derivation might appear rather simplistic, more meticulous treat-
ments arrive at the same result [35, 38, 131].

It is worth emphasizing that the derivative 𝜕𝜔c/𝜕Φ in the expressions above
is the so-called flux responsivity of the FTR and corresponds to the slope of
its flux-tuning curve (cf. Eq. (2.61) and Fig. 2.9). It is nicely visible in Fig. 2.13c
that the slope of the curve varies considerably with the external flux between
0 (for Φext = 0) and very large values (for Φext → 0.5). This observation in
combinationwith Eq. (2.96)makes clear that 𝑔0 can be switched off or adjusted
over a large parameter range in-situ using the control parameters 𝜕𝜔c/𝜕Φ
and 𝐵ext. This capability is one of the main perks of this implementation of
flux-mediated optomechanical coupling.
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2.5.3 Non-linear optomechanics

In the derivation of the optomechanical interaction Hamiltonian in Sec. 2.5.1,
we have treated both the microwave (optical) cavity and the mechanical oscil-
lator as linear harmonic oscillators. However, we have seen in Sec. 2.3 that the
inclusion of the SQUID into the circuit of the FTR leads to the appearance of
Kerr-type non-linear terms in the system Hamiltonian (cf. Eq. (2.75)) and have
discussed the impact of these terms on the FTRs response to an external drive
in Sec. 2.3.4. In this section, we build upon these results and extend them by
considering the coupling to the mechanical component to develop a suitable
description for the completeoptomechanical system. Thepresentedderivation
closely follows Refs. [131, 133] and, if not explicitly provided, variable definitions
are identical to Sec. 2.3.4.

Effective Kerr Hamiltonian To derive the effective system Hamiltonian includ-
ing the Kerr non-linearity, we combine the general optomechanical Hamilto-
nian Eq. (2.91) with the non-linear correction term of Eq. (2.75):

�̂� = �̂�0 − ℏ
K
2
�̂�† �̂�† �̂��̂� + ℏ𝑔0 �̂�† �̂�(�̂� + �̂�†) + �̂�p , (2.97)

where we have collapsed the linear harmonic oscillator terms into the free
Hamiltonian

�̂�0 = ℏ𝜔𝑐 �̂�
† �̂� + ℏΩm�̂�

†�̂� , (2.98)

and have included the same coherent, external drive �̂�p as introduced in
Sec. 2.3.4. Under the assumption of a strong drive, we again perform the dis-
placement transformation �̂� = 𝛼𝑒−𝑖𝜔𝑝𝑡 + 𝑑 with 𝛼 = 〈�̂�〉 and linearize the
Hamiltonian in the rotating frame [133]

�̂�eff = −Δ̃𝑑†𝑑 +Ωm�̂�
†�̂� − 1

2
[
Λ𝑑†𝑑† + Λ∗𝑑𝑑

]
+

(
𝑔𝑑† + 𝑔∗𝑑

) (
�̂� + �̂�†

)
, (2.99)

where we have re-used Λ and Δ̃ as introduced in Eq. (2.77) and addition-
ally defined the photon-enhanced optomechanical coupling strength 𝑔 =
|𝛼 |𝑔0𝑒𝑖𝜙G .
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Effects of the Kerr-non-linearity Using the input-output theory [111], we exam-
ine the classical part of the system, where �̂� = 𝛼. Staying in the rotating frame
around the pump frequency 𝜔p, the equation of motion is derived as:

𝑑

𝑑𝑡
𝛼 =

(
𝑖Δ − 𝜅

2

)
𝛼 − 𝑖K|𝛼 |2𝛼 − 𝑖

√
2𝑔0〈�̂�〉𝛼 −

√
𝜅ext
2

𝛼in , (2.100)

where 〈�̂�〉 = (�̂� + �̂�†)/
√
2 denotes the position quadrature of the mechanical

resonator. Additionally, we can make use of the classical dynamics of the me-
chanical mode, written as

𝑑

𝑑𝑡
〈�̂�〉 = Ωm〈�̂�〉 −

Γm
2

〈�̂�〉 (2.101)

𝑑

𝑑𝑡
〈�̂�〉 = −Ωm〈�̂�〉 −

Γm
2

〈�̂�〉 −
√
2𝑔0 |𝛼 |2 , (2.102)

where �̂� = 𝑖(�̂�† − �̂�)/
√
2 is the momentum quadrature. Note that in the above

equations, the sign of the term proportional to 𝑔0 is a matter of convention.
In fact, in the flux-mediated coupling architecture studied in this work, both
a positive and a negative 𝑔0 can be realized by operating at either the left lobe
(𝜕𝜔c/𝜕Φ > 0) or the right lobe (𝜕𝜔c/𝜕Φ < 0) of the flux tuning curve.

Given that the mechanical resonator has only a weak influence on the cav-
ity field, its long-time limit offers the steady-state solution

〈�̂�〉𝑠 = −
√
2𝑔0Ωm |𝛼 |2

Ω2
m + Γ2m/4

. (2.103)

Incorporating this result back into Eq. (2.100) reveals a dependence ∝ |𝛼 |2𝛼. In-
triguingly, thismirrors the Kerr-term, allowing us to rewrite the equation ofmo-
tionwith an effective Kerr that ismodified due to themechanical interaction:

𝑑

𝑑𝑡
𝛼 =

(
𝑖Δ − 𝜅

2

)
𝛼 − 𝑖Keff𝛼 |𝛼 |2 −

√
𝜅ext
2

𝛼in (2.104)

Here, the effective Kerr constant,Keff , is defined as:

Keff ≡ K −
2𝑔20Ωm

Ω2
m + Γ2m/4

(2.105)

In the limit of high-Q mechanical oscillators (Ωm � Γm), the mechanical
impact on the Kerr is proportional to 𝑔20/Ωm. This is typically a negligible
correction compared to the self-Kerr of non-linear cavities. However, an inter-
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esting implication of this result is that even a linear optomechanical system
with K = 0 will have a finite Kerr non-linearity Keff arising from the coupling
to the mechanical resonator.

Finally, multiplying the steady-state solution with its complex conjugate
yields for the average photon occupation �̄�c:

�̄�c

[
(−Δ + Keff �̄�c)2 +

(𝜅
2

)2]
=
𝜅ext
2
�̄�in . (2.106)

Notably, the above expression is virtually identical to Eq. (2.80), save for the cor-
rection to the non-linearity Keff , which is negligible for most devices, as dis-
cussed above. Based on this quasi-equality, we can immediately conclude that
the response of the non-linear resonator and its discussion in Sec. 2.3.4 remain
qualitatively valid for the optomechanical system. In particular, this also ap-
plies to the analytical expressions for the onset of bifurcation (Eqs. (2.83)ff.),
whenmodified with the effective Kerr factor.

2.6 Quantum acoustics with surface acoustic waves

Surface Acoustic Waves (SAWs) are mechanical waves propagating along the
surfaces of solid materials. The first attempt of theoretical description dates
back to 1885when the conceptwasproposedbyLordRayleigh [134]. SAWsoccur
naturally as seismic events such as earthquakes. However, it is their widespread
application in signal processing for telecommunication thatmake theman inte-
gral componentofmodernconsumer technology [135, 136]. This sectionaims to
provide a compact overview of the theoretical framework for their description
and the working principle of essential components. We will also discuss the be-
havior of SAWs on more complex, multi-layer substrates, providing theoretical
background to the experimental study in Chap. 6.

2.6.1 Introduction to SAWs

One of the key advantages of SAW-based technology stems from the slow
propagation speed of sound compared to electromagnetic signals. To put it in
perspective, compared to light, SAW wave packets travel roughly five orders
of magnitude slower. This results in a substantial reduction in wavelength for
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a given oscillation frequency, allowing for the creation of resonant structures
on a considerably smaller on-chip footprint - a crucial advantage in modern
integrated circuit design. The integration of SAW components into electric
circuits is made possible due to the piezoelectric effect. Piezoelectricmaterials,
when strained, exhibit a net polarization due to the asymmetric configuration
of their electric dipoles. Conversely, introducing a voltage to these materials
triggers mechanical deformation. This phenomenon is particularly apparent
in insulating materials whose crystal structures do not adhere to inversion
symmetry.

Formally, in a piezoelectric material, the mechanical stress tensor T relates
to the strain S via Hooke’s law and the electric field ®𝐸 as [137]

T = cS − e ®𝐸 , (2.107)

where c is the elastic stiffness tensor and e is the piezoelectric tensor. Addi-
tionally, the relation for the electric displacement field ®𝐷 differs from the non-
piezoelectric scenario and is given by:

®𝐷 = cS + 𝜀 ®𝐸 . (2.108)

Here, 𝜀 represents the electric permittivity, which is assumed isotropic. It’s
worth noting that many tensor elements in c and e nullify for a majority of
solids due to symmetry reasons.
Defining the displacement field ®𝑢 in relation to the strain and the coordinates
𝑥 = (𝑥1, 𝑥2, 𝑥3) via

𝑆𝑖 𝑗 =
𝜕𝑢𝑖
𝜕𝑥 𝑗

, 𝑖, 𝑘 = 1, 2, 3 , (2.109)

we can find SAWmodes as the solutions to the elastic wave equation

∇ · T = 𝜌
𝜕2 ®𝑢
𝜕𝑡2

, (2.110)

requiring they also fulfill Eqs. (2.107) and (2.108). These modes decay into
the bulk on a length scale of the SAW wavelength 𝜆 and meet the stress-free
boundary conditions𝑇𝑖𝑧 |𝑧→−∞ = 0.

The resulting wave solutions can exhibit a range of characteristic displace-
ment and propagation profiles and are categorized accordingly. The most
significant type of wave for quantum acoustics is the Rayleigh wave [134],
which we almost exclusively focus on in this work. Rayleigh waves are a blend
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of longitudinal and transverse acoustic modes, causing particles to move ellip-
tically in planes perpendicular to the surface but parallel to the propagation
direction. Other types of waves include shear, shear-horizontal, Love and Lamb
waves. For details and derivations of the various types of surface waves, we
refer the reader to Ref. [138–140].

2.6.2 SAWs on multi-layer substrates
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Fig. 2.14.: SAW phase velocities in a generalized two-layer system of variable thickness. a
Schematic illustration of a generalized two-layer system with an infinitely thick substrate
(grey) and an additional top layer of thickness ℎ. b Rayleigh phase velocity as a function
of wavenumber-thickness-product 𝑘ℎ in the case of 𝑣layer > 𝑣sub, where we chose Silicon
as the layer and ZnO as the substrate for the simulation. 𝑣r of the combined system in-
creases with 𝑘ℎ until it reaches a cutoff at the layer shear velocity. c Rayleigh and Sezawa
phase velocities as a function of 𝑘ℎ in the case of 𝑣sub > 𝑣layer, simulated using Silicon as a
substrate and Lithium Niobate (LNO) as the layer. 𝑣r of the Rayleigh mode decreases from
the substrate value with 𝑘ℎ until it becomes asymptotic to the layer velocity. Additionally,
higher order modes of Sezawa-type appear (see main text).

In most cases, the theory of SAWs is discussed with the assumption of a single-
crystalline, piezoelectric and infinitely extended bulk material. However, with
the availability of modern nanofabrication techniques, which allow the depo-
sition and patterning of nanometer-scale films and features, it is worthwhile
to explore the behavior of SAWs which propagate in or are in contact with thin
films. This is especially of interest for the integration of SAW components into
electrical circuits, in particular superconducting quantum circuits, where thin
films of superconducting metals are an essential building block. In the follow-
ing, we want to explore some of the properties of SAWs on thin film materials.
We will limit the discussion to the results most relevant to the experiments in
this study. A comprehensive treatment of SAWs in thin film materials is found
in Ref. [137].

2.6 Quantum acoustics with surface acoustic waves 53



For our discussion, we imagine a generalized two-layer material, consist-
ing of a thin layer of variable thickness ℎ on top of a substrate material with
quasi-infinite thickness (i.e.� 𝜆), as illustrated in Fig. 2.14a. Finding solutions
for surface acoustic waves on suchmulti-layer materials is generally a complex
task, but can be accomplished using the partial waves method [138] or the
transfer matrix method [141]. In our case, we use an alternative approach and
model the system of interest in a software for Finite Element Method (FEM)
simulations [142]. The FEM simulations have the advantage of simultaneously
providing visual access to the resulting displacement profiles, which helps to
categorize the solutions into the different wave types. A detailed description of
our methodology for the FEM simulations is found in Ref. [143].
It appears intuitive that the relevant parameters for the behavior of SAWs in
multi layer substrates are the characteristic phonon propagation velocities of
the substrate (𝑣sub) and layer (𝑣layer). In our generalized two-layer system, we
can find two distinct parameter regimes based on the relationship of the two
velocities:

Scenario 1: 𝑣layer > 𝑣sub – Stiffening If the sound velocity in the layer exceeds
the one in the substrate, the addition of the layer leads to a stiffening of the
Rayleigh mode in the combined system. To illustrate this effect, we chose a
system of Silicon (𝑣r,Si = 4.89 km/s) on ZnO (𝑣r,ZnO = 2.65 km/s) [138]. We
then simulate the phase velocity of the Rayleigh mode 𝑣r as a function of the
layer thickness w.r.t. the SAW wavelength, which we express by the product of
wavenumber and thickness, 𝑘ℎ = 2𝜋ℎ/𝜆. The results are shown in Fig. 2.14b.
For small values of 𝑘ℎ, i.e. a very thin layer, the phase velocity of the system cor-
responds to the velocity of the substrate. It then increases monotonically with
𝑘ℎ until the shear-wave velocity of the layer is reached. Above this point, the
Rayleigh mode in the system ceases to exist. In fact, it can be shown that for
this type of two-layer system only a single Rayleigh mode can propagate, and
only in this particular range of 𝑘ℎ values. No other Rayleigh type solutions exist
[138].

Scenario 2: 𝑣sub > 𝑣layer – Loading In the opposite scenario, where the sub-
strate velocity exceeds the layer velocity, the substrate is loaded by the addition
of the layer, leading to a decrease in effective phase velocity. We exemplify
this behavior by simulating the 𝑘ℎ dependent phase velocity for a system of
Lithium Niobate (LNO, 𝑣r,LNO = 3.98 km/s) on Silicon (𝑣r,Si = 4.89 km/s) and
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plot the results in Fig. 2.14c. In this case, the phase velocity again approaches
the substrate velocity for 𝑘ℎ → 0 and decreases with 𝑘ℎ until 𝑘ℎ � 1, where
it becomes asymptotic with the Rayleigh velocity of the layer. This is intu-
itive since for large layer thicknesses compared to the SAW wavelength, the
substrate ceases to play a role for the waves propagating close to the surface.
Another relevant feature in this type of systems is the appearance of higher
order Rayleigh-like modes for large values of 𝑘ℎ, which are called Sezawa
modes and are unique to multi-layer materials. An infinite number of these
modes appear with increasing 𝑘ℎ and all of them have a low frequency cutoff
at the transversal velocity of the substrate 𝑣t,Si and become asymptotic to the
transversal velocity of the layer for large values of 𝑘ℎ [138].

From the perspective of an experimentalist working with SAWs on multi-layer
systems, these results emphasize that the thickness and frequency-dependent
effective phase velocity of the combined system needs to be considered in
the design stage of the experiment. In particular, feature sizes or operating
frequencies might have to be adapted and limits to the broadband operation
kept in mind. However, the combination of materials with different properties
as well as the option to deliberately adjust effective phase velocities also offer
significant potential for creative experimental design.

2.6.3 SAW circuit elements

In the following, we will briefly introduce the most essential circuit elements
whichenable the controlled excitation, confinement anddetectionof SAWsand
therefore form the basis for the integration of SAWs into electrical circuits.

Interdigital Transducers (IDT) The piezoelectric effect, by coupling potential
differences (i.e. voltages) in the material to mechanical strain, provides a nat-
ural interface between electrical circuits and acoustic waves. The most impor-
tant component to exploit this interaction is the Interdigital Transducer (IDT),
which can act both as a transmitter and a receiver of SAWexcitations. At its core,
the IDT ismadeupof aperiodic arrayoffinger electrodeswithwidth 𝑎andpitch
(distance between electrodes) 𝑝, with alternating connections to a top and a
bottom terminal, as illustrated in Fig. 2.15a. By applying a voltage between the
terminals of the IDT, an electric field is generated between the adjacent elec-
trodes. If the IDT is placed on top of a piezoelectric substrate, the piezoelec-
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Fig. 2.15.: IDT geometry and equivalent circuit. a Layout of a simple IDT with regular electrodes with
width 𝑎 and pitch 𝑝 and metallization ratio 𝜂 = 𝑎/𝑝 = 50%. The electrodes are wired to the
top or bottom terminal in alternating order. An AC voltage 𝑉t can be applied between the
terminals to excite SAWs in a piezoelectric substrate. b Equivalent circuit diagram of the
IDT, consisting of acoustic conductance𝐺a , susceptance 𝐵a and a geometric capacitance
𝐶t in parallel. c𝐺a and 𝐵a as a function of excitation frequency 𝑓 around the IDT resonance
condition at 𝑓0 = 𝑣p/2𝑝, normalized to the conductance on resonance 𝐺a ( 𝑓0).

tric effect translates this electric field to periodic strain at the substrate surface,
which can lead to the excitation of SAWs. For the IDT to function most effec-
tively, the periodicity 2𝑝 of its designmust alignwith thewavelength of the SAW,
in which case the elastic perturbations caused by each of the electrodes inter-
fere constructively. This requirement on the SAW wavelength leads to a strong
frequency dependence of the transduction process, with maximum efficiency
reached for the so-called center frequency of the IDT 𝑓0 = 𝑣p/𝜆SAW = 𝑣p/2𝑝,
with 𝑣p being the phase velocity of the SAW in the substrate [139]. The effec-
tiveness of the IDT is also intrinsically tied to the properties of the substrate on
which the SAWmoves. The strength of the interaction between the IDT and the
wave is characterized by an electromechanical coupling coefficient, 𝐾2. The
coupling coefficient can be related to the difference in SAW velocity between
propagation on a free surface, versus a surface covered by a metallic film via
[139]

𝐾2 = 2
𝑣free − 𝑣metal

𝑣free
. (2.111)

The underlying cause of this relationship is the piezoelectric effect itself, which
translates the electric fields of a propagating SAW to a strain counter to the
material strain, leading to additional stiffness in the material. This stiffening
effect is reduced by a metallic film which can screen the electric fields, thereby
also reducing the SAW velocity.

Formally, the operating mechanism of the IDT can be expressed through
transmitter and receiver response functions, denoted as 𝜇 and 𝑔m, respectively

56 Chapter 2 Theoretical Background



[137]. When a SAW wave is emitted from the IDT, its electric potential, repre-
sented as 𝜙out, is defined by the equation 𝜙out = 𝜇𝑉t, where 𝑉t is the voltage
applied across the transducer. Conversely, when a SAW is incident on the IDT,
the current generated within the circuit is related to the SAW’s potential 𝜙in, as
described by 𝐼 = 𝑔m𝜙in.

To derive the overall IDT response, 𝜇, the superposition of the individual
response of every electrode needs to be considered. However, in a simplified
picture, where we omit internal reflections within the IDT structure, it’s possi-
ble to calculate the response of a single finger pair, the element factor 𝜇e and
multiply it with an array factor 𝐴, which describes the position, polarity and
periodicity of the electrodes. Notably, the array factor is the Fourier transform
of the real space arrangement of the electrodes, enabling a very direct opti-
mization process of the frequency response via layout adaption.

For the simplest IDT design with regular electrodes (𝑝 and 𝑎 constant) and a
metallization ratio of 𝜂 = 𝑎/𝑝 = 50% (cf. Fig. 2.15a), the array factor can be
simplified to

𝐴 =
𝑁f∑
𝑛=1

exp
(
2𝜋𝑖𝑛

𝑓

𝑓0

)
≈ 𝑁f

sin 𝑋
𝑋

, (2.112)

with the number of IDT electrodes 𝑁f and 𝑋 = 𝑁f𝜋( 𝑓 − 𝑓0)/𝑓0. Based on this
array factor, the IDT has a sinc-like frequency dependence centered around 𝑓0.
It can also be shown that the element factor of a regular IDTfinger pair with 50%
metallization is 𝜇e = 0.8𝑖𝐾2 [137], leading us to an expression of the transducer
response function [53]

𝜇 = 0.8𝑖𝐾2𝑁f
sin 𝑋
𝑋

. (2.113)

For circuit design and especially implementation with more complex electri-
cal circuits, the IDT can be conceptualized as a equivalent circuit model of an
acoustic conductance 𝐺a, susceptance 𝐵a and a capacitance 𝐶t in parallel, as
shown in Fig. 2.15b. The IDT is then characterized by a complex admittance

𝑌a = 𝐺a + 𝑖𝐵a + 2𝜋𝑖𝑓 𝐶t . (2.114)
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Here,𝐺a depicts the conversion process from electrical current to the SAW and
𝐵a is the Hilbert transform of𝐺a due to causality. Using Eq. (2.113), we can find
approximate expressions for the acoustic parameters of the simple IDT

𝐺a ≈ 𝐺a,0

(
sin 𝑋
𝑋

)2
(2.115)

𝐵a ≈ 𝐺a,0
sin 2𝑋 − 2𝑋

2𝑋2 (2.116)

where the conductance at the IDT’s resonance frequency is denoted as
𝐺𝑎,0 = 𝐺a( 𝑓0) ≈ 2.87

2 𝑊𝑁
2
f 2𝜋 𝑓0𝐾

2 [139]. The frequency dependencies of 𝐺a

and 𝐵a are shown in Fig. 2.15c. On the other hand, 𝐶t corresponds to the
geometrically determined capacitance of the IDT and can be analytically cal-
culated using conformal mapping techniques, for example using the formulas
in Ref. [144].

From the circuit equivalent model we can also estimate the operating band-
width of the transducer, by finding the 3 dB points where 𝐺a = 𝐺a,0/2. The
bandwidth Δ𝑓 between these points is

Δ𝑓 ≈ 0.9𝑓0
𝑁f

. (2.117)

Finally, for maximally efficient signal conversion the transducer impedance
needs to bematched to the connected electrical transmission lines impedance.
Assuming the acoustic contributions 𝐺a and 𝐵a are small compared to the
capacitance𝐶t, we can write the relevant acoustic resistance as [139]

𝑅a( 𝑓0) =
𝐺a,0

(2𝜋 𝑓0𝐶t)2
. (2.118)

Therefore, by adapting 𝐶t using the geometry, IDTs can often be designed to
match the 50Ω impedance of standard electronic components.

Surface Acoustic Wave Resonators Surface acoustic wave resonators repre-
sent the elastic-wave analogon of an electromagnetic Fabry-Perot cavity, where
a standing surface acoustic wave is confined between two highly reflective mir-
rors. Here, we consider the most simple implementation of a SAW resonator,
the 1-port resonator illustrated in Fig. 2.16 (a). To effectively reflect SAWs, the
mirrors are in this case distributed Bragg reflectors formed by a large number
of periodically arranged parallel metallic strips. Each strip, by altering the local
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Fig. 2.16.: SAW resonator geometry and equivalent circuit. a Layout of a 1-port SAW resonator. Two
Bragg reflectors, each consisting of 𝑁g parallel metallized strips of width 𝑎 and pitch 𝑝, are
separated by a distance 𝐿 and confine acousticwaveswithin a cavity of effective length 𝐿eff .
A single IDT is symmetrically placed in the center to excite and detect SAWs. b Butterworth-
van Dyke equivalent circuit of the 1-port SAW resonator. The acoustic component is mod-
elled in the left branch by a series of resistance 𝑅0, motional capacitance𝐶m, andmotional
inductance 𝐿m. The second, parallel branch consists of a single capacitance 𝐶0, which is
dominated by the geometric capacitance of the IDT.

propagation speed of an incident SAW, leads to a partial reflection. Similar
to the IDT, the pitch 𝑝 and the line width 𝑎 define a resonance-like condition
at 𝑓0 = 𝑣p/2𝑝, where all partial reflections interfere constructively. The total
reflection resulting from the interference can be approximated based on the
reflectivity of a single stripe 𝑟 and the number of stripes 𝑁g by [139]

|Γ| ≈ tanh(𝑁g |𝑟 |) . (2.119)

The reflectivity 𝑟 is proportional to the piezoelectric coupling strength 𝐾2 of
the material and is usually in the range of 0.1 − 1%. Therefore, 𝑁g > 500 −
1000 is necessary to reach near-unity reflection Γ ≈ 1. In this limit, we can
alsoapproximate the frequency range inwhich the reflectorsprovidenear-unity
reflection to [137]

Δ𝑓SB = 2𝑓0𝑟/𝜋 . (2.120)

This bandwidth is commonly called themirror’s stop band, outside of this band,
the mirrors are transparent to incoming SAWs.

To build a SAW resonator, two of these mirrors are placed a distance 𝐿 apart,
forming a cavity which confines SAWs. Additionally, an IDT is placed within
the cavity to excite and detect the SAWs. Akin to a Fabry-Perot cavity, the SAW
resonator supports multiple standing SAW modes within Δ𝑓SB separated in
frequency by the so-called free spectral range (FSR) Δ𝑓FSR = 𝑣p/2𝐿eff, where
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𝐿eff is the effective cavity length. Defining an effective cavity length is neces-
sary because of the distributed nature of the Bragg reflector, so the reflection
of SAWs does not occur immediately upon impact on the first metallic strip,
but some penetration distance 𝐿p into the mirror, such that 𝐿eff = 𝐿 + 2𝐿p. In
the high reflectivity case Γ ≈ 1, the penetration depth can be well estimated as
𝐿p = 𝜆/(4|𝑟 |) [139].

In line with the treatment of the IDT, the 1-port SAW resonator’s electrical
response can also be represented using an equivalent electrical circuit, which
is called the Butterworth-van Dyke circuit and shown in Fig. 2.16b. The circuit
consists of two parallel branches. The right branch contains a capacitance 𝐶0,
which is dominated by the the IDT’s geometrical capacitance, so that 𝐶0 ≈ 𝐶t
as defined previously.
The left branch models the acoustic contributions to the circuit and includes a
motional capacitance𝐶m, amotional inductance 𝐿m, and a series resistance𝑅0.
The resistance accounts for cavity losses, such as the mirror’s finite reflectivity
or phonon propagation losses. The motional capacitance and inductance de-
scribe the presence of acoustic waves in the cavity. Their analytical expressions
are [145]

𝑅0 =
1 − |( 𝑓 ) |
2𝐺a( 𝑓 )

(2.121)

𝐿m =
𝐿eff

4𝑣p𝐺a( 𝑓 )
(2.122)

𝐶m ≈ 1.8𝐶t
𝐿t
𝐿eff

𝐾2

2
(2.123)

with the transducer length 𝐿t = (2𝑁f − 1)𝑝/2. The total admittance of the res-
onator𝑌𝑟 can be calculated from the sum of both branches to

𝑌𝑟 = 𝑖2𝜋 𝑓 𝐶t + [𝑖2𝜋 𝑓 𝐿m − 𝑖/(2𝜋 𝑓 𝐶m) + 𝑅0]−1 . (2.124)

2.7 TLS losses in superconducting circuits

Research with superconducting quantum circuits, in particular in the direction
of quantum computing, has revealed the appearance of uncharacteristically
large losses when operating microwave frequency devices at very low powers
and temperatures. Such losses reduce the coherence of superconducting
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quantum circuits and thus present a major challenge on the road to applica-
ble quantum computing. Several studies [86, 146, 147] pinpoint unsaturated
Two-Level-Systems (TLS) as the main origin of these losses. While the effect
of TLS on the losses in microwave devices is well studied and several com-
prehensive theories for its description have been developed [148, 149], their
microscopic nature is still not fully understood. A selection of commonly
suggested culprits are dangling bonds, the collective motion of disordered
atoms, hydrogen defects or other specific impurities [150]. The TLS have a
probability to tunnel between two distinct states, causingminute energy shifts,
often on the level of 10−5 eV, which is roughly equivalent to a frequency of
10GHz, and therefore close to the operating frequency of many quantum
circuits. TLS are also found more frequently in amorphous materials than
in crystalline ones. Interestingly, the losses of quantum acoustic devices at
low powers behave analogously [151], suggesting an interaction of the elastic
wave with the same or similar types of TLS. Accordingly, it has been found that
phonons can be absorbed and later re-emitted by TLS, which also leads to a
power dependence of phonon propagation in the quantum regime [152]. For
amore detailed study of phonon interactionwith TLSwe recommendRef. [153].

Fortunately, the standard tunnelingmodel (STM) [149] that is used tomodel the
effect of TLS losses is very general and assumes a wide spectrum of tunneling
states. It can therefore be applied to a multitude of systems, even without
distinct knowledge of the underlying mechanism. In conclusion, we refrain
from speculating about the microscopic processes that lie at the origin of the
TLS related losses and instead focus on the introduction of a suitable phe-
nomenological model. The goal is to be able to quantify the impact of TLS on
the properties of superconducting circuits, such as resonance frequency and
quality factor, while also differentiating the TLS interaction against other loss
mechanisms.

Following the STM, we assume the most general form of a real-valued TLS
Hamiltonian:

�̂�TLS =
1
2

(
𝜀 Δ0

Δ0 𝜀

)
(2.125)

Here, 𝜀 symbolizes the energy gap between the two local energy minima, and
Δ0 represents the energy necessary for tunneling across the barrier. Upon diag-
onalizing theHamiltonian, we arrive at two eigenfunctions: |Φ+〉 and |Φ−〉, with
eigenenergies split by 𝐸 =

√
𝜀2 + Δ2

0. This splitting can be considered the char-
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acteristic energy of the TLS. Notably, values for 𝜀 and Δ0 hinge on the specifics
of the TLS mechanism. Thus, a diverse ensemble of TLS will yield a wide spec-
trum of eigenenergies, which can couple to the electric fields of superconduct-
ing circuits. A crucial insight from the STM is the power-dependency of the
related energy loss. Since a TLS can only absorb energy to be excited into the
high-energy state, they become saturated for a duration until they revert to a
low-energy state. When the average photon number in a resonator �̄�c exceeds
a critical value 𝑛sat, the TLS related losses become fully saturated.
Based on the calculation in Ref. [85, 154], the resulting power dependency of a
resonator’s quality factor can be written as

1
𝑄i

=
1

𝑄i,TLS

(
1 + �̄�c

𝑛sat

)−𝛼
+ 1
𝑄res

. (2.126)

Here, 𝑄i,TLS represents the intrinsic loss contribution due to TLS at zero tem-
perature and vanishing photon number �̄�c, i.e. no thermal polarization. 𝑄res is
a summary term for all non-TLS related losses and𝛼 is a correction factor that
accounts for non-uniform distribution of the electric field, with 𝛼 = 1/2 in the
standard model [150, 155].

It appears intuitive that TLS can also become thermally saturated, so it is
not surprising that the STM predicts an effect on the loss rate in response to a
temperature change, which thenmodifies the internal Q-factor according to

1
𝑄i

=
1

𝑄i,TLS
tanh

(
ℎ𝑓r(𝑇)
2𝑘B𝑇

)
+ 1
𝑄res

, (2.127)

where we have also used the temperature dependent resonance frequency of
the resonator 𝑓r(𝑇), which we will discuss in the following. It can be shown
that the power and frequency dependent loss rate is primarily driven by near-
resonant TLS, where the energy splitting of the meta-stable states coincides
with the operating frequency of the device [85]. However, a second class of TLS
with energies off-resonant with the operating frequency still has a measurable
impact on resonator properties, particularly the resonance frequency 𝑓r. An
expression for the temperature-dependent frequency shift due to off-resonant
TLS is found to be [85]

Δ𝑓r(𝑇) =
1

𝜋𝑄i,TLS

[
ReΨ

(
1
2
+ ℎ𝑓r(𝑇)
2𝜋𝑖𝑘B𝑇

)
− ln

(
ℎ𝑓r(𝑇)
2𝜋𝑘B𝑇

)]
𝑓r(0), (2.128)
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using the digamma function Ψ. Using the above equations, temperature and
power dependent measurements of a resonator’s resonance frequency and
quality factor can be used to gain detailed insight into the magnitude of TLS
related losses in the investigated material. We will employ this technique re-
peatedly both for superconducting microwave resonators, as well as quantum
acoustic devices based on surface acoustic waves.
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Device Design and Fabrication 3
The chapter will begin by discussing the design considerations that inform the
circuit design for flux-tuneable resonators (FTRs)withmechanically compliant
SQUIDs, which are used in the experiments presented in Chap. 5. We will then
outline selected stages in the optimization process and elaborate on the rea-
soning behind the implemented changes. Subsequently, the design process to-
wards surface acoustic wave (SAW) devices for quantum applications, as they
are employed in the experiments in Chap. 6, is discussed in an analogous fash-
ion. Finally, we will introduce the nanofabrication techniques employed in the
fabrication of the various samples investigated in this thesis and briefly sum-
marize the different processes.

3.1 Design of FTRs with mechanically compliant SQUIDs

From the discussion of the physical phenomena underpinning the flux-
mediated coupling in Sec. 2.5.2, it becomes apparent that the realization of
the electromechanical interaction places various requirements on the em-
ployed devices. In particular, we recall the individual proportionality factors
influencing the single-photon optomechanical coupling strength as defined in
Eq. (2.96): 𝑔0 ∝ 𝐵𝜕𝜔c/𝜕Φ𝑙𝑥zpf . In the following, we will discuss in detail how
each of these factors impacts the device performance and informs the circuit
design.

Flux responsivity 𝜕𝜔c/𝜕Φ and frequency tunability A large flux responsivity is
directly correlated with a large frequency tuning range of the microwave cav-
ity. An added advantage of a large tuning range is increased flexibility in the
operating frequency of the device. In order to achieve a larger tuning range,
the participation ratio of the flux-dependent SQUID inductance 𝐿sq to the to-
tal inductance 𝐿Σ must be made large. However, with increasing 𝐿sq/𝐿Σ the
device will approach the transmon regime, where significant anharmonicity of
its energy levels leads to non-linear behaviour, which will limit the applicable
operating power (see 2.3.4). Therefore, the critical current 𝐼c0 of the Josephson
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junctions, which determines their inductance according to 𝐿J = Φ0/(2𝜋𝐼c0)
needs to be chosen carefully. Furthermore, a larger responsivity is inherently
associated with larger susceptibility to flux noise, an experimental challenge
that is discussed in detail in Sec. 4.3.

SQUID and nanostring geometry At the heart of the flux-mediated electrome-
chanical coupling lies the modulation of the magnetic flux permeating the
SQUID loop by the oscillatory motion of the mechanical oscillator. Ideally, in
order to maximize the coupling strength, the entire inductance of the SQUID
𝐿sq should be dynamically modulated by the mechanical motion. In reality
however, the SQUID inductance also contains a static self-inductance given by
the loop geometry 𝐿geo, and a kinetic contribution 𝐿kin from the thin films used
in their fabrication. These factors can be summarized as the static loop induc-
tance of the SQUID 𝐿loop = 𝐿kin + 𝐿geo and can be analytically calculated1. We
have discussed the effect of a non-negligible loop inductance on the SQUIDs
behavior in 2.2.4, where we have also introduced the screening parameter 𝛽L
to quantify the ratio between loop inductance and Josephson inductance.
For the design of the mechanically compliant SQUID, this means that while
long and thin nanostrings are desirable in order to increase the strings zero-
point motion and therefore the contribution 𝑙𝑥zpf , care must be taken to not
introduce an overly large kinetic inductance 𝐿kin. If the strings are made too
thin, 𝐿kin can cause the screening parameter to no longer fulfill𝛽L � 1 and the
FTR to behave hysteretically [105].

Resilience to external magnetic fields Since 𝑔0 is directly proportional to the
magnetic field permeating the SQUID, a straightforward way to increase the
coupling strength is to increase the externally applied magnetic field. To make
a larger range of magnetic field magnitudes available in the experiment, the
superconducting circuit needs to be resilient to those fields without leading to
a decrease in device performance or even a breakdown of superconductivity.
To this end, selecting materials with a larger superconducting gap and there-
fore larger critical temperatures and fields is recommended. Furthermore, the
orientation of the applied field can significantly alter the effect on the super-
conducting material. In general, thin films can withstandmuch larger external
fields when they are applied along the film direction as opposed to the film nor-
mal [156].
1The necessary equations and parameters to calculate the loop inductance of a mechanically
compliant SQUID are summarized in App. A.3.
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FTRquality factor While thequality factor𝑄 = 1/𝜅 of themicrowave resonator
does not directly influence the optomechanical coupling strength, it does deter-
mine the quantum cooperativity that can be reached with a given 𝑔0 according
to Eq. (2.92) and is (generally) the main limit to overcome when aiming for the
single-photon strong coupling regime defined by 𝑔0 > 𝜅. Therefore, by max-
imizing the cavity quality factor, one can decrease the requirements on 𝑔0 for
achieving full quantum control of the electromechanical device.

3.1.1 Optimization of FTR design and fabrication

Considering the various and sometimes conflicting requirements posed on the
design of mechanically compliant FTRs discussed in the previous sections, it is
apparent that the realization of a well performing electromechanical device is
not a trivial task. Over the course of this thesis, and in previous works before
it, different approaches were investigated and iteratively improved upon. In
this subsection, we will provide a review of some of the major revisions and
elaborate on the underlying reasoning.

Single-step process

The initial device layout at the start of this work was developed in Ref. [158] and
is based on a simple, yet effective, all-aluminum, single-step process. The pro-
cess involves the use of only a single electron beam lithography step, followed
by a single shadow evaporation and oxidation of the Josephson junctions along
with the entirety of the remaining aluminum circuitry. This results in a straight-
forward fabrication process with reduced complexity and time consumption. A
more detailed description of the employed fabrication techniques is provided
in Sec. 3.3.

An exemplary circuit layout for the single-step devices is shown in Fig. 3.1.
On the silicon chip, six superconducting 𝜆/4 CPW resonators are patterned
into the aluminum thin film, each designed to a different length and corre-
sponding resonance frequency. Each of the resonators is shunted to ground via
a mechanically compliant SQUID, which is shown in the micrograph images
in panels b-d, forming a flux-tuneable electromechanical device as discussed
in Sec. 2.5.2. Between devices, the length of the nanostrings embedded in the
SQUID is varied, leading to different mechanical resonance frequencies. Each
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Fig. 3.1.: Nano-electromechanical device fabricated by the single-step process. a Illustration of a
device layout fabricatedwith the single-step, all-aluminumprocess. Aluminumstructures are
shown in silver, while the silicon substrate is colored in dark grey. A shared feedline connects
the short ends of the chip and capacitively couples to six flux-tuneable 𝜆/4 CPW resonators.
The ports on the long side of the chip can be used for additional drive signals. b Optical
micrograph image of a single, meandering CPW resonator, corresponding to the green box in
a. c Magnified view of the end of a CPW resonator (blue box), where the SQUID that shunts
the center conductor of the CPW to ground is visible. d Tilted scanning electron micrograph
(SEM) image of the suspended SQUID structure that allows for mechanical motion of the
nanostrings. A version of the micrograph images was previously published in Ref. [157].

FTR is capacitively coupled to a shared feedline, which serves as a common
pathway for the transmission of microwave signals to and from the resonators,
allowing for the simultaneous readout of multiple devices (multiplexing). The
use of a shared feedline simplifies the device layout and reduces the number
of required input and output ports and microwave lines. This advantage is
especially pronounced during early stages of design and development, where
the yield of functioning structures might be low and multiplexing allows to
quickly identify the working FTRs. However, proper care needs to be taken
regarding the frequency spacing of the individual FTRs, otherwise the presence
or even overlapping of multiple resonance features in the transmission signal
can add significant complexity to the analysis. Lastly, compared to a reflection
type geometry, the signal available for analysis is generally reduced by a factor
of 2 in transmission geometry [159].

Unfortunately, the simplicity of the single-step fabrication process also leads
to the most significant downside to this approach: During the shadow evapo-
ration step, aluminum is evaporated, oxidized and evaporated again in order
to form the Al/AlOx/Al tunnel barriers that act as the Josephson junctions
used in the SQUID (see Sec. 2.2.3). In the single-step approach, the oxidation
process results in the formation of an oxide layer not only in the junction
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area, but also across the entire metal film of the chip. Therefore, instead of a
continuous, high-quality aluminum film, the CPW resonators actually consist
of an Al/AlOx/Al tri-layer. The presence of the oxide layer across the entire
metal film has several implications for the device performance. Most impor-
tantly, the additional interfaces and the introduced dielectric can host a large
number of defects and impurities, which can act as two-level-systems (TLS)
and can cause noise and energy dissipation in the circuit, as was discussed
in Sec. 2.7. Oxides (SiOx, AlOx, NbOx etc.) in particular are known to host a
large density of TLS and great efforts across the field are put into minimizing
their presence in high-coherence superconducting circuits [80, 160–162]. In our
devices fabricated with the single-step process, we find large FTR loss rates on
the order of 𝜅/2𝜋 > 1MHz, which prevent the devices from operating in the
single-photon strong coupling regime 𝑔0 > 𝜅, even with comparatively large
coupling rates exceeding 𝑔0/2𝜋 > 50 kHz. We believe TLS in the aluminum
oxide layer and associated interfaces to be the main reason for this high loss
rate. In addition, the mechanical properties of the nanostring might also be ex-
pected to change as opposed to a string made from a single layer of aluminum.
However, a detailed comparison of the nanostrings in a SQUID fabricated with
the single-step process and pure aluminum strings presented in Ref. [158] did
not uncover significant differences.

In summary, while the initial device layout based on a single-step process
offers high simplicity and ease of fabrication, it is inherently limited by the
presence of oxide layers and interfaces introduced during the fabrication pro-
cess. These oxide layers can negatively affect the performance of the device,
particularlywith regards to TLS that can limit the achievable FTRquality factors
and therefore the optomechanical cooperativity.

Development of multi-step process

To overcome the aforementioned limitations and improve the performance of
the device, a more complex multi-step process has been developed over the
course of this work. This process involves multiple layers of different super-
conductingmaterials, as well as multiple lithography steps, resulting in amore
complex and time-consuming fabrication process, which is detailed in Sec. 3.3.
Particular care must be taken to establish proper galvanic contact between
the individual metal layers, a challenge we discuss in detail in Sec. 3.1.2. When
successfully implemented, the multi-step process allows for greater control
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Fig. 3.2.: Nano-electromechanical device fabricated by the new multi-step process. a Tilted, false-
color SEM image of a device fabricated with the newly developed multi-step process de-
scribed in the main text. The base wiring (CPW resonator and ground plane) is fabricated
using a subtractive etch process out of Niobium (green) on a silicon substrate (dark grey).
The SQUID that shunts the CPW resonator to ground is visible on the right and highlighted. b
Magnified view of the pocket at the end of the CPW resonator (blue box). The mechanically
compliant element, featuring two parallel nanostring oscillators, is fabricated from a single
layer of aluminum using lift-off and is shown in red. The Al/AlOx/Al Josephson junctions use
an angled shadow evaporation process and are false-colored blue. The aluminum bandages
that establish galvanic contact between the different metal layers are shown as light grey.

over the fabrication and material composition of the individual components,
which can improve their respective performance and opens up additional
degrees of freedom in the design process. By choosing appropriate materials,
it also enables the introduction of more advanced surface cleaning techniques,
which can reliably remove surface oxides as a potential source of TLS losses.
Scanning electron micrograph (SEM) images of a nano-electromechanical
device fabricated using the newly developed multi-step process are presented
in Fig. 3.2.

In our case, we opt for Niobium (Nb) as the material of choice for most of
the superconducting circuitry, including the CPW resonators. The fabrication
of non-tuneable CPW resonators made of Nb has been carefully optimized at
the WMI and internal quality factors exceeding 𝑄int = 6 × 106 were reliably
demonstrated [163]. Further, and of high relevance to our experiments with
flux-mediated coupling, the quality factors have been shown to remain largely
unaffected by external magnetic fields up to 𝐵ext = 70mT, when applied
along the thin film direction [164]. The higher performance of Nb over Al CPW
resonators can be understood primarily as a result of two factors: (i) Nb has
a critical temperature of 9.25K, whereas superconductivity of Al breaks down
above 1.19K [92]. The associated larger superconducting gap of Nb is less
susceptible to quasiparticle excitations, which leads to lower resistive losses
and better magnetic field resilience. (ii) Highly reactive surface cleaning tech-
niques like Piranha and BOE (see Sec. 3.3.1) can be applied to the deposited Nb
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films and Si surfaces at several points along the fabrication process in order to
remove surface oxides (SiOx, NbOx) and reduce TLS losses. The same chemical
treatments would etch and/or corrode aluminum films and are therefore not
applicable.
As such, aluminum structures are only used where Nb is not a suitable alter-
native. This is the case for the mechanically compliant parts of the SQUID
loop, where we rely on a well established deposition and release process to
fabricate highly tensile stressed nanomechanical string oscillators with high
quality factors [68]. Nanomechanical devices made from pure Nb have been
realized, but generally do not match the performance of Al nanostrings [165].
With a similar reasoning, we employ theManhattan-style [166, 167] Al/AlOx/Al
Josephson junctions that are found in the majority of state-of-the-art cQED
devices due to their reproducibly high performance and ease of fabrication.

Despite the increased complexity associated with the multi-step process,
the opportunity to merge all of these individual high-performance compo-
nents into a single circuit presents a clear path towards the realization of
advanced electromechanical devices. For example, with optomechanical cou-
pling strengths up to 𝑔0/2𝜋 ≈ 50 kHz demonstrated in our previous devices,
and a typical resonance frequency of 5GHz of the FTR, the single-photon
strong coupling condition 𝑔0 > 𝜅 would be achievable with quality factors
of 𝑄 ≈ 1 × 105, an order of magnitude below the demonstrated values for
non-tuneable Nb resonators.

3.1.2 Bandaging optimization

Arguably the primary challenge in realizing amulti-step process for fabricating
flux-tuneable electromechanical devices is reliably establishing a galvanic
contact between the different metal layers deposited and structured in the
different lithography steps. This difficulty arises due to the formation of native,
insulating surface oxides (AlOx, NbOx) on the metal layers once they are ex-
posed to atmospheric pressures, which prevent the formation of a continuous
conducting path.

To overcome this challenge, various techniques have been developed to re-
move or reduce the oxide layer and establish a good galvanic contact between
the metal layers. One common approach is to use an aggressive surface treat-
ment process, such as Argon (Ar) ion milling, to remove the oxide layer and
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Fig. 3.3.: Device layout for the optimization of the bandaging process. Illustration of the device lay-
out used for the optimization of the Ar-ion milling and bandaging process. The chip contains
four standard𝜆/4 CPW resonators (shaded black), while the other six resonators are initially
fabricated in a 𝜆/2 configuration, i.e. both ends open. In a second lithography step, the 𝜆/2
resonators are shorted to ground via an aluminum bandage. An optical micrograph of the
resist mask used for the bandaging is shown in b. The different shading of the resonators
corresponds to the three different milling recipes used.

create a clean metal surface. However, ion milling can lead to Ar ions being
implanted into the metal or substrate, which can lead to additional losses that
may negatively impact device performance [161, 168]. To circumvent this issue,
researchers have explored alternative approaches such as a technique called
bandaging [169]. Bandaging separates the milling process spatially from the
areas of the substrate where critical circuit components (JJs, nanostrings) are
located. To this end, after all relevant structures are successfully defined on
the chip and only galvanic contact is lacking, another lithography step is per-
formed. In this step, the resist layer is only selectively removed at small areas
where the to-be-connected metal layers overlap, while the critical areas of the
device remain covered in resist. The small overlap areas are then milled and
a relatively thick layer of newly evaporated metal (the bandage) is deposited.
This procedure protects the critical structures and the substrate below from
the ion milling, while still allowing the oxide layer to be removed at a selected
location where the galvanic contact can be established via the bandage. Ban-
daging has been shown to be an effective way of reducing the impact of ion
milling on the performance of quantum circuits, in particular transmon qubits
[169].

However, we have found that, for FTRs, the ion milling as part of the ban-
daging process can still have a significant negative impact on the device loss
rates, even though the milling sites are located some distance away from the
JJs. Since superconducting qubits fabricated at the WMI with a very similar
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process do not observe a negative impact from the bandaging [163, 170], we
hypothesize that the current distribution in FTRs (and 𝜆/4 CPW resonators in
general) may make them more vulnerable to damages introduced by milling:
The ions that are implanted into the metal can create defects which function
as scattering centers for charge carriers or pinning centers for vortices. As each
vortex carries one quantum of magnetic flux, a Lorentz force is exerted on the
vortices when a current passes through the superconductor. This force induces
dissipative vortex motion, which leads to additional losses [171]. Due to the
current anti-node of the FTRs fundamental mode being located at the SQUID,
close to the surfaces treated with milling, we anticipate substantial currents to
flow near the pinned vortices. Therefore, additional optimization was required
in order to properly tailor the process parameters to the fabrication of flux-
tuneable electromechanical devices.

We conduct a systematic investigation to optimize the Ar-ion milling recipe
by varying the relevant parameters of the Kaufman-type Ar-ion source. A
comprehensive description of the Kaufman source and its parameters can be
found in Ref. [172]. To perform the optimization, we design a test chip with
ten resonators (shown in Fig. 3.3a), six of which are initially designed in 𝜆/2
configuration, i.e. with two electrically open ends. In a second lithography step,
one end of the𝜆/2 resonators is milled and subsequently connected to ground
via an evaporated aluminum bandage, re-establishing the 𝜆/4 boundary con-
dition. The resist mask used for themilling and bandaging is shown in Fig. 3.3b.
The remaining four resonators on the chip are standard 𝜆/4 resonators to
establish a baseline for loss measurements. Importantly, we investigate three
different sets of milling parameters on this device, each set being applied to
two adjacent resonators (see shaded areas in Fig. 3.3a). Themilling parameters
used for each resonator are summarized in Tab. 3.1. In this initial optimization
step, only the beam current 𝐼beam and the duration of the milling process
𝑡milling, i.e. the two parameters defining the total number of ions hitting the tar-
get, were varied. The beam voltage 𝑉beam, which defines the beam energy, and
the acceleration voltage𝑉acc was kept constant to limit the available parameter

Recipe Resonator 𝑉beam (V) 𝐼beam (mA) 𝑉acc (V) 𝑡milling (s)
1 2, 4 400 15 90 180
2 6, 7 400 15 90 360
3 8, 9 400 30 90 180

Tab. 3.1.: Summary of the Ar-ion milling recipes compared during the bandaging optimization. The
numbering of resonators refers to the device layout shown in Fig. 3.3.
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Fig. 3.4.: Resonator measurement results during the bandaging optimization. Intrinsic quality fac-
tors 𝑄i (a) and resonance frequencies 𝑓r (b) as a function of input power converted to aver-
age photon number �̄�c. The values are extracted using the circle fit Eq. (4.1). The resonators
are indexed according to the numbering in Fig. 3.3a and have been prepared with different
milling recipes as listed in Tab. 3.1. Higher 𝑄i are generally observed for the reference res-
onators (black) and resonatorswith less aggressivemilling recipes (e.g. green). Uncertainties
of the respective fits are illustrated as shaded areas. In c, the TLS-associated quality factor
𝑄TLS and non-TLS quality factor 𝑄0 were extracted from fits to Eq. (2.126) (solid lines in a)
and plotted over the total ion charge of the used milling recipe. The solid lines and shaded
areas correspond to the mean value and standard deviation respectively. A downward trend
in 𝑄0 with increasing ion charge is discernible.

space. To evaluate the losses incurred on the CPW resonators by the different
milling processes wemeasure the complexmicrowave transmission parameter
𝑆21 for each resonator at base temperature 𝑇base ≈ 20mK using a commercial
cryostat, while varying the excitation frequency and input power. By fitting the
complex transmission data with our circle fit routine (cf. Sec. 4.2.1), we were
able to extract the relevant resonator properties, such as the internal quality
factors, 𝑄i and resonance frequencies 𝑓r, for the eight resonators that were
measured.

In Fig. 3.4a, we present the power dependent internal quality factors for
eight of the measured resonators2, where the input power was converted into
the average number of photons occupying the cavity using Eq. (2.80). As might
be expected, we observe the highest internal quality factors, ranging from
1.5 × 105 to 4 × 105, for the reference resonators without a bandage (resonators
1, 3 and 5, black symbols in Fig. 3.4a). These resonators also display an increase
2resonators 6 and 10 were excluded as outliers due to uncharacteristically low quality factors
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of 𝑄i with applied power, which is typical for superconducting microwave
resonators coupled to a bath of TLS, as described by the model introduced in
Sec. 2.7. However, resonator 2 features similarly high 𝑄i after being exposed
to bandaging recipe 1. Resonator 4, which was fabricated with the same pa-
rameters as resonator 2, shows significantly smaller 𝑄i than resonator 2. The
reason for this discrepancy in the performance of the nominally identically
processed resonators is not clear, but external influences like resist residues
close to the bandage might play a role. Resonators 8 and 9, using bandage
recipe 3 with an increased 𝐼beam, show reduced 𝑄i on the order of 105, which
also remain relatively constant over the range of applied input powers. This
could indicate that the dominant loss mechanism can no longer be associated
with TLS but rather with the defects related to the milling process such as
implanted Ar ions or missing metal atoms. Similar behavior is observed for
resonator 7, which was fabricated with a doubledmilling time compared to the
other resonators. It becomes clear that an increased number of Ar-ions hitting
the target area, either due to a higher beam current or longer milling duration,
leads to a – sometimes significant – reduction in the internal quality factors of
the investigated resonators.

With this observation in mind, we can attempt to further characterize the
nature of the additional losses apparently introduced by the more aggressive
milling processes. By fitting the data shown in a to Eq. (2.126) (solid lines), the
TLS model for power-dependent losses introduced in Sec. 2.7, we can extract
the quality factor contribution associated with coupling to a bath of TLS 𝑄TLS

and the quality factor due to remaining losses 𝑄0 for each of the resonators.
We note that the linear increase of 𝑄i at very high input powers (�̄�c > 107)
is not predicted by the simple TLS model [173] and therefore excluded from
the fit. In order to visualize the potential impact of the milling process on the
different loss contributions, we plot in Fig. 3.4c the extracted TLS losses (𝑄TLS)
and non-TLS losses (𝑄0) as a function of the product 𝐼beam · 𝑡milling, which
corresponds to the total ion charge applied to themilled area over the duration
of the process. We find 𝑄i ≈ 𝑄TLS ≈ 𝑄0 for the reference resonators, indicating
that TLS and non-TLS losses are on the same order of magnitude and neither
of them is solely limiting the device performance. However, as we look towards
the milled resonators with 𝐼beam · 𝑡milling > 0, we observe a downward trend in
𝑄0. At the same time, 𝑄TLS remains largely constant within the uncertainties,
independent of the ion charge. This observation strongly suggests that the
milling process introduces significant additional losses, such as the dissipative
vortex motion discussed above, which are not related to the coupling to a TLS
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bath. Therefore, the milling leads to these losses, described by 𝑄0, becoming
the limiting loss contribution as 𝑄TLS � 𝑄i ≈ 𝑄0 for the milled resonators.

Based on these results, it might appear straightforward to decrease the du-
ration and beam current of the milling process even further to minimize the
additional losses. However, the number of Ar-ions used in the milling process
can not be made arbitrarily small. Otherwise, the milling will no longer be able
to serve its intended purpose of removing the surface oxide layers that prevent
galvanic contact. In this case, the remaining oxide layer below the bandage
would form a superconductor-insulator-superconductor tunnel barrier, i.e. a
Josephson junction (cf. Sec. 2.2.3) at the end of the CPW resonator. As discussed
in Sec. 2.3.4, the non-linear inductance associated with the Josephson junction
wouldmanifest as a power dependency of the resonator’s resonance frequency.
Therefore, to verify the effectiveness of our milling recipes, we evaluate the
resonance frequencies 𝑓r extracted from the fits as a function of input power.
The results are presented in Fig. 3.4b and show power-independent resonance
frequencies for all resonators, confirming that all investigated recipes achieve
sufficient removal of the surface oxides.
Ultimately, the goal of optimization must be to locate the threshold where
milling time and beam current can be chosen as low as possible while the
process remains potent enough to penetrate the surface oxides. Therefore,
after this initial, promising study, we performed further optimization runs with
similar devices, now also with regards to different beam and acceleration volt-
ages, until we arrived at a minimally invasive process that only uses the least
amount of energy and number of ions necessary to remove the aluminum and
niobium surface oxides. The parameters presently considered optimal and in
use for the multi-step fabrication process for flux-tuneable electromechanical
devices are 𝐼beam = 15mA,𝑉acc = 90 V,𝑉beam = 300 V and 𝑡milling = 180 s.
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3.2 Design of SAW devices

As outlined in Sec. 2.6, the characteristics of surface acoustic wave devices, in
particular SAW resonators, are largely defined by the employed piezoelectric
material and the geometry and placement of the patterned transducers and
gratings. In this section, we will introduce themost relevant design parameters
and how they are chosen and adapted to reach equivalent device properties
on various piezoelectric materials. A detailed description of the investigated
material systems along with experimental studies of fabricated devices are
found in Chap. 6.
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Fig. 3.5.: One-port surface acoustic wave resonator design. a Schematic of the used surface acous-
tic wave (SAW) resonator geometry, including its relevant design parameters. b Optical mi-
crograph of the SAW resonator structure in false color. Aluminum is represented in light gray,
while LNO is colored orange. The zoom-in section displays a scanning electron micrograph
(SEM) highlighting the individual strips comprising the transducer. The black scale bar cor-
responds to a length of 200 nm, which is the nominal width of the strips. A version of this
figure has been published in Ref. [174].

Since the long-term perspective for quantum acoustics requires integration of
the acoustic devices (i.e. SAW resonators) with various superconducting circuit
components, every device parameter needs to be designed with compatibility
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to established quantum circuits in mind. In particular, this requires matching
their operating frequencies of several GHz along with efficient transduction of
the elastic excitations into electromagnetic signals and vice versa [175].

In our case, we design our SAW resonators to a target frequency of 𝑓0 ≈ 5GHz
and opt for a standardized one-port resonator geometry, where a single in-
terdigital transducer (IDT) is placed symmetrically in the center of the Bragg
reflectors forming the SAW cavity (see Fig. 3.5a and b). The IDT is formed
by periodically patterned aluminum electrodes alternating between signal
and ground terminals with a pitch of 𝑝 = 400 nm and a metallization ratio
of 𝜂 = 0.5, meaning the gaps between electrodes are designed with the same
width as the metallized stripes. This transducer layout, commonly referred to
as single-electrode IDT [139], offers the advantage of a simple design process
and comparatively large feature dimensions on the order 100 nm even at GHz
operating frequencies. However, it is important to consider the non-negligible
reflection that the single-electrode IDT introduces into the SAW resonator
mode volume. Tominimize this contribution, we generally choose the number
of transducer electrodes 𝑁f to be as small as possible (10 to 100), while still suf-
ficient to provide the necessary transduction efficiency. Since the piezoelectric
coupling is material dependent, 𝑁f and the mode volume itself (i.e. the length
𝐿 and width 𝑊) can be optimized individually for any investigated material
systems to reach a desired transduction efficiency.

In the context of SAW resonators, the transduction efficiency of the IDT is
directly related to the external quality factor 𝑄e of the device. Therefore,
we exploit the strong geometric dependence of 𝑄e on design parameters
𝑄e ∝ 𝐿eff/(𝑊𝑁2

f ) [53] to engineer 𝑄e close to critical coupling (𝑄i ≈ 𝑄e) and
low transducer reflectivity at the same time. As a side effect of the low number
of transducer electrodes, the bandwidth of our IDTs is generally much larger
than the mirror stop band of the Bragg reflectors forming the SAW resonator
and the transduction efficiency can be considered constant across the narrow
frequency band.
In the design of the Bragg reflectors, we utilize𝑁g = 500 electrically floating alu-
minum strips with a pitch identical to the value used for the IDT (𝑝 = 400 nm).
This pitch defines the SAW wavelength 𝜆 = 2𝑝, which is reflected most ef-
fectively, thereby determining the operating frequency of the SAW resonator
(𝑓0 = 𝑣p/𝜆). To ensure consistency and reproducibility in the fabrication
process, we keep the pitch constant across all the investigated substrates and
devices.
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To maximize the constructive interference between differently reflected wave
packets within the resonator, the distance between mirrors 𝐿 and distance
between the central IDT and each mirror 𝑑IDT are chosen to fulfil

𝐿 =

(
2𝑛 ± 1

2

)
𝜆

2
, (3.1)

𝑑IDT =

(
𝑛

2
− 1
4

)
𝜆 + 𝜆

8
. (3.2)

It is important to acknowledge that our resonator geometry has the capability
to excite and confine various types of SAWs, including Rayleigh, shear, and
Love waves, each with their own distinct phase velocity and corresponding
resonance frequency. Additionally, in the context of a multi-layer material
system, Sezawa modes need to be taken into account (see Sec. 6.2). However,
all of our devices are specifically designed to excite and confine Rayleigh waves
and we will largely limit our discussion to this type of SAW.
Lastly, we note that many more complex transducer and resonator geome-
tries have been proposed and demonstrated, which use a combination of
non-reflecting [139] or uni-directional IDTs [176], beam-steering [177] and
bandgap-engineering [178] to significantly increase the performance of SAW
resonators. However, in this work, we deliberately opted for widely established
and easily reproducible circuit designs to keep our findings as general as
possible and applicable to a broader field of research.
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3.3 Nanofabrication Techniques

In this section, we will explore the technical aspects of nanofabrication that are
necessary to realize nano-electromechanical and surface acoustic wave based
quantum acoustic devices. First, we will briefly discuss the importance of sur-
face cleanliness and the techniques we use to achieve it. Then, we will provide
a step-by-step guide to the most relevant sub-processes involved in the fabri-
cation of the various devices studied in this work, detailing the materials and
equipment involved.

3.3.1 Surface treatments

For the successful and reproducible fabrication of state-of-the-art supercon-
ducting circuits, the quality and cleanliness of the employedmaterials and pro-
cesses is paramount [179]. In particular, contamination of surfaces and inter-
faces between substrate and the superconducting metal has to be minimized
in order to avoid the introduction of lossy two level systems (TLS) (see Sec. 2.7).
To this end, a variety of chemical surface treatments is available, each target-
ing a separate class of contaminants [180]. While the specific parameters can
be adapted depending on the to-be-fabricated device, we generally employ a
combination of two surface treatments, which are briefly introduced in the fol-
lowing:

Piranha etch A solution composed of a mixture of concentrated sulfuric acid
(H2SO4) and hydrogen peroxide (H2O2), which creates a powerful oxidizing
environment that is particularly effective at removing organic residues. For our
samples, it is generally used at the beginning of the process to strip organic
residue present on the raw silicon substrates from protective coatings applied
during shipping or wafer dicing. However, Piranha etch will also cause the
growth of an oxide layer on the surface of the silicon substrate, which should
be removed subsequently.

Buffered Oxide Etch (BOE) A solution of hydrofluoric acid (HF) and ammo-
nium fluoride (NH4F), which can reliably remove surface oxides of silicon and
niobium. The NH4F acts as a buffer, keeping the pH constant, ensuring a con-
stant and controlled etch rate. The process also passivates the cleaned surfaces
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against re-oxidation for a limited time [181]. We employ BOE directly after the
Piranha etch to remove the oxide layer on the silicon surface. The process can
be repeated at later steps to ensure a clean, oxide-free contact surface for the
evaporated metal layers. However, aluminum films have to be protected (e.g.
by a resist mask), as they are attacked by the BOE.

3.3.2 Multi-step fabrication

a

b

c

Silicon
Niobium
Aluminum

opt. / e-beam resist/

Fig. 3.6.: Graphical illustration of the most relevant nanofabrication steps for samples in this work.
a Patterning of the base wiring from a Nb thin film using optical lithography and reactive ion
etching (RIE). b Single step aluminum evaporation after lithography by e-beam. Used for all
single layer aluminum structures including bandaging. c Double-angle shadow evaporation
for Josephson Junction fabrication. Aluminum is evaporated from two different angles (ar-
rows indicate evaporation direction) with a controlled oxidation step in between. A detailed
description of the processes is provided in the main text. Adapted from Ref. [182].

The essential techniques of the fabricationprocess for nano-electromechanical
devices are illustrated in Fig. 3.6 and will be discussed step-by-step in the fol-
lowing. Large parts of the process have been developed in parallel to the op-
timization of the fabrication of high-coherence superconducting qubits at the
WMI. In addition to the description provided here, we therefore refer the detail-
oriented reader to the very comprehensive description of the qubit process in
Ref. [182].

Niobiumbasewiring Theprocess startswithpatterning all circuit components
that are made out of Nb using a subtractive process to transfer the intended

3.3 Nanofabrication Techniques 81



layout into a previously sputtered Nb thin film (Fig. 3.6a). This so-called base
wiring encompasses ports, signal lines and the CPW resonator geometry, along
with alignment markers that can be used for subsequent fabrication steps. For
this, the chip is coated with a positive photoresist, followed by a pre-exposure
bake. The layout of the base wiring is exposed using a direct laser writer, and a
post-exposure bake is performed in order to increase the etch stability of the re-
sist. The resist that was exposed to laser light is removed during a development
step, forming a mask for the next step of reactive ion etching (RIE). During the
RIEprocess, thenon-protectedNb is chemically andphysically etchedby amix-
ture of Ar and SF6 plasma. After the RIE process, the remaining photoresist is
removed by a suitable stripper.

SQUID loop and nanostring (single layer aluminum) In the second step, the
main part of the SQUID loop along with the nanostring geometry is fabricated
(Fig. 3.6b). The sample is spin-coated with a double-layer stack of two different
electron beam (e-beam) lithography resists. After the e-beam lithography
process and development of the double-layer stack, a single layer of Al is evap-
orated using an e-beam evaporation system. Prior to evaporation BOE can be
used to remove residues and oxides from the exposed substrate. Finally, lift-off
in aceton and/or a suitable remover removes the non-exposed resist and the
excess Al on top of it.

Josephson Junctions In the third step, two Manhattan-type Josephson junc-
tions (JJs) are fabricated. The junctions aredefinedusing thedouble-layer resist
stack and e-beam lithography, followed by development. As already employed
in the previous step, a pre-evaporation BOE cleaning can be used to ensure a
clean and oxide free silicon surface and improve adhesion of the thin junction
leads. The shadow-evaporation of the Josephson junctions requires two con-
secutive evaporation processes. During the first Al evaporation, the sample is
tilted by 45◦ w.r.t. the chip surface, leading the evaporated Al to only coat the
substrate along the evaporation direction, while trenches in perpendicular ori-
entation are protected by the tilted resist layer (see Fig. 3.6c). The chip is then
oxidized under a controlled flow of pure oxygen (dynamic oxidation) leading to
the formation of an AlOx layer. In the second evaporation step, the direction of
evaporation is rotated by 90◦ while the tilt angle of 45◦ is maintained, so that
the second arm of the JJ geometry can be coated with metal. In the small rect-
angular area where both arms overlap a Josephson junction is formed by the
Al/AlOx/Al tunnel barrier.
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Bandaging Next, galvanic contact needs to be established between the three
different metal layers deposited in the previous steps using a bandaging ap-
proach [169]. Patterning and evaporation of the aluminumbandage follows the
single layer evaporation process already discussed in the second step and illus-
trated in Fig. 3.6b. However, prior to evaporation, the native oxides of the differ-
entmetal layers (AlOx andNbOx) are removedby anAr-ionmilling process. The
milling has to be performed in-situ, immediately followed by the evaporation
and without exposing the sample to ambient pressure to prevent re-oxidation.
The parameters optimized and used for the bandaging are discussed in detail
in Sec. 3.1.2.

Nanostring annealing and release Lastly, the nanostrings need to be released
fromthe substrate,whichallows themtoperformtheir oscillatorymotion. How-
ever, sinceweaim forhigh-𝑄 nanomechanical resonators in theMHz frequency
range, a highly tensile stressed material is mandatory to reach the necessary
pre-stress values (cf. Eq. (2.27)). Since, depending on the deposition parame-
ters, aluminum thin films can be only weakly tensile stressed or even compres-
sively stressed, we incorporate an additional annealing step to introduce the
necessarypre-stress in a controlledmanner. To this end, the sample is annealed
at 350 ◦C for 30 minutes in vacuum. During the subsequent cooldown back to
room temperature, the aluminum film becomes highly tensile stressed due to
the different thermal expansion coefficients of aluminum and silicon. This ef-
fect becomes even more pronounced once the sample is cooled to cryogenic
temperatures. Finally, thenanostring is selectively releasedby a combinationof
anisotropic and isotropic RIE processes (Ar and SF6), which gradually remove
the silicon below the string until it is freely suspended. The parts of the chip
that are not supposed to be etched are protected by a resist mask during this
process, which is patterned using e-beam lithography to accurately define the
etch window. As a last step, the etch mask is removed using a suitable remover
and the sample is carefully dried using a critical point drier (CPD).More details
regarding the fabrication of nanostring oscillators are found in Refs. [68, 183,
184].

3.3.3 Single-step fabrication

The single-step fabrication employed for the earlier generations of electrome-
chanical devices (see Sec. 3.1) is accomplished using only a subset of the
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tools and sub-processes that were discussed in the previous section for the
multi-step process. The complexity of the process is greatly reduced since the
patterning of base wiring, SQUID loop, nanostring and Josephson Junctions
is combined into a single step of e-beam lithography, shadow evaporation of
Al/AlOx/Al and lift-off (cf. Fig. 3.6c). The nanostrings are then annealed and
released using RIE as discussed above.

3.3.4 Fabrication of SAW devices

The fabrication of surface acoustic wave resonators, like the one shown in
Fig. 3.5b is comparatively straightforward compared to the more involved
multi-step processes we have discussed above. All structures which form
the SAW cavity (IDT, Bragg reflectors) are patterned in a single step of e-beam
lithography and e-beam evaporation of 20 nm aluminum, followed by lift-off as
illustrated and discussed in Fig. 3.6b. The major challenge in the fabrication of
GHz frequency SAW resonators is instead the proper calibration of the e-beam
lithography itself:
Firstly, since piezoelectric substrates are generally good insulators, they can
suffer from localized charging effects when exposed to the electron beam,
which can have detrimental effects on the lithography [185]. Secondly, the
geometry of the IDTs and Bragg reflectors, each consisting of thin (≈ 200 nm)
periodic lines densely arranged across a large area, is very susceptible to the
Proximity Effect (PE). The PE describes the unintended exposure of resist
which is located close to incident electron beam due to (back)scattering in the
substrate [185]. This can result in the broadening of lines and the merging of
closely spaced features, which can significantly impact the performance of the
resulting device.
The problem of charging effects in the substrate can be remedied by applying
an additional layer of conductive material on top of the e-beam resist which
helps to achieve a sufficient distribution and transport of charges away from
the incident beam. We use a very thin (few nm) layer of commercially available
conductive resist, which solves the charging problem but otherwise has negli-
gible impact on the exposure properties.
The proximity effect on the other hand is a complex challenge, which has
received considerable attention from researchers as well as industry [185, 186].
Fortunately, the scattering process of electrons can be simulated with high
accuracy when taking into account the correct material parameters (density,
stoichiometry) for the e-beam resist and substrate. Commercial software
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packages for proximity effect correction (PEC) can perform these simulations
and calculate a dynamic adjustment to the exposure dose for each point in the
layout depending on its localized scattering environment. In our case, we apply
PEC by the software BEAMER3 to the layouts for SAW devices and successfully
compensate for the proximity effect.

3BEAMER Electron- and Laser-Beam Lithography Software by GenISys GmbH
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Experimental Setup and
Methods

4
This chapter focuses on the experimental setups andmeasurement techniques
employed for the investigation of electromechanical and acoustic systems in
the quantum regime. It begins by introducing the cryogenic measurement
setup, which provides the technical foundation for conducting experiments
at millikelvin temperatures. The chapter provides a basic description of the
crucial microwave components used for signal generation, routing and pro-
cessing, both within the cryostat and at room temperature. It then delves into
a technical description of measurement techniques. We introduce microwave
spectroscopy, the main tool to probe electromechanical devices, along with
signal analysis methods used to extract their properties and dynamics. In
this context, we address two of the main experimental challenges: flux noise
and vibrations, and present an active resonator stabilization protocol that
was developed to compensate for these disturbances. Finally, the Josephson
Parametric Amplifier (JPA) that enables nearly quantum limited amplification
in the setup is discussed and characterized.

4.1 Cryogenic measurement setup

In this section, we present a detailed description and visualization of the
cryogenic measurement setup utilized in this work. The centerpiece of the
experimental setup is a commercial TRITON dry dilution refrigerator from
Oxford Instruments equippedwith a superconducting vectormagnet (VM), en-
abling investigations at ultra-low temperatureswith simultaneous 3-axis vector
control of an external magnetic field. Additionally, a multitude of microwave
components are needed to generate, filter and analyze the low-noise and high-
precision signals used in the experiments. An overview of the comprehensive
setup is presented in Fig. 4.1. Panel a focuses on the wiring of the microwave
lines across the various temperature stages within the cryostat, ranging from
room temperature (300K) to 80mK, the base temperature at the mixing cham-
ber. For our experiments, we use four main microwave lines (A through D),
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88 Chapter 4 Experimental Setup and Methods



where line A is generally used as the input line to the device under test (DUT), B
and C are auxiliary inputs necessary for operation of the JPA, which will be dis-
cussed later on, andD is the output line routing the transmitted signal from the
DUT back to the signal processing chain outside of the cryostat. Additionally,
there are low-pass filtered lines to apply DC voltages 𝐼DC and 𝐼JPA and a radio
frequency (RF) voltage 𝑉RF. As shown in the figure, the input lines are strongly
attenuated by several microwave attenuators at different temperature stages.
This is necessary to block thermal radiation from higher temperature stages
from reaching the DUT and ensure proper thermalization of the microwave
cables. Since each attenuator dissipates heat at its location and introduces
thermal noise corresponding to its temperature, it is important to distribute
the attenuators across the different temperature stages. The output is not
attenuated, consists of superconducting cables where applicable and contains
an additional cryogenic HEMT amplifier (High Electron Mobility Transistor)
providing 40 dB of gain to minimize signal losses and maximize the signal to
noise ratio of the measured signal. A circulator before the HEMT prevents
reflected signals as well as thermal radiation from travelling back towards the
DUT.
Moving on to panel b, we showcase the details of the placement and wiring of
the DUT. As illustrated in the figure, the sample packaging (green) is mounted
to a cylindrical extension of the mixing chamber plate, such that it is placed
in the center of the magnet, which is used to generate the external in-plane
magnetic field 𝐵ip. Note that themagnet assembly is operating at 4K and is not
thermally connected to the mixing chamber or the sample package. Attached
to the package are a small coil, which uses the DC current 𝐼DC to generate a
bias magnetic field 𝐵oop, and a piezoelectric actuator which can be driven
by an RF voltage 𝑉RF to coherently excite mechanical motion of the sample.
The microwave input signal from line A is transmitted through the DUT and
routed back out of the magnet to the mixing chamber plate, where it is sent to
a Josephson Parametric Amplifier (JPA), which we will discuss in the following.
However, at this point, we will limit the discussion to the technical aspects of
howweoperate our JPA inside the dilution refrigerator, while a characterization
of our JPA is presented in Sec. 4.4.
The wiring and signal routing used to operate the JPA for our experiment
are illustrated in Fig. 4.1c. The to-be-amplified signal arriving from the DUT
first passes an array of 3 isolators followed by a directional coupler, where
it is combined with the pump tone of the JPA 𝜔JPA, which is generated by a
microwave generator at room temperature and sent into the cryostat via line
B. The directionality of the coupler (30 dB) and the circulators (3 × 20 dB)
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prevent the pump tone from interacting with the DUT, even though the power
of the pump tone is several orders of magnitude larger than the microwave
tones used in the experiment. As JPAs are generally operated in reflection, the
signal then passes another circulator and is reflected off of the JPA, where it
is amplified by ca. 20 dB. The JPA is located in a superconducting aluminum
housingmounted to themixing chamber plate, which shields the flux-sensitive
amplifier from external magnetic fields to ensure stable operating conditions.
Inside the aluminum housing, a superconducting coil is mounted to the JPA
package and used to control the flux bias of the JPA via the DC current 𝐼JPA.
After amplification, the signal then passes a second directional coupler, where
a second pump tone, which we denote 𝜔JPA, with a frequency identical to 𝜔JPA

but with an added variable phase shift1 is combined with the signal. If power
and relative phase of the second pump tone 𝜔JPA is chosen correctly, destruc-
tive interference between the two pumps leads to a near total cancellation of
frequency components at𝜔JPA after the second directional coupler. Making use
of this interference technique called pump cancellation is necessary because
the high powered pump tone might otherwise saturate amplifiers or mixers
in the output line and signal processing chain and lead to non-linear and
unintended effects.

Shifting our focus to the microwave electronics located outside the croys-
tat at room temperature, panel d gives an overview of the components and
interconnections of the signal generation and processing chain used in the
microwave spectroscopy experiments. Not shown for simplicity, but crucial for
the success of the experiment is a Rubidium frequency standard that acts as
common 10MHz reference clock for all active microwave components (VNA,
SA, signal generators). On the input side, the probe signal 𝜔p generated at port
1 of the VNA is combinedwith two additionalmicrowave tones𝜔d and𝜔s using
two power combiners in series and finally enters the croystat via microwave
line A. All microwave input tones are high frequency signals on the order of
several GHz. On the output side, the measurement signal exits the cryostat
via microwave line D and first passes a directional coupler, which splits off 1%
of the signal and routes it to input port 2 of the VNA, after band-pass filtering
and amplification. This high frequency path (HF) from port 1 to port 2 of the
VNA is used tomeasure themicrowave response spectrum 𝑆21 of the DUT. The

1We use a second microwave generator with an integrated option to set the relative phase of
the generated signal. Another approach would be to use a single microwave generator along
with a power divider and a variable phase shifter to generate pump and cancellation tones
from the same source. However, the added flexibility of a separatemicrowave generator with
variable power and phase enables higher cancellation efficiency, when optimized properly.
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main part of the signal passes the directional coupler and enters the analog
downconversion stage of the setup, which is illustrated in panel e.
In the experiments investigating electromechanical systems, the mechanical
subsystem’s dynamics, oscillating at MHz frequencies with linewidths in the
Hz range, are imprinted onto GHz frequency carrier signals, e.g. 𝜔d or 𝜔p

(detailed in Sec. 2.5). Conducting precise spectral analysis on GHz signals with
Hz resolution is technologically demanding and time-consuming. To address
this, we employ frequency downconversion, a technique commonly used in
digital communication and signal analysis [187]. This method shifts the GHz
carrier signal to a more manageable MHz frequency range, simplifying the
signal’s digitization and analysis.
Thedownconversion is executedusing ananalog IQ-demodulator, whichmixes
the carrier signal with a local oscillator (LO) to produce a new signal known as
an intermediate frequency (IF) signal. Additionally, the downconversion setup,
illustrated in Fig. 4.1e and elaborated in Ref. [188], encompasses various stages
of amplification and filtering for both the high-frequency carrier and the IF
signal. These stages aim to reduce noise and enhance the signal-to-noise ratio
for subsequent analysis. Ultimately, the downconverted (IF) measurement
signal is fed into a spectral analyzer (SA) for processing.

4.2 Experimental techniques

Having established the experimental setup and the essential microwave com-
ponents, we continue by introducing the experimental methods used to inves-
tigate electromechanical devices. First, we focus on the characterization of the
flux-tuneable microwave resonators using microwave spectroscopy and pro-
vide a step-by-step explanation of the signal analysis procedure to extract the
main figures of merit describing their performance. Subsequently, we shift the
focus to the mechanically compliant element and detail the measurement and
analysis eventually leading to quantitative information about the nanostring
oscillator.

4.2.1 Microwave characterization of flux-tuneable resonators

An illustrative explanation of the detailed analysis process and fitting pro-
cedure for FTRs is presented in Fig. 4.2. Panel a depicts an example for the
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Fig. 4.2.: Analysis procedure for the characterization of FTRs via microwave spectroscopy. a Raw
microwave transmission amplitude |𝑆21 | around the resonance frequency of a FTR. b shows
the same data in the complex plane. A deviation from the ideal circular resonance shape
is observed, due to a complex background of the measurement setup. c and d show the
signal background, i.e.𝑆21 measured around the same frequency range but with the FTR
far detuned, expressed as uncalibrated magnitude (c) and unwrapped phase (d) along with
polynomial fits (solid lines). We correct for the distortion by complex division of the fitted
background curves and fit the corrected data with Eq. (4.1). This results in the rescaled and
normalized data shown in e (phase), f (complex response) and g (transmission amplitude)
along with the fits (orange lines).

raw data captured by a microwave transmission experiment. The experiment
was executed using only a VNA (cf. Fig. 4.1d), which generates a microwave
signal at port 1 and detects the incident voltage at port 2 after passing through
the cryostat and the device. The resulting complex transmission parameter
𝑆21 = 𝑉2/𝑉1 is then determined as a function of the excitation frequency. By
plotting the amplitude |𝑆21 |, one can identify the resonance frequency of the
FTR, evident as a dip in transmission. As discussed in Sec. 2.2.2, the shape of
this absorption signature is expected to be Lorentzian for an ideal resonator.
However, as apparent from a, themeasured |𝑆21 | deviates from this ideal shape,
as we observe a slight tilt and unequal transmission on opposite sides of the
resonance. This observation is confirmed by visualizing the data in the com-
plex plane, as shown in panel b. Here, we observe not only the characteristic
circular resonance signature but also additional, smaller circular features and
shifts in position and rotation of the circle with respect to the ideal case (more
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details can be found in Ref. [189]). These perturbations seen in both amplitude
and complex representation are a result of the complex background of the
measurement setup, including aspects such as electrical delays, impedance
mismatches and interference between competing signal paths [87, 189].

Fortunately, the frequency tuneability of the FTR makes it possible to quantify
these background contributions and perform a comprehensive correction
of their effects. To this end, a separate measurement is conducted with the
FTR deliberately detuned far from the region of interest, i.e. the center of the
previous measurement. This means that the measurement captures only the
background signal, rather than the resonance signature of the FTR. The ob-
tained signal background is expressed as the uncalibrated magnitude in panel
c and unwrapped phase in panel d. We observe several small peaks and dips
in the magnitude response, while the phase response is dominated by a linear
decreasewith frequency, consistentwith the effect of a constant electrical delay
incurred by the signal propagation in themicrowave wiring. In order to correct
for the background contribution later on, we first fit the recorded background
data with suitable polynomial functions (up to 5th order for magnitude, 1st
order for phase), which are shown as solid lines.
Once the background is quantified and approximated by analytical functions,
it can be corrected for. This is achieved by conducting a complex division of
the fitted background curves from the originally measured data containing the
FTR signature. The outcome of this correction is presented in panels e, f, and
g as phase, complex plane and magnitude representations, respectively. The
phase response now shows the expected phase shift on resonance on a largely
flat background. The resonance circle in the complex plane appears rescaled,
rotated and translated to intersect the real axis at the canonical off-resonant
point at unity, and the corrected magnitude response now resembles an ideal
Lorentzian much more closely. Consequently, the plots portray a clearer view
of the FTR’s response, free from background distortions, thus providing amore
accurate representation of its signature.

Finally, to extract the characteristics of the investigated FTR, we fit the cor-
rected data using the circle fit model developed by Probst et al. [87]

𝑆21( 𝑓 ) = 𝐴𝑒𝑖𝜙𝑒−𝑖2𝜋 𝑓 𝜏
[
1 − (𝑄/|𝑄e |)𝑒𝑖𝜃

1 + 2𝑖𝑄( 𝑓 /𝑓r − 1)

]
. (4.1)

Here, the properties of the resonator are given by the resonance frequency 𝑓r, as
well as the internal, external and total quality factors 𝑄i, 𝑄e, and 𝑄 = 1/(𝑄−1

i +
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𝑄−1
e ), respectively. The model also contains pre-factors in the form of a global

amplitude factor 𝐴, an added phase 𝜙, and an electric delay 𝜏. In addition, the
phase 𝜃 models the effect of impedance mismatches between input- and out-
put as well as signal paths in parallel to the resonator. It is clear from the pres-
ence of these additional terms that the model was developed to fit raw data,
with the pre-factors intended to infer and compensate for each of the back-
ground effects discussed above. This is necessary for fixed frequency devices,
where it is not possible to directly measure the background separately. How-
ever, since the subtraction of real background data is feasible for FTRs, it will
generally result in better correction results than only applying the fit.

4.2.2 Microwave characterization of the mechanical element

In analogy to the previous discussion of the spectroscopy and data analysis
techniques used to characterize microwave resonators, we will introduce the
experiments andanalysis needed to characterize themechanical component of
an electromechanical system. Unlike the response of the microwave resonator,
the resonance condition of the mechanical element is generally not directly
observable using a simple microwave transmission experiment as discussed
above. Instead, we use a more involved continuous wave (CW) spectroscopy
method and process the signal using the full downconversion setup previously
described in Fig. 4.1d,e. The spectroscopy experiment is schematically illus-
trated in Fig. 4.3.
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Fig. 4.3.: Microwave spectroscopy of the mechanical oscillator. a Schematic illustration of the CW
spectroscopy experiment where the system is probed by a microwave tone 𝜔p and the elec-
tromechanical coupling leads to the appearance of sidebands at 𝜔p ± Ωm. We generally
use spectral analysis on the blue-detuned sideband (blue) to determine the properties of the
mechanical oscillator. b Example of an experimental voltage spectral density 𝑆UU (Ω), ac-
quired by spectral analysis of the downconverted probe tone𝜔p. The position and full width
halfmaximum (FWHM) of the spectral density peak corresponds to the resonance frequency
Ωm and loss rate Γm of the mechanical oscillator, respectively. Using a fit to a damped har-
monic oscillator model Eq. (4.2) (black line), both parameters can be extracted.
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In detail, we inject a weak probe tone, which is resonant with the microwave
resonator (𝜔p = 𝜔c), into the system2. As discussed in Sec. 2.5.2, the electrome-
chanical interaction translates the oscillating displacement of the mechanical
resonator into a modulation of 𝜔c (cf. Fig. 2.13c). Since the modulation is
periodic with the resonance frequency of the mechanical mode Ωm, it is rep-
resented in frequency space by the appearance of symmetric sidebands at
𝜔p ± Ωm around the probe tone. In an equivalent scattering picture, these
sidebands correspond to the well-known Stokes and anti-Stokes fields. After
interaction with the DUT, we use the frequency downconversion path of our
experimental setup (cf. Fig. 4.1e) to downconvert the signal with a local oscil-
lator 𝜔LO. In the most common case of homodyne downconversion, one sets
𝜔LO = 𝜔p, resulting in degenerate Stokes and anti-Stokes fields at the me-
chanical frequency Ωm. However, in our experiments, we adopt a heterodyne
downconversion approach, setting 𝜔LO = 𝜔p − 𝛿het. This choice of LO lifts the
degeneracy of the sideband frequencies, causing them to manifest in spectral
analysis at 𝛿het ±Ωm. This separation allows for the independent investigation
of the Stokes and anti-Stokes fields. Unless specified otherwise, we focus our
analysis on the anti-Stokes field and we factor the technical frequency offset
𝛿het into our plots and discussions of the mechanical spectra, i.e. we present
our thermal sideband noise spectra relative to the probe tone frequency. In
the final stage of the signal processing, the in-phase (𝐼) and out-of-phase
(𝑄) quadrature components of the downconverted probe tone are combined
using a 90◦ hybrid coupler. The signal is then routed to a spectrum analyzer,
which evaluates the voltage fluctuations in the signal and computes the voltage
spectral density 𝑆UU(Ω). This spectral density holds information about the
mechanical oscillator responsible for the modulation of the probe signal. An
example of an experimentally acquired voltage spectral density is shown in
Fig. 4.3b.

In the absence of an external driving force, the measured voltage fluctua-
tions 𝑆UU(Ω) are proportional to the thermal displacement noise 𝑆thxx (Ω) of the
mechanical oscillator, which we derived in Sec. 2.2.1. The shape and position

2In the experiments presented later in this work, we oftenmake use of probe tones with a finite
detuning Δ = 𝜔p − 𝜔c. However, the signal analysis procedure presented in this section
remains unchanged and applicable.
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of the peak observed in the voltage spectral density can therefore be fitted by a
model based on Eq. (2.31)

𝑆UU(Ω) = 𝐴 2Γm
(Ω2 −Ω2

m)2 + Γ2mΩ2 + 𝐵 . (4.2)

From the fit, the characteristic linewidth Γm and resonance frequency Ωm of
the mechanical element can be extracted, along with an amplitude factor 𝐴
and a constant background signal 𝐵. It is important to note that the variance
of the physical displacement of the mechanical oscillator, and accordingly its
phonon occupation, is not directly accessible from our measurement observ-
able 𝑆UU(Ω) as determined above. However, with sufficient knowledge of the
experimental setup and a suitable measurement protocol, a calibration can be
performed to reveal this information.

4.2.3 Frequency noise calibration

To gain insight into the displacement of the mechanical oscillator, we employ
a calibration technique based on frequency modulation, drawing inspira-
tion from established protocols in quantum optics, notably those detailed in
Ref. [75]. In the following, we will highlight the most important aspects and
equations. A comprehensive derivation can be found in the supplementary
material of Ref. [57].

As a starting point, we recall the double-sided displacement spectral den-
sity of a harmonic oscillator in thermal equilibriumwith a bath of temperature
𝑇 (cf. Eq. (2.31) in Sec. 2.2.1)

𝑆thxx (Ω) = 1
𝑚eff

2Γm𝑘B𝑇
(Ω2 −Ω2

m)2 + Γ2mΩ2 , (4.3)

which is proportional to 𝑆UU(Ω) (Eq. (4.2)) using a suitable amplitude factor.
Further, we know that the electromechanical coupling in our system translates
the thermalmotion of the nanostring oscillator into a frequencymodulation of
the microwave resonator. Hence,

𝑆𝜔𝜔 = 𝐺2𝑆xx (4.4)

where 𝐺 = 𝑔0/𝑥zpf . Using the above expressions and integration over the en-
tire frequency range, we can associate the frequency fluctuations with the aver-
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age number of phonons occupying the mechanical mode, �̄�ph and the single-
photon coupling rate 𝑔0 [75]

〈𝛿𝜔2〉 =
∫ +∞

−∞
𝑆𝜔𝜔 (Ω) 𝑑Ω

2𝜋
= 𝑆𝜔𝜔 (Ωm)

Γm
2

= 2�̄�ph𝑔20 , (4.5)

where we have used �̄�ph ≈ 𝑘B𝑇/ℏΩm � 1 in the last equality. In practice,
Eq. (4.5) shows that we can determine 〈𝛿𝜔2〉 and therefore �̄�ph𝑔20 from the
integrated peak area, as long as we have access to 𝑆𝜔𝜔 (Ω) experimentally.

In order to make use of this equality, the goal of the frequency noise cali-
bration technique is to establish a relationship between the direct observable
of the FTRs resonance frequency fluctuations, denoted as 𝑆𝜔𝜔 (Ω) – or equiv-
alent phase fluctuations 𝑆ΨΨ(Ω) – and the measured observable 𝑆UU(Ω).
Formally, we express this relationship by introducing the transfer function 𝐾Ψ

via
𝑆UU(Ω) = 𝐾Ψ(Ω)𝑆ΨΨ(Ω) = 𝐾Ψ(Ω)

Ω2 𝑆𝜔𝜔 (Ω) . (4.6)

To gain knowledge about this transfer function experimentally, we introduce
an artificial, well-defined frequency fluctuation by frequency-modulating the
probe tone 𝜔p with a modulation frequency Ωmod and a frequency deviation
Ωdev. The frequencymodulationonce again is expressed as aphasemodulation
𝑆ΦΦ and becomes converted in our experiment into a measured voltage signal
via:

𝑆UU(Ω) = 𝐾Φ(Ω)𝑆ΦΦ(Ω) , (4.7)

where 𝐾Φ is an additional transfer function. Experimentally, the modulation
used for the calibration manifests itself as a second, sharp peak in the down-
converted spectroscopy signal atΩmod, as seen in Fig. 4.4a.

As the parameters of the artificial modulation, Ωmod and Ωdev, are known,
we can predict the recorded voltage spectral density at the modulation fre-
quency [75]

𝑆UU(Ωmod) =
𝜙2
0
4
𝐾Φ(Ωmod)
ENBW

, (4.8)

where ENBW is the measurement bandwidth of the spectral analyzer in units
of Hz and 𝜙0 = Ωdev/Ωmod is the phasemodulation depth. Furthermore, based
on Eq. (4.5) we expect at the mechanical frequency [57]

𝑆UU(Ωm) = 𝐾Ψ𝑆ΨΨ(Ωm) =
𝐾Ψ

Ω2
m
𝑆𝜔𝜔 (Ωm) =

𝐾Ψ

Ω2
m

4𝑔20
Γm

�̄�ph . (4.9)
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Fig. 4.4.: Exemplary spectrum with calibration peak and mechanical signature. a Voltage spectral
density spectrum in frequency noise calibration setting. Both the anti-stokes field caused
by the mechanical motion of the nanostring 𝑆UU (Ωm) and a sharp peak arising from
the frequency modulation of the probe tone 𝑆UU (Ωmod) are visible on top of a signal
background 𝑆BGUU. b Extracted Intensity of the background corrected modulation signal
𝑆UU (Ωmod) − 𝑆BGUU as a function of probe tone power 𝑃in. We fit a linear dependence
through the origin to extract the corrected modulation amplitude �̄�UU,Ωmod .

Note that both Eq. (4.8) and Eq. (4.9) differ from the expressions found in Refs.
[57, 75] by a factor of 2. The reason for this discrepancy is that Gorodetsky
et al. [75] developed the calibration for a specific experimental setting of
optical homodyning. As discussed in Sec. 4.2.2, homodyne downconversion
will lead to the appearance of symmetrical sidebands at ±Ωm in the down-
converted probe signal. The spectrum analyzer used to evaluate the signal,
however, conventionally displays single-sided spectra, i.e. it will fold negative
frequency components onto the positive frequency space. For a symmetrical,
double-sided spectral density like 𝑆UU(Ω), this process effectively leads to
multiplication of the measured spectral density by 2. In our experiment, the
heterodyne downconversion breaks the symmetry, with sidebands instead
appearing at 𝛿het ± Ωm in the downconverted signal. With the sideband fre-
quencies not being symmetric w.r.t. zero, the folding of negative frequencies
does not result in the overlap of positive and negative frequency components,
and only half of the spectral density is recorded, compared to the homodyne
case. If properly implemented, the choice of homodyne vs. heterodyne detec-
tion and convention of single-sided vs. double-sided spectra does not alter
the result of the frequency noise calibration technique. However, care must
be taken to adapt all formulas consistently to the implemented measurement
protocol. We discuss this challenge in more detail in App. A.2.

A second difference in the measurement protocol is the handling of the ar-
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tificial frequency modulation. In the optical homodyning experiment, the
frequency modulation is applied before the beamsplitter, i.e. the same stimu-
lus, including the frequency modulation, is used to probe the DUT and acts
as LO for the downconversion. In such experiments, it can be shown that
𝐾Φ = 𝐾Ψ, leading to the cancellation of the transfer functions [75]. However,
for our experiments, where the frequency modulation is only applied to the
probe tone and not to the LO, this is not generally the case, and we need to
generalize the treatment by introducing the transform factorY as

𝐾Ψ = Y𝐾Φ . (4.10)

Lastly, since our experiment is performed in the microwave domain, the de-
tected signal is the voltage fluctuations present at the 𝐼 and 𝑄 outputs of
the mixer that downconverts the probe signal. Therefore, we expect the am-
plitude of the calibration signal to increase linearly with microwave power
(𝑆UU(Ωmod) ∝ 𝑃in) [57], but find that the power-dependent background 𝑆BGUU
conceals this relationship in many experimental datasets. To adjust for the
power-dependent effects, we extract the background-corrected calibration
magnitude 𝑆UU(Ωmod) − 𝑆BGUU as a function of microwave power and fit the
linear dependence, as illustrated in Fig. 4.4b. From the slope of the fit, we
calculate the corrected calibration amplitude �̄�UU,Ωmod (𝑃in) and use it in place
of 𝑆UU(Ωmod).

Using the aforementioned adjustments to the model, together with Eq. (4.9)
and Eq. (4.8), we find the desired calibration

𝑆𝜔𝜔 (Ω) = 1
4
1
Y

Ω2
m𝜙

2
0

ENBW
𝑆UU(Ω)
�̄�UU,Ωmod

, (4.11)

and accordingly an expression for the optomechanical single-photon coupling
rate

2�̄�ph𝑔20 =
1
8
Γm
Y

Ω2
m𝜙

2
0

ENBW
𝑆UU(Ωm)
�̄�UU,Ωmod

. (4.12)

In the above equations it is assumed that the transfer functions do not vary
significantly in the frequency range of interest, i.e. 𝐾Ψ,Φ(Ω) ≈ 𝐾Ψ,Φ(Ωm) ≈
𝐾Ψ,Φ(Ωmod).

At this point, all of the variables in Eq. (4.11) are known, except for the ex-
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act form of the transform factor Y, which can be calculated for the specific
experiment using input-output theory to [57]

Y ≈ 16𝜂2𝜅2Ω2
m

(4|Δ|2 + 𝜅2)(4(|Δ| −Ωm)2 + (1 − 2𝜂)2𝜅2) , (4.13)

with the loss rate 𝜅 and coupling efficiency 𝜂 = 𝜅ext/𝜅 of the microwave res-
onator. Note that the calculation of Y requires extensive knowledge of the
FTR properties, which are subject to change based on experimental conditions
(e.g. power or temperature). Therefore, in-situ characterization of the FTR and
repeated adjustment ofY for every measurement are generally necessary.

Finally, once 𝑔0 is successfully extracted from the measurement, we can
use 𝑆𝜔𝜔 (Ω) together with Eq. (4.4) to access the physical displacement of the
mechanical oscillator in the form of the displacement spectral density 𝑆xx (Ω)
via the optomechanical coupling rate according to

𝑆xx (Ω) =
𝑥2zpf

𝑔20
𝑆𝜔𝜔 (Ω) . (4.14)

4.3 The challenge of flux noise in electromechanics

One of the most successful and widespread applications of SQUIDs is in
magnetometry, where the extreme sensitivity of a SQUID’s inductance to an
external flux is exploited to detect even the smallest magnetic signals. That
same property of the incorporated SQUID, however, makes the flux-tunable
devices used in this work extremely susceptible to the presence of flux noise.
Flux noise can originate from external sources and manifest as real change to
the flux threading the loop, but can also arise intrinsically from the dynamics
within the SQUID itself. In both cases, the flux noise will be translated into
an effective change of resonance frequency of the flux-tuneable device via its
flux responsivity 𝜕𝜔c/𝜕Φ. As discussed in Sec. 3.1, a large flux responsivity is
generally advantageous for the realization of flux-mediated electromechanical
coupling. Therefore, flux noise is a particularly challenging aspect of experi-
mental work with this class of devices.
For the intended operation at GHz frequencies, Johnson-Nyquist noise is gen-
erally assumed to be the primary contribution to intrinsic white flux noise in
SQUIDs. The microscopic origin of this type of noise can be understood as
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dissipative quasiparticle currents within the Josephson junctions. The spectral
density of Johnson-Nyquist noise can be calculated according to [190]

𝑆Φ = 4(1 + 𝛽𝐿)
𝑘B𝑇𝐿loop
Φ0𝐼c0𝑅n

, (4.15)

given in units of Φ2
0/Hz. Here, we used the Boltzmann constant 𝑘B and the

SQUID normal state resistance 𝑅n = 𝜋Δ/(2𝑒𝐼c0), with the superconducting
gap at zero temperatureΔ (0.18meV for aluminum) [91]. Using real parameters
of a device investigated in this work (𝛽L = 0.2, 𝐼c0 = 1.6𝜇A, 𝐿loop = 130 pH and
𝑇 = 80mK) we can estimate a RMSflux noise of

√
𝑆Φ ≈ 34 nΦ0/

√
Hz. Operating

at a steep working point with a flux responsivity of 𝜕𝜔c/𝜕Φ = 2𝜋 × 5.7GHz/Φ0

this would translate to a RMS resonance frequency fluctuation of ≈ 195
√
𝜅/2𝜋.

Based on this result and 𝜅/2𝜋 ≈ 1MHz for the same device, the fluctuations
are significantly smaller than the linewidth of the FTR and intrinsic flux noise
will only have negligible impact on our experiments.

Therefore, we instead focus on external sources of flux noise that affect the ex-
periment. We can further distinguish these sources of noise by their frequency
𝑓noise in relation to the FTR loss rate 𝜅 and themeasurement bandwidthΔ𝑓meas.
In most cases, high frequency noise that oscillates faster than the FTR loss rate
(𝑓noise > 𝜅) will not alter the result of a measurement. Low frequency flux noise
on the other hand can either manifest as an experimentally observed shift in
the FTRs resonance frequency (𝑓noise < Δ𝑓meas) or an effective broadening of its
linewidth (𝑓noise > Δ𝑓meas). The latter category is also known and studied as a
source of pure dephasing in superconducting qubits [191]. It turns out that the
experiments presented in this work suffer primarily from ultra-low frequency
noise that falls into the former category (𝑓noise < 1Hz). In the following, we will
identify and investigate the two primary types of flux noise in our experiments
and present our approach to a technical solution to accomplish a significant
suppression of their impact.

Mechanically induced low-frequency flux noise The first of the challenges
we faced during measurements of flux-tuneable electromechanical devices is
illustrated exemplary in Fig. 4.5. Panel a shows several measurements of the
microwave transmission |𝑆21 | around the resonance signature of a FTR, while
a constant in-plane magnetic field of 𝐵ip = 1.5mT is applied. Periodic oscil-
lations as a function of probe frequency are visible in the transmitted signal.
When the measurement is repeated using a different measurement bandwidth
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Fig. 4.5.: Oscillatory features associated with external flux noise in FTR spectroscopy. a shows
three linescans of |𝑆21 | around the resonance signature of a FTR tuned to a highly sensi-
tive working point, each taken with a different measurement bandwidth Δ𝑓meas. The traces
are offset by 0.2 for clarity. Periodic oscillations are visible in the acquired signal with a
period that increases with Δ𝑓meas. b Excerpt of the time-resolved microwave transmission
|𝑆21 (𝑡) | measured at a fixed frequency on resonance with the FTR (cf. dashed line in a). The
measurement is taken using the CW mode of a VNA and Δ𝑓meas = 200Hz. c FFT of the
full time domain measurement partly shown in b. The largest contribution to the oscillating
noise can be identified around 0.7Hz. The experiments are performed at 𝑇 = 80mK and
𝐵ip = 1.5mT.

of the VNA, the oscillation period in the frequency response appears to change.
This implies that the periodic change in |𝑆21 | can be associated with a noise
source with a defined period 1/𝑓noise which is smaller but on the same order
of magnitude as the measurement duration. In order to quantify this type
of external flux noise and identify its source, we next perform time-resolved,
continuous wave (CW) spectroscopy at a single frequency on resonance with
the FTR. The recorded microwave transmission over time |𝑆21(𝑡) | is displayed
in panel b and clearly shows a periodic oscillation in signal amplitude, which
is consistent with a periodic change in the FTRs resonance frequency due
to external flux. We then perform a Fast Fourier Transformation (FFT) on
the time-resolved measurement to decompose the time series into frequency
components (panel c) and find the largest contribution at 𝑓FFT ≈ 0.7Hz. Two
other distinct frequencies can be identified at 12.5Hz and 13.7Hz, but it is
clear from panel b that the slower 0.7Hz oscillation dominates the noise in
the signal. Other experiments with flux-sensitive electromechanical devices
have observed similar oscillatory features and could successfully trace their
origin to themechanical vibrations caused by the pulse tube refrigerators (PTR)
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which are used for the pre-cooling of dry dilution refrigerators [112, 192]. In
these cases, the vibrations, and with them the oscillations in the signal, could
be removed by switching off the PTR for the duration of the measurement.
However, an analogous attempt in our experiment did not lead to any change
in the observed signal oscillations. Furthermore, the PTRs commonly built into
dilution refrigerators have repetition rates of 1.2Hz or 1.4Hz, but we do not
find oscillatory components at those frequencies in our Fourier transformed
signal. Therefore, we conclude that vibrations from the pulse tube are not the
source of the periodic noise.

However, the periodicity and frequency on the lower Hz regime neverthe-
less suggests a type of mechanical vibration at the origin of the oscillating
noise. The most plausible explanation appears to be the movement of the
chip including its packaging with respect to the externally applied magnetic
field. We recall the discussion of the experimental setup in Sec. 4.1: The sam-
ple is mounted to an extension of the mixing chamber plate of the dilution
refrigerator and is positioned into the center of the 3D vector magnet used to
generate the in-plane magnetic field. As the sample is not physically anchored
to the magnet, it can be displaced with respect to the static magnetic field.
Since alignment of the sample holder along the field direction of the vector
magnet is done manually and subject to small errors, not only rotation but
even displacement along the in-plane field direction can give rise to fluctuating
out-of-plane field components, which are translated to a change in resonance
frequency of the flux-tuneable device. We perform a rough estimate of the
effect of such relative displacement for 𝐵ip = 1.5mT and a high flux sensitivity
of 𝜕𝜔c/𝜕Φ ≈ 2𝜋 × 5.7GHz/Φ0 as in the above measurements and find that
a tilting of the sample by an angle 𝛼 < 0.1◦ w.r.t the magnets in-plane field
direction is sufficient to cause frequency shifts up to 1MHz.

In the short term, the impact of such low-frequency oscillations on the ex-
periments can be minimized by careful choice of measurement parameters.
It can already be seen in Fig. 4.5a that for low measurement bandwidths the
individual oscillations become harder to distinguish as they become fast com-
pared to the dwell time at each frequency. For sufficiently low bandwidths
and/or by using the average feature of the VNA the oscillations eventually are
averaged out into the shape of a slightly broadened Lorentzian, which can be
successfully fitted using the theoretical model introduced in Sec. 2.2.2. The
effect of this type of mechanically induced flux noise is then visible as an
effective increase of the extracted linewidth 𝜅, but is no longer an immediate
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hindrance to the measurement procedure or the analysis. In the long term
the underlying mechanical vibrations either need to be filtered or the experi-
mental setup needs to be adapted to no longer be susceptible to this type of
noise. Unfortunately, at the ultra-low frequency band of interest (𝑓 ≈ 0.7Hz)
even very large mechanical low-pass filters such as spring systems generally
do not achieve significant attenuation. Therefore, the most promising solution
is the development of a different type of (vector) magnet that can be directly
anchored to themixing chamber plate of the cryostat and the sample such that
all components react to vibrations in concert and no relative displacement is
possible.

a

c
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Fig. 4.6.: Long term resonance frequency drifts. aMicrowave transmission of a FTR repeatedly mea-
sured over the course of 1 hour in intervals of 30 s. The resonance signature can be identified
as a decrease in |𝑆21 |, encoded in orange color. Slow drifts across severalMHz are visible
over the course of the measurement. b Schematic of the active feedback circuit used to
stabilize the FTR resonance frequency against slow drifts using a PID controller to provide
real time feedback via the tuning coil mounted to the DUT. The part of the circuit inside the
cryostat is shaded blue and heavily simplified. The top right inset illustrates the off-resonant
placement of the stabilization tone 𝜔stab. c A long term microwave transmission measure-
ment nominally identical to the one shown in a, but with active frequency stabilization en-
abled. No drifts in resonance frequency are observed over the measurement duration. The
experiments are performed at 𝑇 = 80mK and 𝐵ip = 1.5mT.

Long term resonance frequency drifts due to external flux noise The second
experimental challenge related to external flux noise is well illustrated in
the data shown in Fig. 4.6a. In the associated measurement, the microwave
transmission of a FTR was repeatedly probed every 30 s over the course of one
hour while the in-plane magnetic field 𝐵ip was kept constant at 1.5mT. While
the settings and conditions of the repeated linescans remain nominally the
same, the frequency of the resonance signature (orange) drifts across a range
of several MHz. Such drifts in resonance frequency can be highly problem-
atic, especially for long measurements, as many experiments rely on a careful
selection of microwave drive or probe frequencies relative to the resonance
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frequency of the investigated FTR. The specific origin of the drifts is hard to
pinpoint without extensive investigation, but several plausible explanations
exist:
First and foremost, it should be noted that in the experimental setup as intro-
duced in Sec. 4.1, no dedicated shielding against external magnetic fields can
be employed around the device, since the in-plane magnetic field generated
by the vector magnet must not be impaired. Therefore, the complex magnetic
field environment in the laboratory, which contains many electronic devices,
can reach the sample and lead to fluctuations in the external flux. A second
option is themovement of flux vortices across the superconducting thin film. It
has been reported that in strong enough magnetic fields, aluminum thin films
exhibit amixed state comparable to type-II superconductors and form vortices
through which the field penetrates the thin film [156, 193]. These vortices, also
called fluxons, will generally distribute themselves across the film in a lattice.
The supercurrents around the vortices in proximity to the SQUID can then
generate fields that contribute to the external flux penetrating the SQUID [194].
While the vortices generally remain pinned at defect sites, they can stochasti-
cally hop between sites, leading to abrupt changes in the flux environment of
the SQUID [195]. Improvements to the shielding or packaging of the sample
like the magnet arrangement discussed above are promising approaches to
reduce the effect of the drifts, but it is likely that some degree of long term insta-
bility is unavoidable in any experimental investigation of flux-tuneable devices.

Therefore, instead of attempting to prevent the underlying flux noise entirely,
we developed an active feedback system to dynamically compensate for fre-
quency fluctuations. A schematic of its working principle is shown in Fig. 4.6b.
The feedback system is based on a constant, low-power microwave tone 𝜔stab

slightly off-resonant with the to-be-stabilized FTR (i.e.𝜔stab = 𝜔c + 𝛿s). After
being sent through the cryostat and the device under test (DUT), downconver-
sion with a local oscillator 𝜔LO converts the transmitted signal at the stabilizer
frequency |𝑆21(𝜔stab) | into a DC voltage signal 𝑉s, which is routed as the input
signal to a proportional-integral-derivative (PID) controller. The detuning 𝛿s
of the stabilization tone is chosen such that it is placed on the maximum slope
of the Lorentzian lineshape of the FTR’s resonance signature (see inset). There-
fore, a small shift in the resonance frequency of the FTR leads to a relatively
large, roughly linear change in the microwave transmission |𝑆21(𝜔stab) |. In
order to lock the frequency of the FTR at the start of a measurement, the mo-
mentary value of𝑉s(𝑡 = 0) is set as target value of the PID. The PID is configured
to output a control voltage 𝑉c, which is proportional to the error 𝑉s(𝑡) − 𝑉s(0).
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The control voltage is then attenuated and routed to a voltage-controlled
current source, which drives the bias coil attached to the flux-tuneable device.
Effectively, 𝑉c is treated as an offset voltage to the internal voltage generator of
the current source and dynamically modulates the coil current 𝐼coil and with it
the out-of-plane bias field 𝐵oop. The bias field in turn will shift the resonance
frequency of the flux-tuneable device until𝑉s(𝑡) returns to the target value.
The effect of the active feedback loop can be seen in Fig. 4.6c where we show a
repetition of the measurement shown in panel a, using identical settings and
working points, but with the frequency stabilization enabled. Once again we
monitor the microwave transmission around the resonance signature of the
FTR over the course of one hour. Unlike in the previous measurement, the
shape and position of the resonance feature (orange) does not exhibit any
discernible drifts, suggesting that the feedback loop successfully compensates
any changes in the external flux by adapting the coil current accordingly. To
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Fig. 4.7.: Active feedback system performance. a Individual traces of two long-term stability experi-
ments of a FTRwith (red) and without (blue) frequency locking. Eachmeasurement consists
of 120 linescans recorded in intervals of 30 s. b Histogram of the resonance frequency distri-
bution with and without frequency locking extracted from fits to the data in a. The standard
deviation is reduced by a factor of 23 for the frequency locked measurement. The experi-
ments are performed at 𝑇 = 80mK and 𝐵ip = 1.5mT.

provide amore detailed comparison between the stabilized and non-stabilized
case, all individual linescans of both measurements (120 traces each) are
plotted in panel Fig. 4.7a. Clearly, in the non-stabilized case (blue) multiple
overlapping traces with significantly different resonance frequencies are vis-
ible. With the FTR locked by the active stabilization loop (red) on the other
hand, all 120 traces overlap almost completely and no deviation from the initial
resonance frequency and lineshape is discernible by eye. To gain a quantitative
understanding of the performance, we fit each of the traces using the circle fit
model (see Sec. 4.2.1) and determine the exact resonance frequency. From the
extracted frequencies, we calculate the deviation relative to the first linescan
and plot their distribution as a histogram in Fig. 4.7b. The spread of extracted
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resonance frequencies is drastically reduced for the measurement with fre-
quency locking enabled. We quantify the stabilization performance further
by calculating the standard deviation 𝜎 of the Gaussian distributions (shaded
areas) and find 𝜎unlocked = 553 kHz and 𝜎locked = 24 kHz, an improvement by a
factor of 23.

Clearly the developed frequency stabilization system is capable of almost
entirely negating the long term resonance frequency drifts caused by external
fluxnoise and constitutes an essential tool for the investigation of flux-tuneable
electromechanical devices. Generally, no adverse effects on the measurement
are to be expected with this technique as long as proper care is taken with the
choice of frequency and power of the stabilization tone. In particular, 𝜔stab

needs to be chosen so that it does not interfere with any of the microwave
drives used in the experiment. Further, its power should be kept to the abso-
lute minimum necessary to generate a usable stabilization signal 𝑉s. Using
too large powers introduces the risk of populating the microwave resonator
with additional photons that can interact with the measurement, for example
via optomechanical damping or the spring effect (see Sec. 2.5). However, in
our experiments, the feedback circuit performed well with stabilization tone
powers below 10 aW at the sample, which can be translatedwith Eq. (2.80) to an
average occupation of <1 photon in the FTR, well belowwhere optomechanical
effects should become non-negligible.

4.4 Quantum limited amplification using a Josephson
Parametric Amplifier

As discussed in the previous sections, the comprehensive characterization of
electromechanical devices requires the detection of weak signals caused by
the thermal motion of nanoscale mechanical oscillators, sometimes down
to the level of individual quanta of motion. When measuring in such highly
sensitive regimes, measurement accuracy can quickly become limited by the
noise performance of individual components. In the realm of commercially
available components for the microwave frequency regime, this often comes
down to the noise added by the cryogenic HEMT (high electron mobility tran-
sistor) amplifiers, which constitute the first amplification stage of the gain
chain. If the detection system is designed appropriately, this amplifier limits
the total noise performance and introduces on the order of 𝑛add = 10 noise

4.4 Quantum limited amplification using a Josephson Para-
metric Amplifier
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photons to the signal [196]. A solution to this problem is the introduction
of quantum limited amplifier designs based on superconducting Josephson
circuits, like Josephson Parametric Amplifiers (JPAs) [100] or Travelling Wave
Parametric Amplifiers (TWPAs) [197], which in principle are capable of ampli-
fication at the standard quantum limit (𝑛add = 1/2) [198] or evenbeyond it [196].

In our experimental setup, which is detailed in Sec. 4.1, we use a Dimer
Josephson Junction Array Amplifier (DJJAA) kindly provided by the Kirch-
mair Group from the University of Innsbruck [199]. This type of JPA is based
on a superconducting circuit implementation of a Bose-Hubbard dimer [123,
124], supplemented by an array of Josephson junctions in order to increase the
bandwidth anddynamic range of the amplifier in comparison to themore basic
single SQUID designs [125]. Fundamentally, the DJJAA implements a four-wave
mixing process to enable non-degenerate, phase-preserving amplification,
as introduced in Sec. 2.4. In the following section, we will present dedicated
experimental data to characterize the performance of the DJJAA specifically in
our setup. A more comprehensive treatment of DJJAA class devices, including
theoretical background and noise characterization, is found in Ref. [125], and
an investigation of the exact same device used in this work was performed in
Ref. [199].

Flux tuneability and non-degenerate gain JPAs make twofold use of the fact
that their resonance frequency is flux-dependent. Not only is the periodic
modulation of the resonance frequency the fundamental drive behind para-
metric amplification, but the flux-tuneability itself also allows the device to
operate at a broader range of operating frequencies, somewhat compensat-
ing for the generally limited bandwidth of JPAs. Accordingly, we begin the
characterization of the JPA in our setup by recording a flux tuning curve, i.e.
a repeated broadband measurement of the JPA’s microwave reflection 𝑆11 in
order to extract the shape and position of its resonance signature as a function
of 𝐼JPA, the DC-current applied to the bias coil mounted to the JPAs sample
packaging. The results of one such measurement are presented in Fig. 4.8a.
Immediately, a major difference of the employed DJJAA design w.r.t. a standard
FTR or single-SQUID JPA presents itself: Not just a single resonance feature,
identifiable by dark red color, appears in the plot, but multiple sets of dimers
(i.e. two parallel resonance dips) are visible as they exhibit the characteristic
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Fig. 4.8.: DJJAA Flux-tuneability and gain profile. a Microwave reflection coefficient |𝑆11 | of the
DJJA amplifier as a function of DC-current 𝐼JPA applied to the bias coil. Two pairs of flux peri-
odic resonance features are visible around 4GHz and 7GHz as well as indications of higher
frequencymodes. b Effect of parametric pumping of the DJJAA. |𝑆11 | measured around the
upper mode of the 4GHz dimer with a coherent pump signal 𝜔JPA,1/2𝜋 = 4.442GHz of
increasing power applied (light to dark red) and without pump and the DJJAA far detuned to
𝐼JPA = 1mA (blue). The amplifier gain𝐺(𝜔) can be calculated from |𝑆11 |2 as the difference
between baseline and the response with active pump. c Measured gain profiles for pump
tones applied at 𝜔JPA,1/2𝜋 = 4.442GHz and 𝜔JPA,2/2𝜋 = 7.23GHz. Gain measurements
in b and c are performedwith the DJJAA tuned to a flux bias point of 𝐼JPA = −730𝜇A (dashed
line in a).

cosine-like frequency tuning behavior with the applied flux. This peculiar
mode structure is created by the two capacitively coupled Josephson Junction
arrays that give the DJJAA its name (see Ref. [125]). Generally, the frequency of
the resonance features is closely related to the frequencies for which a JPA can
perform parametric amplification. The existence of multiple mode pairs in the
DJJAA therefore promises an increased operating range as opposed to standard
JPAs. Since many of our microwave components are designed to operate in the
4GHz to 8GHz band, we can only make use of the two dimers around 4GHz
and 7GHz, and therefore limit our discussion to these modes.

Having mapped out the flux dependency of the two dimers’ resonance fre-
quencies, the amplification performance can now be investigated. To this
end, we operate the DJJAA at a fixed flux bias point, defined by a static coil
current 𝐼JPA = −730𝜇A (dashed line). Next, we introduce a parametric pump
tone, roughly at the center frequency between the two modes of the dimer
to be amplified, in this case, 𝜔JPA,1 = 4.42GHz. With this pump configu-
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ration, one drives a four-wave mixing process leading to phase-preserving,
non-degenerate amplification (see Sec. 2.4 and Ref. [200]). The response of the
amplifier to the parametric pump is illustrated by the measurements shown
in Fig. 4.8b. We first acquire a baseline measurement (blue datapoints) with
the pump tone disabled and the DJJAA far detuned from the frequency range
shown (𝐼JPA = 1mA). The DJJAA is then tuned back to the operating point and
the pump tone is turned on and increased in power from−74 dBm (light red) to
−71 dBm (dark red) at the sample. As a result of the four-wave mixing process,
a Lorentzian shaped peak appears in the reflected microwave signal, growing
in height with increasing pump power until it exceeds the baseline by about
21 dB. The effective gain of the amplifier can now be calculated by dividing
the amplified signal (i.e. the Lorentzian peak) by the baseline signal without
amplification

𝐺(𝜔) = |𝑆11,on(𝜔) |2/|𝑆11,base(𝜔) |2. (4.16)

When using this technique, it is crucial to measure the baseline signal not just
with a disabled pump tone, butwhile the dimermodes are tuned away from the
acquired frequency range. Otherwise, the characteristic dips in reflection of the
dimer modes will lead to artificial gain in the calculation.
So far, we have only presented the amplification at the uppermode of the 4GHz
dimer. However, the DJJAA is designed to provide roughly symmetric amplifi-
cation around the parametric pump frequency and a second frequency range
of roughly equal gain is expected to form at the lower frequencymode. The cor-
responding gain profile, as measured for a pump tone 𝜔JPA,1 = 4.42GHzwith a
power of 𝑃JPA,1 = −71 dBm is shown in Fig. 4.8b, where the gain was calculated
from the individual reflection measurements as discussed above. As expected,
two symmetrical Lorentzian gain profiles appear at 4.1GHz and 4.7GHz. An
analogous gain profile measurement for a pump tone 𝜔JPA,2 = 7.23GHz, cen-
tered between the 7GHz dimer, with 𝑃JPA,2 = −68.8 dBm is shown in the same
plot, demonstrating 22 dB of gain. Lastly, fitting the gain profiles with a simple
Lorentzian functionallowsus to extract thebandwidth𝐵overwhich thedevices
provide themeasured amplification andfind𝐵/2𝜋 ≈ 10MHz. For resonant am-
plifiers, there is generally a trade-off between high gain and large bandwidth of
the form [201] √

𝐺0 × 𝐵 ≈ 𝜅ext, (4.17)

where 𝜅ext is the external coupling or loss rate of the device. Therefore, it is
useful to state not the individual gain and bandwidth values but instead calcu-
late the so-called Gain Bandwidth Product (GBW), a more general measure of

110 Chapter 4 Experimental Setup and Methods



the amplifier performance. In our device, we find
√
𝐺0 × 𝐵/2𝜋 ≈ 90MHz and

60MHz for the 4GHz and 7GHz dimers, respectively.

Gain mapping In the above discussion, we have illustrated the amplification
performance of the DJJAA using two specific pump configurations that were
previously identified as suitable to provide more than 20 dB of stable gain. Do-
ing so, however, is not trivial. While in theory the ideal pump frequency for
the four-wave mixing is perfectly centered in between the dimer modes, in re-
ality the application of the strong pump itself will lead to frequency shifts in
the dimer modes due the Kerr effect present in the non-linear resonator (see
Sec. 2.5.3). This in turn will also alter the ideal pump frequency. Furthermore,
the power of the pump needs to be carefully calibrated to provide maximum
gain without pushing the system into a bistable regime, where reproducible
and stable amplification is no longer possible [124]. These requirements lead to
a large parameter space of possible pump frequencies and pump powers that
needs to be probed in order to find an ideal pump configuration.
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Fig. 4.9.: DJJAA Gain mappings. Maximum measured non-degenerate gain 𝐺0 of the DJJAA en-
coded in color as a function of pump frequency 𝜔JPA and pump power 𝑃JPA. a shows the
gain achieved around 4.1 and 4.7GHz (exact frequencies vary), when a pump is applied be-
tween the modes of the 4GHz dimer. b shows the achieved gain around 6.9 and 7.5GHz
while pumping between the modes of the 7GHz dimer. The ideal operating conditions, pro-
viding 20 dB of stable gain, correspond to the white areas of the colormaps. Configurations
with higher gain values (red) are likely to be bistable.

A useful tool to gain an understanding of the suitable pump configurations is
the creationof a comprehensive gainmapping, as is shown inFig. 4.9. Themaps
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display the color codedmaximumgain𝐺0 as a functionof pump frequency𝜔JPA

and pump power 𝑃JPA. They are created by repeatedly measuring the DJJAA’s
𝑆11 profiles as shown in Fig. 4.8b for a given 𝜔JPA and varying 𝑃JPA and calculat-
ing themaximumgain for this pump configuration according to Eq. (4.16). This
procedure is then repeated for variouspump frequencies. It isworthnoting that
gain values exceeding 25 dB (dark red areas in the map) generally correspond
to unstable configurations, where repeated measurements will observe either
a high gain or zero gain solution. This effect is nicely illustrated when compar-
ing the two shownmaps: While the 7GHzmap (b) shows a large red area corre-
sponding to > 20 dB gain, the corresponding area in the 4GHzmap (a) consists
mostly of zero gain measurements. The desired operating regime for low noise
experiments, providing a stable and reproducible ≈ 20 dB gain therefore corre-
sponds to the white areas of the map. As apparent from the maps, there exist
a multitude of pump configurations which achieve this result, but in general it
is advisable to select a configuration with the lowest necessary pump power to
minimize non-linear effects in the signal chain. While collecting the data to cre-
ate the gainmapping, we also extract the frequency 𝑓gain, which corresponds to
the peak position of the gain profile, for each of the pump configurations, since
both pump power and frequency can cause the peak to shift slightly.
We note that the measured gain mapping is only valid for the specific flux bias
point, in this case 𝐼JPA = −730𝜇A. Even more possible configurations need to
be considered when the flux-tuneability of the dimers themselves is taken into
account. By changing the flux bias of the DJJAA the frequency at which the gain
is realized can be shifted and a new gainmapping can be created. Using this ad-
ditional degree of freedom, suitable pump configurations can be found to effec-
tively enable 20 dB of amplification over a range ofmore than 1GHz around the
4GHz and the 7GHz dimers [199]. Generally, configurations at flux bias points
closer to zero flux (like the one shownabove) are preferable, since they aremore
stable and require lower pump powers.

Pump configuration database To streamline the setup of the DJJAA before a
measurement, we have developed a programmatic approach to automatically
identify the most suitable pump configuration. All data acquired from the gain
mapping measurements is stored in a database structured like Tab. 4.1. When
a measurement signal at frequency 𝑓 is supposed to be amplified, we query
the database for pump configurations that provide 𝐺0 ≈ 20 dB gain at 𝑓gain =
𝑓 ± 10MHz. We exclude unstable results with 𝐺0 > 25 dB and select the con-
figuration requiring the lowest drive power. The pump tone is then applied us-
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𝑓JPA (GHz) 𝑃JPA (dBm) 𝐺0(dB) 𝑓gain(dB)
7.22 -68.8 23.46 7.486
7.21 -69.1 20.31 7.475
7.22 -68.9 19.28 7.485
7.21 -69.2 17.14 7.473
7.22 -69.0 16.09 7.483
... ... ... ...

Tab. 4.1.: Excerpt of a gain database table for amplification around the 7GHz dimer. The data is
extracted from the measurements used to construct the gain mapping in Fig. 4.9b. Shown
is the result of a real search query for suitable pump configurations providing roughly 20 dB
of gain at a frequency of 𝑓gain ≈ 7.48GHz, sorted by gain.

ing the selected configuration and the experiment can proceed. Only when no
suitable configuration is found in the database, the flux bias point of the DJJAA
is adjusted manually and the procedure repeated until amplification at the in-
tended frequency becomes possible.

Amplifier saturation Another aspect that needs to be considered for the oper-
ation of JPAs and amplifiers in general is amplifier saturation, a phenomenon
which occurs when the amplifier, tasked with scaling a strong input signal,
reaches its output power limit and is no longer able to provide the expected
linear voltage amplification [202]. In the case of JPAs, the dynamic range is
usually limited by one of two effects: power dependent frequency shifts due to
the inherent (Kerr-) non-linearities of the device, and pump depletion. While
the former type of effect is already discussed in Sec. 2.3.4 in detail, pump deple-
tion appears once the amplified signal becomes comparable in power to the
pump signal. In this regime, photon conversion processes become relevant
that effectively remove photons from the pump signal, leading to an effectively
lower pump power that results in a reduction of the amplifier’s gain [102].
A commonfigure ofmerit to quantify the onset of amplifier saturation is the 1dB
compression point. This point is defined as the input power level at which the
real output power of the amplifier is 1 dB less than the ideal linear extrapolation
of the amplifier’s gain. In essence, it marks the transition between the linear
and non-linear operating regimes of the amplifier. Knowledge of the amplifier’s
1 dB compression point is crucial to its proper application in experiments, as
it directly relates to the amplifier’s ability to faithfully act as a linear amplifier,
which is key for the amplification of the signals received from the device under
test. Any input signal power beyond the 1 dB compression point can result in a
notable distortion of the amplified signal and is therefore to be avoided.
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Fig. 4.10.: DJJAA power saturation. Maximum measured non-degenerate gain 𝐺0 of the DJJAA’s
4GHz dimer (a) and 7GHz dimer (b) as a function of incident signal power 𝑃probe at the
input port while𝜔JPA and 𝑃JPA are kept constant (see insets for pump configurations). The
connecting lines are guides to the eye. The onset of amplifier saturation leading to a re-
duction in gain is visible in both measurements. The 1 dB compression points as high-
lighted by the dashed lines is extracted from the data to P1dB@4𝐺 = −100 dBm and
P1dB@7𝐺 = −98 dBm.

In order to identify the 1dB compression point experimentally for our Joseph-
son parametric amplifier, we first choose a stable pump configuration from
the database and keep the selected 𝜔JPA and 𝑃JPA constant. We then perform
repeated VNA frequency sweeps of the amplifiers gain profile while gradually
increasing the power 𝑃probe of the VNA’s probe signal, which is incident on
the DJJAA’s input port. From the gain profile at each input power, we extract
the maximum gain 𝐺0 using a Lorentzian fit. In Fig. 4.10, we show the exper-
imentally determined gain as a function of input power for the lower dimer
realizing 15.0 dB of gain at 4.1GHz (a) and the upper dimer realizing 19.6 dB
of gain at 7.4GHz (b). In both measurements, we observe a nearly constant
gain at low input powers, which corresponds to the amplifier providing linear
amplification. Therefore, we use the average value of the first 10 data points as
a reference value for linear gain. For the measurement of the 7GHz dimer in
b, the onset of saturation and gradual decrease of𝐺0 is clearly visible, allowing
us to identify the 1 db compression point (𝑃1dB) as P1dB@7G = −98 dBm. The
slight increase in measured gain shortly before saturation is understood as an
effect of the Kerr non-linearity of the device, which shifts themode frequencies
downwards with increasing power, briefly crossing a regime where the pump
frequency is placed more ideally than in the starting configuration.
In the compression measurement of the 4GHz dimer shown in a, the decrease
in gain appears much more like a sudden collapse than a gradual reduction.
This peculiar effect has been observed in other DJJAA type devices [199, 203]
and appears to occur specifically when operating the amplifier at flux bias
conditions close to zero flux. An explanation for the abrupt collapse is yet
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to be found. However, for the purpose of our experiments, we can still esti-
mate the equivalent of a 1 dB compression point from the recorded data to
P1dB@4G = −98 dBm and use this value as a limit to the dynamic range avail-
able for amplification.

In conclusion, we observe the onset of amplifier saturation for both dimers at
roughly −100 dBm input power, demonstrating that due to the implementa-
tion of large SQUID arrays in the DJJAA’s design a comparatively high dynamic
range can be achieved when compared to single SQUID JPAs [100, 105, 204].
This observation is consistent with theoretical predictions [102, 205] and other
experimental realizations of dimer amplifiers [124, 125]. More importantly, the
dynamic range of the DJJAA exceeds the regime of linear operation for all of
the investigated electromechanical devices in this work, i.e. signal powers are
generally limited by the FTR’s bistability, not by saturation of the amplifier.

Noise performance The primary appeal of incorporating a JPA into an experi-
mental setup lies in its potential to drastically increase the signal-to-noise ratio
(SNR) of the experiment by minimizing the addition of noise during the am-
plification process. In a practical sense, this means that the JPA can amplify
weak quantum signals at ultra low temperatures andwithminimal added noise
before they are further processed by other, potentially noisier, components of
the measurement chain. If the power gain of the JPA is sufficiently large, it
can saturate the noise added by subsequent amplifier stages and the SNR be-
comes dominated by the SNR incident on the JPA. In the following, we are in-
vestigating whether the DJJAA used in our experiment accomplishes this feat.
To this end, we perform a so-called noise visibility measurement, which we
present in Fig. 4.11. To acquire the data shown in panel a, we use a spectral ana-
lyzer to measure the noise power density around the amplification bandwidth
of the DJJAA both during active amplification driven by a suitable pump signal
(red) and in the non-driven state, where no amplification is achieved (blue). No
other microwave signals are sent to the device during the measurement, so the
measured signal is purely determined by the quantumfluctuations incident on
the device input. Clearly, the measured power spectral density 𝑆PP shows two
Lorentzian shaped peaks when the amplifier is driven by a pumpwhich are not
present in the noise power measurement in the disabled state. We now calcu-
late the noise visibility ratio

Δ𝑃(𝜔) = 𝑆PP,on(𝜔)/𝑆PP,off (𝜔) (4.18)
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Fig. 4.11.: DJJAA noise visibility. a Power spectral density measured using a spectral analyzer at
room temperature with (red) and without (blue) a pump signal applied to the DJJAA. No
other input signals aside from the pump are used in the experiment. Peaks in the noise
power density are observed within the amplification bandwidth of the amplifier in the mea-
surement with active pump, as the noise at the input of the DJJAA is amplified. b Noise vis-
ibility Δ𝑃, calculated from the data in a according to Eq. (4.18). A separately recorded gain
profile of the DJJAA using identical pump settings is shown in black, matching the shape
of the increased noise visibility. c Maximum noise visibility Δ𝑃0 as a function of maximum
gain𝐺0 at 3 different pump powers, bothmaxima are extracted using Lorentzian fits. dCon-
tribution by the DJJAA to the quantum efficiency 𝜂 of themeasurement chain for 3 different
pump powers, plotted over the corresponding gain. All experiments use 𝑓JPA = 7.05GHz
and 𝑃JPA = −60.5 dBm to − 60.0 dBm.

and compare it in b with the gain profile of the DJJAA, which was measured
under the same pump configuration by a VNA directly after the noise visibility
measurement. The gain provided by the DJJAA coincides in shape and band-
widthwith the observed increase in the noise power, further indicating that dur-
ing active operation the noise power becomes dominated by the DJJAA. Next,
we vary the applied pump power and for each configuration use Lorentzian fits
to extract the maximum noise visibility Δ𝑃0 (from the spectral analyzer data)
and the maximum gain𝐺0 (from the VNA gain profiles). The results are shown
in Fig. 4.11c. For the investigatedpumpconfigurations, wefind gain values rang-
ing from 𝐺0 = 11.0 dB to 25.5 dB and corresponding noise visibilites Δ𝑃0 =
2.5 dB to 17.3 dB.
By comparing the gain provided by the amplifier with the noise visibility, one
can estimate the factor by which the SNR of the experiment can be improved
due to the addition of the parametric amplifier. For the largest gain value of
𝐺0 = 25.5 dB and the corresponding Δ𝑃0 = 17.3 dB, we find by division (in
linear units) a potential improvement up to a factor of 𝐺0/𝑃0 = 6.65. Further-

116 Chapter 4 Experimental Setup and Methods



more, we can estimate the contribution of the DJJAA to the quantum efficiency
𝜂 of the experimental amplification chain using [203, 206]

𝜂 = 1 − 10(−Δ𝑃/10) . (4.19)

The resulting values of 𝜂 for the investigated pump configurations are plotted
in Fig. 4.11d, reaching up to 𝜂 = 0.97 for the highest gain. In other words, the
contribution of the remaining amplifier stages, in particular the HEMT, to the
noise measured at room temperature is reduced to only 3%. This makes clear
that the DJJAA’s own added noise has now become the limiting factor in the
amplifier chain.

However, the noise visibility measurements are not sufficient to quantify
the noise added by theDJJAA itself and the upper bound to the efficiency above
can only be reached when the amplifier operates at the theoretical quantum
limit of 0.5 added noise photons. Extracting the amplifier’s added noise re-
quires careful calibration of the entire measurement setup using a precisely
known input power incident on the DJJAA. Various approaches to a proper
input power calibration exist, making use of qubits [207], shot noise [208] or a
hot load, i.e. the known black body radiation emitted by a heatable microwave
attenuator [204, 209]. Performing this calibration exceeds the scope of this
work, but fortunately has already been completed for our device in Ref. [199]
using the hot load method, obtaining 𝑛add ≈ 1.5 for operation of the 7GHz
dimer. Accordingly, we can expect the DJJAA to operate close to but not at the
quantum limit of 𝑛add = 0.5. However, when compared against the setup’s
HEMT amplifier with a specified noise temperature of 2.3K, corresponding
to 6.85 photons at 7GHz, an added noise of 𝑛add ≈ 1.5 would present an
improvement by a factor of 4.56, which agrees reasonably well with the SNR
improvement of 6.65 calculated from noise visibility.
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Inductively Coupled
Electromechanics

5

This chapter provides a comprehensive presentation and analysis of the experi-
mental research into inductively coupledelectromechanical devicesperformed
over the course of this work. Throughout the chapter, wemake extensive use of
the theoretical background onmicrowave resonators (Sec. 2.2.2), optomechan-
ics (Sec. 2.5), and the flux-mediated electromechanical coupling mechanism
(Sec. 2.5.2), as well as the experimental methods and analysis techniques intro-
duced in Sec. 4.
In the first section, we discuss the pre-characterization of the electromechan-
ical device used in our experiments. Key parameters such as flux-tuneability,
Kerr non-linearity, and quality factors are investigated, followedby a characteri-
zationof themechanical response of thenanostring oscillator. This preliminary
characterization sets the stage for the in-depth investigation of the system’s be-
havior in subsequent experiments. The next section revolves around the op-
tomechanical single-photon coupling strength 𝑔0. We report unprecedentedly
high values of 𝑔0 achieved in the investigated device and use a combination of
different experiments and analysis techniques to independently verify the va-
lidity of the results.
We then investigate the device’s capabilities with regards to low-power optome-
chanical sideband cooling, with the goal of bringing the mechanical system
close to its quantum ground state. We provide a brief introduction of the exper-
imental cooling protocol and then present and discuss the latest experimental
results. In this context, we analyze the role of the device’s Kerr non-linearity in
the cooling process and emphasize which limits and opportunities arise from
its presence.
Finally, we explore backaction in the electromechanical system as a means of
mechanical frequency control. We present a novel technique for in-situ control
of the resonance frequency of the mechanical oscillator, detailing the tuning
protocol and results, and investigate the potential influence of flux vortex for-
mation in the superconducting thin film.
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Fig. 5.1.: Flux tuneable CPW resonator with mechanically compliant SQUID. a Equivalent circuit rep-
resentation of an inductively coupled electromechanical device. The CPW microwave res-
onator is described by means of a lumped element model as effective capacitance 𝐶 and
inductance 𝐿r. It is coupled capacitively to a feedline with the external coupling rate 𝜅ext.
Additionally, the circuit contains a dynamic inductance (purple), whose magnitude depends
on the time-varying displacement 𝑥(𝑡) of themechanical element, andwhich forms the basis
for the electromechanical coupling. b Schematic illustration of the mechanically compliant
SQUID with incorporated nanostrings and relevant magnetic field directions. The shading
illustrates how the motion of the nanostring modulates the flux-threaded area of the SQUID-
loop due to an in-plane magnetic field 𝐵ip. The second, weaker magnetic field component
𝐵oop is used to control the effective flux bias Φb of the SQUID. A version of this figure was
published in Ref. [157].

The nano-electromechanical device investigated in this study is based on a
superconducting quantum interference device (SQUID), incorporated into a
coplanar waveguide (CPW) microwave resonator. Design and fabrication are
based on the first generation single-step process, which is detailed in Sec. 3.1.1
along with micrographs of a fabricated sample, and a summary of all design
parameters is found in App. A.1. Figure 5.1a presents an equivalent circuit
representation of the device. The CPW resonator is modeled using a lumped
element framework and depicted by an effective capacitance𝐶 and inductance
𝐿r. It is capacitively coupled to amicrowave feedline with an external coupling
rate 𝜅ext. Uniquely, the circuit comprises a dynamic inductance, highlighted
in purple, which is contingent on the time-varying displacement, 𝑥(𝑡), of
the mechanical element. In our case, the dynamic inductance is provided
by a mechanically compliant SQUID, which can be viewed as a nonlinear,
flux-controllable inductor with a mechanical degree of freedom. The SQUID
element is schematically depicted in Fig. 5.1b, with Josephson junctions, the
integrated nanostrings and pertinent magnetic field directions highlighted.
The diagram illustrates how the nanostring’s movement modulates the flux-
threaded area of the SQUID-loop w.r.t. to an in-plane magnetic field, 𝐵ip, and
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thus the magnitude of the Josephson inductance 𝐿J(Φ), implementing the
flux-mediated electromechanical interaction we have discussed in Sec. 2.5.2.
We note that the nanostrings support both out-of-plane (OOP, shown) and
in-plane (IP) flexural modes. In this experiment, we focus on the string’s OOP
mode, interacting with a strong in-plane magnetic field 𝐵ip, since the in-plane
field orientation supports a much higher critical magnetic field compared to
the OOP direction [156]. Additionally, a secondary, weaker magnetic field com-
ponent, 𝐵oop, is employed to control the effective flux bias, Φb, of the SQUID.
A change to the flux bias Φb (via 𝐵oop) causes the flux-dependent Josephson
inductance of the SQUID to change as well, causing a shift in the resonance
frequency of the circuit.

5.1.1 Flux tuning behavior

We start by characterizing the microwave response of the flux-tuneable CPW
resonator (FTR) at 𝐵ip = 0, effectively turning off the electromechanical inter-
action. To this end, we use standard microwave transmission experiments per-
formed in the cryogenic measurement setup introduced in Sec. 4.1 using only
the VNA and the corresponding high frequency signal path. The JPA is detuned
from the region of interest for the measurement since the additional amplifica-
tion is not necessary for the initial characterization. In the first experiment, we
record the frequency-dependent microwave transmission for various OOP flux
bias values Φb. The results in Fig. 5.2a demonstrate the flux-tuneability of the
system. The resonance frequency 𝜔c of the FTR is visible as a dark blue feature
in the calibrated transmission |𝑆21 |. We can observe a significant and control-
lable shift in the resonance frequency from 𝜔c = 7.45GHz to 6.7GHz. This
effect is periodic in Φb with a periodicity of Φ0 as expected for non-hysteretic
FTRs (see Sec. 2.3). Additionally, a constant parasitic resonance feature is de-
tectable around 7.3GHz, which can be attributed to a second, non-tuneable
CPWresonator coupled to the same feedline (cf. themultiplexedchip layoutdis-
cussed in Sec. 3.1.1). It should be noted that the FTR and the parasitic resonator
are non-negligibly coupled via the shared feedline. As such, caution must be
taken when operating the FTR at frequencies close to 7.3GHz, as complex ef-
fects can arise.
Next, we turn to quantitative investigation of the flux-tuneability. As detailed
in Sec. 4.2.1, we use background correction and the circle fit method (Eq. (4.1))
to fit the data and extract the exact resonance frequency𝜔c as a function of the
applied bias flux. The extracted values for𝜔c are shown in Fig. 5.2b and confirm
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Fig. 5.2.: Flux tuning and flux dependent device parameters. a Calibrated microwave transmission
magnitude |𝑆21 | at zero field (𝐵ip = 0) as a function of the normalized flux bias Φb/Φ0.
The flux-dependent inductance of the circuit leads to a controllable shift in its resonance fre-
quency (dark blue) from 7.45 GHz to 6.6 GHz. A parasitic resonance is visible around 7.3 GHz
and discussed in the main text. b Flux dependent FTR resonance frequency 𝜔c, extracted
from the measurement shown in a using fits to Eq. (4.1). c,d Flux responsivity 𝜕𝜔c/𝜕Φ as a
function of c flux biasΦb and d FTR resonance frequency 𝜔c. The flux responsivity is calcu-
lated numerically as the derivative of the data in b.

the large and continuous flux tuneability over a range of roughly 750MHz. The
determined resonance frequencies then serve as a basis to gain insight into the
flux responsivity 𝜕𝜔c/𝜕Φ, i.e. the change in resonance frequency with change
of bias flux through the SQUID loop. To this end we apply the central differ-
encemethod [210] to numerically compute the first partial derivative of the res-
onance frequency with respect to the flux bias from the data in panel b and
present the result in Fig. 5.2c. While the flux responsivity effectively vanishes
at the zero flux point Φb/Φ0 ≈ 0, or the so-called sweet spot, our data shows
a gradual and then exponential increase in magnitude as the flux bias is in-
creased towards |Φb/Φ0 | ≈ 0.5, with maximum values around |𝜕𝜔c/𝜕Φ| ≈
2𝜋 · 15GHz/Φ0. We also visualize the same numerically calculated data for
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𝜕𝜔c/𝜕Φ as a function of the corresponding FTR resonance frequency 𝜔c at the
same flux bias point in panel d. Due to the symmetric shape of the flux tuning
curve around Φb/Φ0 = 0, two responsivity solutions with different sign exist
for every value of 𝜔c. The frequency representation provides a clearer picture
on the vast range of experimental working points, i.e. available combinations
of resonance frequency and flux responsivity, especially in themoderate region
with |𝜕𝜔c/𝜕Φ| < 2𝜋 ·10GHz/Φ0, whereweobserve a roughly linear relationship
between 𝜕𝜔c/𝜕Φ and 𝜔c. Also, in practice, since 𝜔c is generally more directly
observable in the experiment compared toΦb, the data in d can serve as a look-
up-table to quickly identify the associated value of 𝜕𝜔c/𝜕Φ for experiments and
data analysis. Lastly, we recall from Sec. 2.5.2 that the electromechanical single-
photon coupling strength 𝑔0 is directly proportional to 𝜕𝜔c/𝜕Φ, which has two
wide ranging implications: First, the flux responsivity data shows that the de-
vice indeed has the predicted ability to control 𝑔0 in-situ and quasi continu-
ously over a wide range of working points via control ofΦb. Second, the experi-
mentally observed |𝜕𝜔c/𝜕Φ| ofmore than 2𝜋 ·10GHz/Φ0 in our device exceeds
any previously reported values for inductively coupled electromechanical de-
vices by several orders of magnitude [56, 58], suggesting a potential for similar
improvements regarding the single-photon coupling strength 𝑔0.

Quality factors and loss rates As introduced in Sec. 2.2.2, the quality factors, or
Q-factors, are one of themost important andwidely used figures ofmerit in the
evaluation of the performance ofmicrowave resonators. Furthermore, we have
discussed in Sec. 3.1 how the quality factors and associated loss rates of the FTR
component play a significant role in determining the operating conditions of
nano-electromechanical devices. It is plausible to expect that changing the
resonance frequency of a flux-tuneable resonator by several hundreds ofMHz
might also have a noticeable effect on the losses that determine its Q-factors.
Therefore, the subsequent section is dedicated to the exploration of the impact
of the flux tuning protocol on the quality factors and loss rates of the investi-
gated FTR.

For the quality factor analysis, we employ the same dataset discussed in
the previous section, where we have already extracted the flux dependent
resonance frequency of the FTR (cf. Fig. 5.2b) using a fit of the individual mi-
crowave transmission response |𝑆21 | to Eq. (4.1). From the same fits to the data,
we extract the internal and external quality factors (𝑄i and 𝑄e) and loss rates
(𝜅int and 𝜅ext) for every flux bias point. The results are presented in Fig. 5.3.
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Fig. 5.3.: Flux dependency of FTR quality factors and loss rates. a-d Internal and external quality fac-
tors (𝑄i,𝑄e) and loss rates (𝜅int,𝜅ext) of the investigated FTR as a function of the normalized
flux biasΦb/Φ0. e,g The same data for 𝜅int and 𝜅ext as a function of the corresponding flux
responsivity 𝜕𝜔c/𝜕Φ. f,h Loss rates 𝜅int and 𝜅ext over the corresponding FTR resonance
frequency𝜔c. All quality factors and loss rates are extracted from the flux tuning curve mea-
sured at zero in-plane field and shown in Fig. 5.2a using fits to Eq. (4.1). In all panels, the grey
shading highlights regions where the FTR resonance frequency𝜔c/2𝜋 ≈ (7.30±0.05) GHz
and coupling to a parasitic mode leads to additional features.

124 Chapter 5 Inductively Coupled Electromechanics



It becomes clear from the quality factor data that the bias flux applied to the
SQUID loop does indeed have an effect on the loss behavior of the FTR. Unfor-
tunately, the data is dominated by large features appearing at Φb/Φ0 ≈ ±0.25
(grey shaded areas). Recalling Fig. 5.2,we find that the features coincide exactly
with the region where the flux-tuneable resonator becomes resonant with the
parasitic resonator mode at 7.3GHz. Due to the coupling to a shared feedline,
the two modes interact and the theoretical model of a single resonator under-
pinning Eq. (4.1) is no longer fully valid. Since the coupling of two microwave
resonators is generally well understood and not the focus of this work, we will
neglect these features in our discussion.

For the internal Q-factor shown in panel a, a broad maximum of 𝑄i ≈ 6 × 103

is observed around the zero flux point, while its value decreases drastically
towards larger flux bias values. This behavior can most likely be understood as
an increase in the susceptibility of the device to external flux noise, which we
discussed in detail in Sec. 4.5 and the following sections. The flux responsivity
𝜕𝜔c/𝜕Φ translates a given change in external flux to a change in the resonance
frequency of the flux-tuneable device. High frequency flux noise will therefore
present as an effective broadening of the resonance feature, i.e. a higher loss
rate and lower quality factor. Assuming that the flux noise itself is frequency
independent, a change in flux responsivity should translate directly to a cor-
responding change in the internal loss rate 𝜅int = 𝜔c/𝑄i. We have shown in
our analysis of the flux responsivity in Fig. 5.2c that 𝜕𝜔c/𝜕Φ increases exponen-
tially for flux bias values approaching Φb/Φ0 ≈ 0.5, which is also the region
where observe a drastic increase in 𝜅int to values above 2𝜋 · 6MHz (cf. panel
c). The link between the increased intrinsic losses and the flux responsivity is
further solidified when we examine Fig. 5.3e, where the internal loss rate 𝜅int
is extracted from the same data and plotted as a function of 𝜕𝜔c/𝜕Φ. In this
visualization, we see that for low responsivities, 𝜅int remains largely constant,
suggesting that in this regime the intrinsic loss rate of the FTR is dominated by
other loss channels, e.g. two-level systems. As the flux responsivity increases
above 𝜕𝜔c/𝜕Φ > 2𝜋 · 1GHz/Φ0, the loss rate rises exponentially, suggesting
the onset of a flux noise dominated regime. This pattern is consistent with our
conjecture based on the influence of high-frequency flux noise. Moreover, the
results suggest that operating the device at a flux bias with high flux respon-
sivity, while desirable to reach high optomechanical coupling rates, makes the
device susceptible to flux noise, whichmanifests in the form of a lower𝑄i. This
trade-off needs to be carefully considered.
The external quality factor𝑄e on the other hand is primarily determined by the
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capacitive coupling between the CPW resonator and the transmission line. The
strength of this coupling is in turn clearly defined by geometric parameters, in
particular distance and length of the CPW section that runs in parallel to the
transmission line. Therefore, onemight intuitively expect a near constant value
of𝑄e and no significant effect of the flux bias. However, from the data shown in
panels b and d, we see that𝑄e and 𝜅ext only remain constant in a limited range
around the zero flux point. Towards higher flux bias values, we first encounter
anti-crossing like features in the shaded region, which can be attributed to
coupling to the parasitic mode as discussed above. At even higher flux bias,
however, we find a significant, roughly linear decrease in 𝜅ext. Interestingly,
𝜅ext eventually returns to the zero flux value as Φb/Φ0 ≈ −0.5 is approached,
an effect that is not visible for positive flux bias values. A likely explanation for
the decreasing 𝜅ext is that the capacitive coupling between CPW resonator and
transmission line is frequency dependent [84]. This explanation is supported
by panel h, where we plot 𝜅ext as a function of the FTR resonance frequency𝜔c.
We can identify a linear dependence of 𝜅ext on𝜔c between 6.9 and 7.2GHzwith
𝜅ext increasing towards higher frequencies. This observation agrees with the
theoretical prediction of the frequency dependent coupling to a transmission
line 𝜅ext ∝ 𝜔c [124]. For lower frequencies, the data becomes scattered and
no clear pattern is discernible. It is likely that in this regime a second effect
becomes dominant: As established previously, the internal quality factors
become very small for |Φb/Φ0 | ≈ 0.5, which eventually places the device in
the undercoupled regime with 𝑄e � 𝑄i. In this limit, the fitting algorithm is
generally no longer able to accurately disentangle internal and external losses,
leading to unreliable results [87]. This conjecture is also supported by our
earlier observation that the extracted 𝜅ext values in the limit of |Φb/Φ0 | ≈ 0.5
do not behave symmetrically w.r.t. the sign of the flux bias.

SQUID properties Recalling the theoretical models introduced in Sec. 2.3, we
have established that the frequency tuning behavior of FTRs is inherently
determined by the relationship between the static linear inductance of the
CPW resonator and the SQUID acting as a flux-controlled variable inductance.
Therefore, one can gain insight into the characteristic properties of the SQUID
by quantitative analysis of the observed tuning behavior. Based on the ana-
lytical model given in Eq. (2.61), a total of 4 variables are used in order to fully
describe the flux-tuneable circuit: The critical current of a single Josephson
junction 𝐼c0, the loop inductance 𝐿loop, the CPW inductance 𝐿r = 𝐿0ℓ and
the bare resonance frequency 𝜔0 ≡ 𝜔

(0)
𝑗=0. Ensuring a proper fit to the tuning
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data can therefore be challenging without prior knowledge of at least some
of the parameters. Fortunately, based on the geometry of the investigated
device, analytical calculations can be used to confine the available parameter
space. First of all, the inductance of a CPW resonator is determined by its
line inductance, i.e. by the self-inductance of the central conductor per unit
length. For our CPW geometry the line inductance can be calculated [211] to
463 pH/mm, which we multiply by the design length of the center conductor
to receive 𝐿r = 463 pH/mm × 3.95mm = 1.832 nH. Also, we have previously
discussed in Sec. 2.2.4 how 𝐿loop contains contribution of a kinetic inductance
𝐿kin and a geometric inductance 𝐿geo, both of which can be calculated based
on the known dimensions and materials of the SQUID loop. For our device,
we obtain 𝐿kin = 90 pH, 𝐿geo = 46 pH (details on the calculation are found in
App. A.3). Since we are confident in the accuracy of the analytic calculations of
these two values, we prevent the fitting algorithm from varying them and use
only 𝜔0 and 𝐼c0 as free fit parameters. At this point, we want to point out that
we expect the device to have a total loop inductance of 𝐿loop = 136 pH. This
level of loop inductance gives rise to non-negligible self screening effects in the
SQUID, which lead to a significant deviation of the tuning behavior, as we have
calculated in Sec. 2.3.2. We incorporate these effects into our tuning model not
only via the inclusion of 𝐿loop in Eq. (2.61), but also via numerical calculation
of the total flux Φ in the presence of screening currents according to Eq. (2.51).
Furthermore, we limit our analysis to data in the range |Φb | < 0.4 as the first
order approximation used to derive Eq. (2.61) shows larger deviations around
half a flux quantum (cf. Fig. 2.9). The previously discussed experimental tuning
curve along with the fitted model is presented in Fig. 5.4a.

We find that the experimentally observed tuning behavior is well described
by the fit. From the fit to the data acquired in zero field, we extract 𝜔0/2𝜋 =
7.964GHz and 𝐼c0 = 1.63𝜇A, which corresponds to a screening parameter of
𝛽L = 0.214. The tuning analysis confirms that one of the important design
goals postulated in Sec. 3.1 wasmet: By appropriately balancing the SQUID and
loop inductance, we were able to achieve a low screening parameter 𝛽L < 0.5,
which gives the device a non-hysteretic, easily controllable frequency tuning
behavior with a clearly defined periodicity of 1Φ0.

Magnetic field dependence Given that the flux-mediated inductive coupling
scheme in this study relies on external magnetic fields, it’s crucial to explore
their impact on the properties of the SQUID and, consequently, the FTR.
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Fig. 5.4.: Extraction of field dependent SQUID parameters via fit of the tuning behavior. a Exper-
imentally determined FTR resonance frequencies 𝜔c as a function of normalized bias flux
Φb/Φ0, for varying in-plane fields 𝐵ip. The data for each in-plane field is fitted to Eq. (2.61)
in order to extract the device parameters 𝐼c0 and𝜔0. b,c Field dependent single junction crit-
ical current 𝐼c0 (b) and bare resonance frequency 𝜔0 (c) extracted from fits to tuning curves
as shown in a. The black line is a model calculation using Eq. (2.41) with the real geometric
parameters of the device (details in main text).

To this end, we apply a constant external magnetic field 𝐵ip in the in-plane
direction and repeat the tuning measurement by sweeping the out-of-plane
bias flux Φb. The flux-dependent resonance frequencies in in-plane fields of
12mT and 30mT, extracted as before from microwave transmission spectra,
are plotted along the zero-field data in Fig. 5.4a, along with fits to Eq. (2.61).
Evidently, the maximum resonance frequency decreases towards larger mag-
netic fields, indicating an increased total inductance of the FTR circuit. From
fits to the shown tuning curves and analogous measurements at further field
values, we extract the single junction critical current 𝐼c0 and the bare resonance
frequency 𝜔0, plotted as function of the in-plane field 𝐵ip in Fig. 5.4b and c,
respectively.
We observe a decline in both 𝐼c0 and 𝜔0 with increasing external field. The
decrease in critical current is anticipated since the external magnetic field
affects the phase difference across the Josephson junction, a phenomenon
briefly discussed in Sec. 2.2.3 and described by Eq. (2.41). Based on the Lon-
don penetration depth of Aluminum 𝜆L = 50 nm, the length of the junction
perpendicular to the field 𝐿JJ = 150 nm, and an estimated AlOx thickness of
𝑑ox = 2 nm, we calculate the expectedmagnetic field dependency of 𝐼c0 for our
junction geometry and plot the result as a black line in panel b.
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In comparison to values extracted from the fits, the model appears to overesti-
mate the decrease in 𝐼c0. Several factors might contribute to this discrepancy.
For instance, the magnetic field dependence of the London penetration depth
is not considered in our calculation. However, the change in𝜆L has been found
to be on the order of 10−3 even in larger external fields approaching the critical
field of Aluminum [212], which is not sufficient to explain the observed discrep-
ancy. A more likely explanation is that Eq. (2.41) neglects the fields generated
by currents threading the junction electrodes, a valid simplification only for
junction dimensions below the London penetration depth of the material [92].
With 𝜆L = 50 nm, this condition is not strictly met in our case, potentially
leading to a more complex behavior not described by the model.

Another intriguing feature is the decrease of 𝜔0 shown in panel c. The bare
resonance frequency 𝜔0 represents the linear part of the FTR unaffected by
the flux-dependent Josephson inductance. A decreasing 𝜔0 with external mag-
netic field suggests an additional effect not fully explained by the increase in
junction inductance alone. Most likely, the additional frequency shift arises
from an increase in kinetic inductance due to Cooper-pair-breaking induced
by the external magnetic field. This effect would affect both the superconduct-
ing nanostrings in the mechanically compliant SQUID, increasing the loop
inductance 𝐿loop, and the entire CPW section of the FTR, increasing 𝐿r. Field
dependent frequency shifts due to kinetic inductance have been observed in
nanowires [213] and CPW resonators [214] made from high kinetic inductance
materials like Niobium or Niobium-Titanium-Nitride (NbTiN), where they can
be exploited for targeted frequency tuning [214] and parametric amplification
[215]. While the kinetic inductance of aluminum is comparatively small, it’s
reasonable to expect a frequency shift given the large external fields.

In summary, while the dependence of the Josephson inductance and FTR
frequency on externally applied magnetic fields follows theoretical expec-
tations qualitatively, the interplay of multiple effects is too complex to be
quantitatively predicted by our simple model at this stage. Consequently, we
primarily rely on experimentally determined values of 𝐼c0 and 𝜔0 for analysis
andmodel calculations in this thesis.
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5.1.2 Kerr non-linearity

In the discussion of non-linear microwave resonators in Sec. 2.3.4, it becomes
clear that the Kerr non-linearity K is an important parameter for the oper-
ation of flux-tuneable resonators. It will influence how the average photon
occupation in the FTR is calculated according to Eq. (2.80) and determines the
input power that will lead to the onset of bifurcation (Eq. (2.85)), which poses a
fundamental limit for many experimental applications.

To determine the value of the Kerr non-linearity for the device in this study, we
primarily have two options: First, we can rely on our knowledge of the design
parameters of the microwave circuit, like its inductance 𝐿, capacitance 𝐶 and
length ℓ , in order to calculate the Kerr analytically using the expression we
derived earlier, Eq. (2.74). Second, we can experimentally probe the device for
the effects of the non-linearity, in particular the characteristic photon number
dependent frequency shift.
In the following, we want to pursue both avenues – hopefully validating the
analytical expression with our experimental data – and combine their results
with the goal of developing a reliable and adaptable toolset to calculate the
Kerr non-linearity in flux-tuneable microwave resonators.

To experimentally extract the Kerr non-linearity of the studied electrome-
chanical device, we perform power-dependent single-tone spectroscopy [216].
The complex microwave transmission |𝑆21 | of the FTR close to resonance
is recorded using a VNA and a single probe tone 𝜔p. The measurement is
then repeated for increasingmicrowave powers 𝑃p of the probe tone. As themi-
crowave power is increased, the average photon occupation of the FTRmode �̄�c
is expected to increase as well. As discussed in Sec. 2.3.4, the Kerr non-linearity
of the device then leads to a shift of the effective resonance frequency that is
proportional to �̄�c (cf. the modified detuning Δ̃ in Eq. (2.77)), which can be
quantitatively evaluated. The results of a single-tone experiment, performed
at a working point of 𝜔c = 7.25GHz and an in-plane field of 𝐵ip = 30mT, are
shown in Fig. 5.5.

In the colorplot in panel a, the resonance condition of the FTR is visible as
a bright orange feature. We observe a pronounced downshift in the resonance
frequency by several MHz as the probe power 𝑃p is increased. The direction
of the shift towards lower frequencies indicates a negative Kerr coefficient
K < 0 of the studied device, which is in agreement with the prediction of
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Fig. 5.5.: Power-dependent microwave spectroscopy to extract the Kerr non-linearity. a Microwave
transmission |𝑆21 | of a FTR, probed by a probe tone 𝜔p around the resonance frequency
𝜔c for increasing microwave power levels 𝑃p at the sample (attenuation included). With
increasing 𝑃p, a downward shift of the resonance signature by several MHz is observable,
consistent with a Kerr-type non-linearity. b Linescans of the measurement data shown in
a at selected microwave powers (see matching colored lines). Solid lines are best fits to
the non-linear transmission model Eq. (5.1). c Best fits of the experimental data from a to
Eq. (5.1), presented as a colorplot using the same colorscale. For the upper x-axis, the Kerr
non-linearity K extracted from the fit is used to convert the incident microwave power 𝑃p
to an average photon occupation of the FTR �̄�c according to Eq. (2.80). d K as a function
of microwave power, extracted from the fits to Eq. (5.1). Error bars are the uncertainty from
the fit in extracting the resonance frequency 𝑓r, propagated to a uncertainty in K . From the
high-power range, where errors become reasonable, we extract a mean value of K/2𝜋 =
(−1.20 ± 0.12)MHz, transparent points are neglected for the mean value calculation. The
measurements are performed at a working point of 𝜔c/2𝜋 = 7.25GHz and 𝐵ip = 30mT.

the circuit model Eq. (2.74). When studying the individual frequency sweeps
at a given power (panel b), we also find that the Kerr non-linearity leads to a
change in the shape of the resonance feature away from an ideal Lorentzian
to an asymmetric feature, as expected from the theory presented in Sec. 2.3.4.
The deviation from a Lorentzian lineshape, however, means that the standard
linear fit model Eq. (4.1) can no longer be used to reliably extract the resonance
frequency of the FTR at high input powers. To address this issue, we instead
use an improved fitting model for non-linear microwave resonators [217].

𝑆21( 𝑓 ) = 𝐴𝑒𝑖𝜙𝑒−𝑖2𝜋 𝑓 𝜏
{
1 − (𝑄/|𝑄e |)𝑒𝑖𝜃

1 + 2𝑖𝑄 [ 𝑓 /( 𝑓r + K�̄�c) − 1]

}
, (5.1)
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which can be recognized as a modification of the circle-fit model Eq. (4.1).
Due to the power-dependent modification of the resonance frequency
𝑓r → 𝑓r + K�̄�c, where the power enters via the average photon occupation
�̄�c, the model can fit the microwave transmission response of the non-linear
FTR, including the effects of the Kerr non-linearity, and allows us to extract
K, as long as �̄�c is known. We emphasize that �̄�c is a frequency-dependent
quantity, calculated from the cubic equation Eq. (2.80) with the detuning
Δ/2𝜋 = 𝑓 − 𝑓r and taking the input attenuation of the experiment into account.
Since �̄�c is itself dependent onK, the fitting procedure needs to be performed
iteratively until it converges at a solution that fully reproduces the frequency
shift and the asymmetric lineshape of a non-linear resonator.

The best fits of Eq. (5.1) to our experimental data are shown as solid lines
in Fig. 5.5b and reproduce the measured resonance signatures well, even at
high microwave powers where the response deviates significantly from the
linear case. Additionally, we present the fits to the entire power-dependent
dataset in c as a color plot for direct comparison with the data in a and find
excellent agreement. To put the power levels into perspective, we also use
K extracted from the fits to express the incident power 𝑃p in terms of the
average photon occupation of the FTR, �̄�c, as plotted on the top x-axis. The
extracted values of K are presented in Fig. 5.5d. We find values close to zero
for low microwave powers, while K/2𝜋 appears to saturate around −1.2MHz
towards higher powers. This observation can be explained by the fact that in
the low-power limit, with �̄�c � 1 photons occupying the resonator mode, its
response is still approximately linear, and the Kerr-induced frequency shift
given by the productK�̄�c is extremely small, potentially even smaller than the
accuracy with which the resonance frequency 𝑓r can be determined by the fit.
The error bars in Fig. 5.5d, calculated by propagating the fitting uncertainty
of 𝑓r to K, reflect this effect and show large errors in the low-power regime.
Phrased differently, the low-power, linear response regime is almost entirely
K-independent and not suited to extract dependable values for K. Therefore,
we neglect the values acquired at low power (transparent points) and calculate
the mean value in the region of higher powers, extracting a Kerr non-linearity
ofK/2𝜋 = (−1.20 ± 0.12)MHz at this working point, where the uncertainty is
the standard deviation of the considered data points.

Having established the methodology for the experimental extraction of the
Kerr non-linearity, the next objective is to evaluate whether an analytical ap-
proach can faithfully replicate our experimental observations. Access to such
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Fig. 5.6.: Calculated Kerr non-linearity based on the circuit model. Kerr non-linearityK as a function
of normalized flux-bias Φ/Φ0 for in plane fields 𝐵ip = 0mT (black) and 𝐵ip = 30mT (red).
K is calculated numerically according to Eq. (2.74)with the circuit parameters (𝐼c0,𝛽L, 𝐿loop)
as extracted from the flux tuning curves. Datapoints are experimentally determined values of
K using power-dependent spectroscopy as introduced above, the error bars are the standard
deviation. The red star represents the measurement presented in Fig. 5.5, and the black star
references a measurement of the same device published in Ref. [57]. We find agreement
between the experiments and the theoretical model within their uncertainties.

an analytical framework would be of immense value for the efficient charac-
terization of non-linear resonators because the Kerr non-linearity determined
experimentally is inherently specific to the precise operational conditions un-
der which it was measured. From the analytical expression Eq. (2.74), it is clear
thatK depends on the ratio of static inductance 𝐿 to the Josephson inductance
𝐿J, which depends on the flux-bias valueΦb of theworking point. Furthermore,
we have studied themagnetic field dependence of the FTR’s tuning behavior in
Sec. 5.1.1 and found a non-negligible impact of the in-plane magnetic field 𝐵ip.
Accordingly, both parameters can be expected to influence K, and a proper
characterization ofK across the device’s entire operating regimewould require
a large number of repeated experiments at different operating points.

For the analytical computation of the Kerr non-linearity, we employ Eq. (2.74),
incorporating parameters such as the line inductance 𝐿0, line capacitance 𝐶0,
and the CPW resonator’s design length ℓ , in conjunction with the magnetic
field-dependent attributes of the SQUID – 𝐼c0, 𝛽L, and 𝐿loop – derived from
the frequency tuning analysis discussed in the previous section. The model’s
calculations, presented for two distinct in-plane magnetic fields (𝐵ip = 0mT
and 𝐵ip = 30mT), are illustrated as solid lines in Fig. 5.6. These calculations
highlight the pronounced dependency of K on both the flux bias point Φb

and the in-plane magnetic field 𝐵ip, as anticipated from our discussions on
the Josephson inductance. Along these model calculations, we plot experi-
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mentalK values, obtained at various flux bias points for 𝐵ip = 30mT through
power-dependent spectroscopy measurements. Additionally, we reference
values from Ref. [57], where the device under examination was previously
investigated at 𝐵ip = 0mT. The comparative analysis reveals good agree-
ment between the experimentally determined values and our analytical model
within their respective uncertainties across all evaluated operational points.
This result gives confidence in the analytical model’s reliability for predict-
ing the Kerr non-linearity at any selected operational point of the device,
eliminating the need for dedicated experiments to re-determine K with each
adjustment of the flux bias or external magnetic field. Consequently, we rely
on analytically computedK values for the analysis of subsequent experiments
within this work, unless explicitly stated otherwise.

5.1.3 Mechanical response

Having completed a basic field- and flux-dependent characterization of the
microwave properties of the electromechanical system, we now shift our focus
to the mechanically compliant element. We recall from Sec. 3.1.1 that the me-
chanical oscillator in the investigated device is formed by the release of two
parallel aluminum nanostrings that are part of the SQUID loop. Accordingly,
we expect a total of 4mechanical modes to be present in the system, since each
nanostring is capable of performing both in-plane (IP) and out-of-plane (OOP)
oscillations (cf. Sec. 2.2.1). Fortunately, the device used in this chapter has
already been investigated regarding its mechanical properties in Refs. [57, 158],
particularly in the larger context of aluminumnanostrings and their properties
at low temperatures. Therefore, we will refrain from repeating the full analysis
and instead focus on the aspects that differ from the previous studies:
In the aforementioned experiments, the device was operated with a single con-
trol field in out of plane direction. Accordingly, the main contribution to the
flux-mediated coupling mechanism was provided by the mechanical in-plane
modes of the nanostrings, making them the focus of the study. Moreover, the
applied field strengths were subject to a limitation to about 1mT, imposed
by the degradation of the microwave resonator performance in larger fields,
originating from the creation of flux lines penetrating the aluminium thin film.

In this work, we operate the device with a strong in-plane field 𝐵ip provided
by an external vector magnet. This allows us to apply larger field strengths of
up to ≈ 100mT, where the applicable field range is limited by the material
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Fig. 5.7.: Temperature dependence of the nanostring oscillator properties. Mechanical linewidth
Γm (a) and change of resonance frequency ΔΩm (b) as a function of cryostat temperature,
extracted using microwave spectroscopy and fits of Eq. (4.2) to the voltage spectral density.
In a, we observe and fit a linear dependence (solid line) and extrapolate to 0K for the intrin-
sic linewidth Γ0/2𝜋 = (6.7 ± 5.0)Hz. In b, the change in ΔΩm is plotted relative to the
extrapolated value for 𝑇 = 1K. We find a logarithmic dependence following Eq. (5.3) with
𝐶 = (6.05± 0.07) × 10−6. Each data point corresponds to the average of multiple measure-
ments acquired with different probe tone powers. The errors indicate the standard deviation
from the averaging. All measurements are performed in an in-plane field of 𝐵ip = 15mT.

of the microwave resonator, in particular, the critical field expected for thin
film aluminum of 100 nm thickness [156]. In the in-plane field configuration,
the out-of-plane mechanical mode of the nanostring is dominating the flux-
mediated coupling. Therefore, we need to re-verify the basic properties of the
investigated OOP mechanical mode, specifically its intrinsic linewidth Γ0 and
resonance frequencyΩm under the influence of strongermagnetic fields. These
parameters will be used extensively in model calculations, fits, and analysis, so
their exact determination in the current experimental setup is crucial.

To characterize the properties of the mechanical subsystem at elevated mag-
netic fields of 𝐵ip = 15mT, we make use of the microwave spectroscopy
technique introduced in Sec. 4.2.2 to extract Γm and Ωm from the recorded
voltage spectral densities of a weak probe signal by fitting it to the Lorentzian
lineshape given by Eq. (4.2). We repeat the measurements for increasing
cryostat temperatures and average over a range of probe powers to reduce
statistical effects. The results are shown in Fig. 5.7. In the measured linewidth
of the nanostring oscillator, shown in panel a, we find a linear increase with
temperature of the form

Γm(𝑇) = Γ0 + 𝛾m𝑇 , (5.2)

where we define the intrinsic linewidth as Γ0 = Γm(𝑇 = 0). From a linear fit
to the data we receive Γ0/2𝜋 = (6.7 ± 5.0)Hz and a temperature dependent
damping of 𝛾m/2𝜋 = (113.5 ± 2.7)Hz/K.
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Physically, the changing loss rate of the nanostring at cryogenic tempera-
tures can be explained by scattering of phonons at two-level-system (TLS)
defects, which influences both relaxation rates and the effective sound velocity
found in the material [218]. The underlying models originate from the study of
amorphous insulators (e.g. glasses) at low temperatures [149], but prove well
applicable to polycristalline aluminum nanostrings [218]. Based on the same
model, we expect a logarithmic temperature dependence of the material’s
sound velocity, which translates to a change of the nanostrings resonance
frequency according to [218]

ΔΩm/Ωm = 𝐶 · ln (𝑇/𝑇0) . (5.3)

In the above equation,𝑇0must not be confusedwith the critical temperature of
superconducting aluminum, but instead is a transition temperature used in the
TLS-scatteringmodel to describe the crossover point between low-temperature
and high-temperate behavior. This transition was found to occur at 𝑇0 = 1K
for aluminum nanostrings [218].

In panel b, we fit the model Eq. (5.3) to the experimentally observed change
in Ωm in reference to the extrapolated value at 1K and extract a constant
𝐶 = (6.05 ± 0.07) × 10−6. Both the values and the temperature dependence of
Γm and Ωm agree well with the observations on the nanostrings’ out-of-plane
mode in small magnetic fields in Ref. [158]. It also confirms that the nanos-
tring oscillator thermalizes well to the environment over the entire range of
experimental cryostat temperatures.

5.2 The electromechanical single-photon coupling rate

With the previous experiments providing a good understanding of the ba-
sic properties of both the microwave and mechanical components of the
electromechanical device, we proceed with a focused study of the electrome-
chanical single-photon coupling rate 𝑔0 that can be achieved. To this end, we
employ two complementary methods to investigate and validate the value of
𝑔0, ensuring a thorough understanding of both the experimental setup and
device functionality. The first method, a thermal noise calibration technique,
studies the temperature dependence of the phonon occupation of themechan-
ical mode, enabling a study that is independent of the photon number in the
microwave circuit and robust against deviations from the thermal equilibrium.
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The second set of experiments investigates the phenomenon of Electrome-
chanically Induced Transparency (EMIT), which serves to validate the 𝑔0
values obtained from the first method and correlates them with the actual
photon occupation of the microwave resonator. Together, these methods not
only disclose the electromechanical interaction strength but also significantly
reduce the uncertainty related to the photon number calibration of the exper-
imental setup, providing a solid base for subsequent experiments presented
in this work. Finally, this two-pronged determination of 𝑔0 is repeated for in-
creasingly large externalmagnetic field values, in order to validate the expected
magnetic field dependence of the single-photon coupling strength.

5.2.1 Thermal noise calibration

Background The first approach to determine 𝑔0 is based on the frequency
noise calibration technique described in Sec. 4.2.3. However, as discernible
from Eq. (4.12), even with the calibration, insight into the coupling rate is
initially limited to the product

√
�̄�ph𝑔0. Under the assumption of thermal

equilibrium, �̄�ph = 𝑘B𝑇/ℏΩm can be calculated and 𝑔0 extracted, but full
thermalization of the nanometer-scale oscillator in a complex cryogenic setup
is not self-evident. Furthermore, the optomechanical interaction itself is fun-
damentally linked to photon-phonon conversion processes, which means any
microwave drive applied to the device has the potential to create or annihilate
phonons in the mechanical mode, disturbing the equilibrium.

To overcome this uncertainty, we make use of the temperature dependence
of the phonon occupation. Experimentally, we perform frequency noise cal-
ibrated microwave spectroscopy experiments at a fixed working point and
a series of different cryostat temperatures and repeatedly determine �̄�ph𝑔20.
Since 𝑔0 remains fixed by the working point, this will allow us to access and
calibrate the temperature-dependence of �̄�ph.

Experiment As preparation for the experiment, we select a fixed bias field and
working point at which 𝑔0 shall be investigated, in this case 𝐵ip = 15mT and
𝜔c/2𝜋 ≈ 6.9GHz for all measurements shown in this section. We then use a
quick VNA scan of the microwave transmission around the FTR resonance to
perform a first circlefit and exactly determine𝜔c. Based on the fit result, a weak
stabilization tone is applied at 𝜔s = 𝜔c − 500 kHz and used to frequency-lock
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Fig. 5.8.: Extracting the electromechanical coupling rate from frequency fluctuations. a Frequency
spectral density 𝑆𝜔𝜔 (Ω) calibrated using the frequency noise calibration protocol for differ-
ent cryostat temperatures and a fixed microwave power of 𝑃d = 15 aW. Towards higher
temperatures, an increase in peak area (shaded) is observed. Solid lines are fits to Eq. (4.2).
The traces are offset for clarity. b Integrated frequency fluctuations 〈𝛿𝜔2〉 at each tempera-
ture as a function of probe power. Solid lines illustrate the mean value for each temperature.
No change with probe power is observed, confirming the absence of optomechanical cool-
ing or heating effects. Statistical errors are smaller than the symbol size. c Integrated 〈𝛿𝜔2〉
as a function of temperature, averaged over all drive powers (error bars are standard devi-
ations). 〈𝛿𝜔2〉 shows a linear temperature dependence as it is proportional to the thermal
phonon number �̄�ph. From the slope of the linear fit (solid line) we extract a single-photon
coupling rate 𝑔0/2𝜋 = (14.31 ± 1.20) kHz (see main text).

the FTR (cf. Sec. 4.3). The frequency-lock will remain enabled for the entire
duration of the measurement and over all investigated cryostat temperatures.
Small frequency shifts that would arise from the temperature change are com-
pensated by the active feedback loop. For each temperature, we now repeat an
identical measurement protocol:

First, the cryostat’s temperature is set to the target value using resistive heaters
mounted on the mixing chamber plate. After a wait time sufficient to thermal-
ize the DUT (verified by a temperature sensor), the probe tone is applied with
the lowest microwave power at 𝜔p − Ωm, where Ωm is known from previous
characterization measurements at the exact working point. We choose the
red-sideband configuration for the probe tone because it has proven to be the
most stable against small frequency drifts that are not compensated by the
active feedback. For this reason, we also do not generally assume the detuning
Δ = 𝜔p −Ωm to remain constant over the course of the experiment. Instead we
re-record the microwave transmission around the FTR resonance before and
after each individualmeasurement and extract themomentary detuning. Then,
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using the downconversion path of the experimental setup discussed in Sec. 4.1,
the voltage spectral density 𝑆𝜔𝜔 (Ω) of the downconverted probe signal around
the mechanical resonance frequency Ωm is recorded by a spectral analyzer
for a series of increasing microwave probe powers. With the frequency noise
calibration procedure, introduced in Sec. 4.2.3, we transform the measured
voltage spectral density to a calibrated frequency spectral density 𝑆𝜔𝜔 (Ω),
which contains all necessary information about �̄�ph and 𝑔0.

A set of frequency spectral density traces recorded at three different tem-
peratures, but the same microwave power, are shown in Fig. 5.8a. As the
temperature is increased, the peak area increases as well, consistent with a
larger mechanical displacement due to an increase in the thermal occupation
of the coupled mode. We quantify the data by fitting the Lorentzian peaks with
Eq. (4.2) to determine 𝑆𝜔𝜔 (Ωm) along withΩm and Γm. From the fit results, the
peak area, or total mean square frequency fluctuations 〈𝛿𝜔2〉 can be directly
calculated using Eq. (4.5) to

〈𝛿𝜔2〉 = 𝑆𝜔𝜔 (Ωm)
Γm
2
, (5.4)

or alternatively, by numerical integration of the raw data1.
Repeating themeasurement for multiple probe powers per temperature is nec-
essary for the frequency noise calibration, but also gives us the opportunity to
verify the measurement backaction of our protocol: In Fig. 5.8b, we plot 〈𝛿𝜔2〉
as a function of power for every temperature and find that the values are probe-
power independent. This provides a strong indication that optomechanical
heating or cooling effects driven by the probe tone do not affect the phonon
population of the mechanical element. Furthermore, with the knowledge that
the probe power does not affect the result of themeasurement, we can average
over all measurements taken at the same temperature and plot the integrated
frequency fluctuations as a function of temperature in Fig. 5.8c. The frequency
fluctuations increase linearly with temperature, which is consistent with the
expectation since 〈𝛿𝜔2〉 ∝ �̄�ph and �̄�ph ∝ 𝑇 for 𝑘B𝑇 � ℏΩm, which is fulfilled
for our parameters. Less intuitive is the observation that the extrapolation of
the linear behavior has a finite offset at 𝑇 = 0. However, this offset, called
backaction-equivalent-temperature, 𝑇ba, has been observed in other experi-
ments with electromechanical systems and is attributed to the backaction of
the microwave circuit on the mechanical element [30].

1Weuse both techniques in parallel and check for sufficient agreement to exclude fitting errors.
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We fit the temperature dependence to a linear function of the form

〈𝛿𝜔2〉/(2𝜋)2 = 𝑠(𝑇)𝑇 + 𝑐ba (5.5)

using a weighted fit based on the statistical deviations of each 〈𝛿𝜔2〉 value.
From our experimental data, we extract 𝑠(𝑇) = (1.47 ± 0.24) × 1012Hz2/K
and 𝑐BA = (−6.5 ± 3.4) × 1010Hz2, or translated to a temperature offset
𝑇ba = (−44 ± 30)mK.
Since 〈𝛿𝜔2〉 = 2𝑔20�̄�ph (Eq. (4.9)) and 𝑔0 is independent of temperature, the
slope describes exactly the increase in thermal phonon occupation and we can
write

�̄�ph =
𝑘B𝑇

ℏΩm
(𝑇 + 𝑇ba) (5.6)

and use it to extract the optomechanical single-photon coupling rate

𝑔0
2𝜋

=

√
𝑠(𝑇)ℏΩm

2𝑘B
= (14.31 ± 1.20) kHz . (5.7)

Finally, we can compare the experimentally observed value to the theoretical
prediction via Eq. (2.96). At this point, all of the variables are known: Ωm/2𝜋 =
5.7999MHz from the measurement, 𝑥zpf =

√
ℏ/(2𝑚effΩm) = 40 fm calculated

fromgeometricparameters, and theflux responsivity 𝜕𝜔c/𝜕Φ = 2𝜋·5.5GHz/Φ0

extracted from the tuning curve. Assuming a geometric factor of 𝛾 = 0.9 [57,
219], we expect theoretically

𝑔theory0 /2𝜋 = 43.40 kHz , (5.8)

which is more than a factor of 3 larger than the experimentally observed value.
For now, we will postpone the discussion of this discrepancy and first employ
the second approach in our toolbox to evaluate the validity of the extracted
𝑔0.

5.2.2 Electromechanically Induced Transparency (EMIT)

Background Our second experimental technique for the extraction of the
single-photon coupling strength is based on Electromechanically Induced
Transparency (EMIT). EMIT is the circuit equivalent of Electromagnetically
Induced Transparency (EIT) [220], a phenomenon in quantum optics experi-
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ments with multilevel atoms, where the interference of electromagnetic fields
manifests as a cancellation of the absorption of the probe field. EMIT explores
a similar transparency induced through electromechanical interactions of
microwave fields.

ωd���Ωm 

ωp

ωstab

ωdωd���Ωm

�

�

Fig. 5.9.: Schematic illustration of the EMIT experiment. A strong microwave drive 𝜔d is applied at
the ideal detuningΔ = 𝜔d−𝜔c = Ωm relative to the FTR resonance frequency𝜔c . A second,
weaker probe tone 𝜔p is scanned across the resonance (described by a detuningΩ w.r.t the
drive). The anti-Stokes field generated from the drive due to the electromechanical coupling
at𝜔d+Ωm appears within the FTR resonance signature and destructively interferes with the
probe tone, leading to the appearance of a transparency window. A very weak stabilization
tone at 𝜔stab = 𝜔c + 500 kHz is used for active stabilization of the FTR.

Specifically, EMIT is observed when the system is exposed to a strong drive
tone 𝜔d at a specific detuning Δ = 𝜔d − 𝜔c ≈ −Ωm, i.e. red-detuned from
the FTR resonance by the resonance frequency of the mechanical subsystem,
as illustrated in Fig. 5.9. A second, weaker probe tone 𝜔p is injected into the
system and scanned across the frequency range of the FTR resonance to probe
the response of the FTR. The simultaneous presence of the drive and the probe
tone results in a radiation pressure force oscillating atΩ = 𝜔p − 𝜔d. When the
beating frequency Ω matches the mechanical resonance frequency Ωm, the
mechanical system is driven resonantly and a coherent oscillation is induced.
In frequency space, this leads to the emergence of sidebands, the Stokes
and anti-Stokes fields, symmetrically around the strong driving field. In the
resolved-sideband regime (Ωm > 𝜅), the response of the microwave resonator
acts as a narrow-band filter for these fields and strongly suppresses the Stokes
peak, as it is far detuned from the resonance condition (𝜔d −Ωm ≈ 𝜔c − 2Ωm).
In contrast, the anti-Stokes field is roughly on resonance with the microwave
resonator (𝜔d +Ωm ≈ 𝜔c) and ismoreover phase coherent with the probe drive
𝜔p that scans across the cavity response. This leads to destructive interfer-
ence of the two fields, suppressing the build-up of the intra-cavity probe field.
Simply put, the number of probe photons entering the microwave resonator
is reduced and the number of photons transmitted is increased, making the
system appear more transparent to the probe field. In the cavity response, this
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effectmanifests itself as an enhanced cavity transmissionup to unity compared
to the feed line.

A quantitative description of the EMIT signature as a function of drive power
(expressed as photon occupation �̄�c), drive detuning Δ and probe detuning
Ω = 𝜔p − 𝜔c can be found based on the full optomechanical interaction
hamiltonian in presence of a drive field (cf. Eq. (2.97)). Using input-output
theory, one finds for the response of a side-coupled microwave resonator in
the resolved sideband regime including EMIT [32, 66]

𝑆21(Ω) =

������1 − 𝜅ext/2

−𝑖(Δ +Ω) + 𝜅/2 + 𝑔20�̄�c
−𝑖(Δ−Ωm )+Γm/2

������ . (5.9)

Intuitively, the above expression can be understood as the response of the mi-
crowave resonator to the probe tone, modified by an additional term in the de-
nominator that resembles a Lorentzian function defined by the properties of
themechanical oscillator (linewidth Γm and resonance frequencyΩm) and pro-
portional to the photon-enhanced electromechanical interaction 𝑔20�̄�c. Conse-
quently, in the absence of electromechanical coupling (𝑔0 = 0), we recover the
response of a simple, linear microwave resonator (cf. Eq. (2.37)).
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Fig. 5.10.: Microwave response of the electromechanical system in EMIT configuration. aWideband
VNA scan of the FTR response in the presence of a strong drive at𝜔d = 𝜔c−Ωm.bDetailed,
low-bandwidth scan of the frequency range around Ω = Ωm (dashed area in a). A peak in
the microwave transmission appears as the detuning coincides with the mechanical reso-
nance frequency, the transparency signature of EMIT. The peak is fitted to Eq. (5.9) assum-
ing a coupling rate 𝑔0/2𝜋 = 9.73 kHz to extract the cavity photon occupation �̄�c = 1.35.
The shown measurements are performed in an in-plane field of 𝐵ip = 15mT and with a
drive power of 𝑃d = 0.95 fW.

Experiment To observe the EMIT signature experimentally, we initially bias
the device at the desired value of 𝐵ip and tune the FTR to a suitable work-
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ing point. For the presented experiment, we choose 𝐵ip = 15mT and
𝜔c/2𝜋 ≈ 7GHz, to allow direct comparison with the previous frequency
noise calibration experiment. Subsequently, we conduct a simple microwave
transmission scan with the VNA to record the resonance response of the FTR
and use our standard fitting procedure to extract𝜔c and the linewidths 𝜅int,𝜅ext
at the specific working point. Based on this data, we frequency-lock the cavity
and apply the ideally detuned drive tone at 𝜔d = 𝜔c −Ωm.

With the strong drive now interacting with the device, we repeat themicrowave
transmission measurement around resonance. An exemplary trace is depicted
in Fig. 5.10a, where a sharp peak is visible within the absorption dip of the FTR
resonance. This reduction of absorption is the signature of EMIT. However,
to properly resolve and analyze the EMIT signal, we conduct a more detailed
VNA scan with a low measurement bandwidth (1Hz to 10Hz) across a small
frequency window centered around 𝜔d +Ωm. The result of the detailed scan is
shown in Fig. 5.10b, where a Lorentzian peak in the microwave transmission is
discernible. For both scans, we perform the background correction discussed
in Sec. 4.2.1.

To quantify the effect and the underlying electromechanical interaction,
we repeat the experiment for a range of microwave drive powers from
𝑃d = 0.1 fW to 1 fW and fit the measured traces to Eq. (5.9) using the FTR
parameters extracted from fits to the wideband scans2 (cf. panel a) and the
mechanical parameters Ωm and Γm determined in Sec. 5.1.3. Notably, we have
two options regarding the choice of free fit parameters:

1. Assuming photon number �̄�c: Without prior knowledge of the single-photon
coupling rate 𝑔0, it is common to assume knowledge of the photon occu-
pation �̄�c, basedon the knowledgeof the experimental setup’s attenuation
chain, and use fits of Eq. (5.9) to the EMIT response to extract 𝑔0.

2. Assuming the coupling rate 𝑔0: Sincewe have already determined a value for
𝑔0 using the thermal noise calibration (Sec. 5.2.1), we can assume 𝑔0 to be
known and use fits of Eq. (5.9) to the EMIT response to extract �̄�c at each
microwave power.

2To extract the FTR parameters (𝜅,𝜅ext), we fit the wideband scans using the circle-fit Eq. (4.1).
Alternatively, Eq. (5.9) with 𝑔0 = 0 can be used as fit model. We have compared both models
on experimental data and verified that they return equivalent results. The circle-fit proved
more reliable due to the additional background correction terms.
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If the resulting values for �̄�c and 𝑔0 fromboth approaches show agreement, this
would indicate that the underlying assumptions are consistent, in particular
with respect to the photon number calibration. Crucially, the comparison of
the twomethods can only yield reliable results if the initial assumptions can be
considered independent. In our case, since the thermal noise calibration does
not depend on knowledge of �̄�c, this requirement is in principle fulfilled.
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Fig. 5.11.: Fit results of power-dependent EMIT signatures under different initial assumptions.
a Single-photon coupling rate 𝑔0 extracted fromEMIT signatures at various drive powers 𝑃d
using fits to Eq. (5.9). In a, �̄�c is treated as a known input parameter, calculated according to
Eq. (2.80). The solid line and shaded area illustrate the mean value and standard deviation,
respectively. In b, we analyze the same dataset, but treat �̄�c as a free fit parameter and
𝑔0 as a known input with 𝑔0/2𝜋 = 9.73 kHz, as extrapolated from the thermal calibration.
Additionally, the calculated values for �̄�c, as used as input parameters in a, are shown in
orange for comparison. Solid lines are linear fits to the data. Error bars are uncertainties of
the fits. FTR parameters (𝜅, 𝜅ext) used in the model are extracted for each power by circle
fits to the resonance signature. Other parameters are re-used frompreviousmeasurements:
K/2𝜋 = −2.87MHz and Γm/2𝜋 = 15Hz. The measurements are performed at 𝐵ip =
15mT and 𝜔c/2𝜋 ≈ 7GHz.

We first perform the EMIT analysis using the first approach, where we as-
sume knowledge of the photon number and use it as a fixed input parameter.
To this end, we calculate �̄�c for each input power according to Eq. (2.80), where
we assume a total attenuation to the sample of 86.2 dB and a Kerr non-linearity
of K/2𝜋 = −2.87MHz. The extracted values for the electromechanical single-
photon coupling rate 𝑔0 are presented in Fig. 5.11a and remain largely constant
as a function of the used input power. From themean value of the power series
we extract a coupling rate of 𝑔0/2𝜋 = (17.02 ± 1.57) kHz.

For the second approach, we need to calculate the expected value of 𝑔0 based
on the thermal noise measurement. In order to make a valid prediction, we
need to take the different working points of the two experiments into account
(𝜔c/2𝜋 = 7GHz for EMIT vs. 6.9GHz for the thermal noise measurement). To
this end, we rescale the previous result by the flux responsivity 𝜕𝜔c/𝜕Φ at the
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working point it was acquired, which we look up from the flux-tuning curves
in Sec. 5.1.1, and receive 𝑔th0 /2𝜋 = (14.31 ± 1.18) kHz · 3.745.5 = (9.73 ± 0.80) kHz.
Subsequently, we repeat the analysis and fit Eq. (5.9) to the experimental EMIT
data, now using 𝑔th0 /2𝜋 = 9.73 kHz as a fixed input parameter and finding
the best fit value for �̄�c. The results are presented in Fig. 5.11b, along with the
calculated values of �̄�c according to Eq. (2.80) for comparison.

We now compare the values of �̄�c that were extracted using the second ap-
proach to the calculated values from the first approach in order to evaluate
whether the results are in agreement. We observe linear scaling of the photon
number �̄�c with power in both datasets and generally higher photon numbers
extracted from the fits compared to the calculation. From linear fits to the
data, we find slopes of 1.61 fW−1 and 0.53 fW−1 for the fitted and calculated
values, respectively. Division of the two slopes reveals that the results of the
two methods differ by a factor of 3. If we attribute the entire discrepancy to a
wrongly assumed attenuation, it would translate into a real attenuation that is
4.7 dB smaller than assumed for the calculation. This deviation significantly
exceeds what can be considered a reasonable uncertainty in the estimation of
the attenuation chain or what would be caused by a wrongly estimated Kerr
non-linearity. Moreover, the photon numbers based on the thermal calibration
would imply a real attenuation that is smaller than what is specified for the
used microwave components, which appears unlikely. Therefore, we conclude
that there is likely a physical explanation for the discrepancy between the
coupling rates extracted by the two different experimental approaches. This
aspect will be further explored in the next section.

To conclude the introduction of the EMIT experiment, we evaluate the single-
photon coupling rate extracted from EMIT against the theoretical prediction.
Using Eq. (2.96) once more, with identical parameters aside from an adjusted
flux responsivity 𝜕𝜔c/𝜕Φ = 2𝜋 · 3.74GHz/Φ0, we calculate the expected 𝑔0
to

𝑔theory0 /2𝜋 = 29.52 kHz . (5.10)

Compared to the result of the thermal noise calibration experiment, we find
a less severe but still significant deviation from the theoretically expected
value.
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5.2.3 Magnetic field scaling

Having introduced both experimental approaches for determining 𝑔0, we now
investigate the evolution of the electromechanical coupling strength – and
potentially, the discrepancies between the two experimental techniques previ-
ously observed – with increasing external magnetic fields. The expectation is
straightforward: According to Eq. (2.96) we anticipate 𝑔0 to scale linearly with
the externally applied field 𝐵ip. In fact, the prospect of achieving single-photon
coupling rates exceeding hundreds of kHz simply by subjecting a device to a
strong enough magnetic field has been a key motivation for the realization
of inductively coupled electromechanical devices. Initial experimental real-
izations have indeed confirmed the linear scaling of 𝑔0 for externally applied
fields up to 10mT [56, 57]. However, combining ever stronger magnetic fields
and superconducting circuits is bound to be a non-trivial task, especially as the
employed field strengths approach the critical fields of the superconducting
material. Having confirmed that the aluminum superconducting CPW res-
onators used in our device can in principle withstand in-plane fields upwards
of 100mT [158] and with our setup’s 3D-vector magnet being ideally suited
to apply strong magnetic fields without heating the DUT, we want to take
the opportunity to extend the investigation to magnetic fields exceeding the
previously studied 10mT range.
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Fig. 5.12.: Electromechanical coupling rate in high magnetic fields. Single-photon coupling rate 𝑔0,
extracted from EMIT (blue) and thermal noise (red) measurements at magnetic fields up
to 40mT. The left axis shows all values rescaled to a flux-responsivity of 𝜕𝜔c/𝜕Φ = 2𝜋 ·
5GHz/Φ0, while on the right axis the values are normalized by their respective 𝜕𝜔c/𝜕Φ.
The orange line is a theoretical prediction calculated according to Eq. (2.96)with the device
parameters listed in the main text, resulting in a slope of 2𝜋 · 2.63 kHz/mT. The blue line is
a linear fit to the EMIT data with a slope of 2𝜋 · 1.52 kHz/mT. We generally observe lower
coupling rates than theoretically predicted and find an increased discrepancy between the
two measurement methods towards high fields.
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To this end, we perform both thermal calibration measurements as discussed
in Sec. 5.2.1 and EMIT measurements as introduced in Sec. 5.2.2 at various
in-plane magnetic fields ranging from 𝐵ip = 6.2mT to 40mT. The coupling
rates extracted from each of the measurements are summarized in Fig. 5.12,
along with a theoretical prediction according to Eq. (2.96). To ensure a valid
comparison between different experiments and operating points, we rescale
all coupling rates to a flux responsivity of 𝜕𝜔c/𝜕Φ = 2𝜋 · 5GHz/Φ0 on the left
axis and normalize them by 𝜕𝜔c/𝜕Φ on the right axis. This step is crucial to ac-
count for the field-dependent inductances that alter the flux-tuning behaviour
of the FTR, as discussed in Sec. 5.1.1. Due to the change in inductance, even
measurements conducted at nominally identical operating frequencies 𝜔c do
not correspond to the same flux bias Φb and flux responsivity 𝜕𝜔c/𝜕Φ, when a
different 𝐵ip is applied.

From Fig. 5.12, we make two primary observations: First, while EMIT and
thermal calibration measurements exhibit reasonable agreement at low fields,
they quickly begin to diverge significantly as 𝐵ip is increased. In particular, the
coupling rates observed in thermal calibration experiments seem to saturate
around 25mT and do not increase further. The 𝑔0 values determined by EMIT
on the other hand show an approximately linear increase until 35mT, reaching
a maximum coupling rate of 𝑔0/2𝜋 = (53.71 ± 2.91) kHz, or (59.22 ± 3.21) kHz
when rescaled to a flux responsivity of 𝜕𝜔c/𝜕Φ = 2𝜋 · 5GHz/Φ0. This is, to the
best of our knowledge, the highest single-photon coupling strength reported
in an electromechanical system to date. Increasing 𝐵ip further to 40mT leads
to stronger signs of degradation in the flux-tuneable resonator, manifested as
rising loss rates and an increasingly challenging stabilization against flux noise.
Consistent with this observation is the reduced electromechanical coupling
strength extracted from the EMIT experiment at 𝐵ip = 40mT.

The second notable observation from the field dependent analysis is that,
irrespective of measurement type and even for relatively small magnetic fields
(𝐵ip < 10mT), experimentally determined values for 𝑔0 remain significantly
below the theoretical predictions. According to Eq. (2.96), we expect 𝑔0 to scale
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linearly with 𝐵ip at a rate of 2𝜋 · 2.63 kHz/mT (illustrated by the orange line)3.
However, fitting the EMIT data with a linear function yields a best fit of

𝑔EMIT
0 /2𝜋 = 1.52 kHz/mT · 𝐵ip , (5.11)

i.e. only 52% of the expected value.

Based on the experience gathered through the experiments of this work,
we hypothesize that the lower-than-expected coupling rates are related to fast
external flux noise, which the active feedback system does not fully compen-
sate. Both measurement techniques rely on precise placement of a drive tone
with a fixed detuningΔ relative to the FTR resonance. If flux noise causes rapid
and temporary shifts in the FTR’s resonance frequency, Δ will change as well,
potentially affecting measurement outcomes. Since both techniques require a
significant number of averaged samples to achieve sufficient signal-to-noise
ratios, temporary shifts in the effective detuning due to flux noise may not
immediately cause the measurement to fail in an obvious fashion, but rather
add incrementally to missing or lower signals in individual samples, which can
eventually translate to a smaller effective coupling rate in the averaged result.
The thermal calibration technique is likely to suffer more severely from this
effect, since themeasurement duration and average counts are generallymuch
larger compared to EMIT. To provide an intuition: For the thermal calibration
method, data acquisition at a single temperature point can take up to 3 hours,
while a power-dependent EMIT measurement like the one shown in Fig. 5.11
takes roughly 1 hour to complete.

In summary, it appears that the experimentally determined coupling rates
are not fundamentally limited to values far below the theoretical prediction
but suffer from a lack of short-term stability in experimental conditions. Faster
measurements with fewer averages seem better suited to recover the actual
coupling rate. In our case, this observation partly reaffirms the advantage of
having two complementary methods to determine 𝑔0. The thermal calibration
can be used at small 𝐵ip to verify EMIT results and achieve an accurate photon
number calibration. Once the relevant photon numbers are calibrated, EMIT
measurements, with their shorter duration, are the preferred tool to extract 𝑔0
at higher fields.

3For the model calculation, we have used Ωm/2𝜋 = 5.81MHz, 𝑥zpf = 40 fm, 𝜕𝜔c/𝜕Φ = 2𝜋 ·
5GHz/Φ0 and 𝛾 = 0.9.
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5.3 Low-power sideband cooling to the single-phonon
level

Due to the versatile nature of the optomechanical interaction, a vast array of
implementations have shown considerable success in the investigation and
control of mechanical oscillations near the fundamental quantum limits [22].
However, even with this large trove of experience to build upon, bringing
mechanical systems into the quantum regime, where the mode population
approaches individual quanta of motion, remains a non-trivial task. Due
to the comparatively low frequencies of most mechanical oscillators, they
exhibit a high thermal population on the order of several hundred phonons,
even at millikelvin temperatures. In combination with the low single-photon
coupling rates achieved even by state-of-the-art optomechanical devices, this
makes relatively large pump powers necessary to reach a sufficient interaction
strength [32]. However, considering the potential of devices implementing
flux-mediated inductive coupling to realize significantly higher single-photon
coupling rates than previously possible, cooling to the quantum ground state
using much lower pump powers becomes theoretically feasible.

In this section, we introduce the optomechanical sideband cooling protocol
commonly used to achieve ground state preparation, provide a quantitative de-
scription for its effects and implement it experimentally on our SQUID-based
electromechanical device. Thanks to the unprecedentedly large single-photon
coupling strength of up to 𝑔0/2𝜋 ≈ 53 kHz, we demonstrate cooling of a nanos-
tring’s mechanical motion down to individual quanta of motion with ultra-low
powers equivalent to less than a single photon occupying the microwave
cavity.

5.3.1 Cooling protocol

The experimental protocol to perform optomechanical sideband cooling is il-
lustrated schematically in Fig. 5.13. A strongmicrowave drive tone𝜔d is applied
at the ideal red-sideband detuning Δ = −Ωm relative to the FTR resonance
frequency 𝜔c. The configuration of microwave tones is nominally identical to
the EMIT experiment discussed in Sec. 5.2.2, and in fact, both experiments rely
on the same underlying scattering process. The electromechanical coupling
between the electromagnetic field in the FTR and themechanicalmotion of the
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Fig. 5.13.: Schematic illustration of optomechanical sideband cooling. A strong microwave drive
tone 𝜔d is applied at the ideal red-sideband detuning Δ = −Ωm relative to the FTR reso-
nance frequency 𝜔c. The anti-Stokes field at 𝜔d + Ωm is generated by inelastic scattering
of the drive photons due to the electromechanical coupling. The scattering rate of the under-
lying process is enhanced by the density of states of themicrowave resonator, leading to an
asymmetric scattering rate that prefers the anti-Stokes over the Stokes process. Since every
upconverted photon removes the energy ℏΩm from the mechanical mode, it is effectively
cooled to a lowermode temperature. A veryweak stabilization tone at𝜔stab = 𝜔c−500 kHz
is used for active stabilization of the FTR.

nanostring oscillator enables a phonon-photon scattering process. Photons
at the drive frequency 𝜔d can be inelastically scattered to either 𝜔d − Ωm or
𝜔d +Ωm, creating or annihilating a phonon of frequencyΩm in the process.

In frequency space, this scattering process manifests itself as the appearance
of sidebands symmetrically placed around the drive frequency at the afore-
mentioned frequencies. Due to red-detuned placement of the driving tone,
the anti-Stokes sideband, comprising the upconverted photons at frequency
𝜔d + Ωm, coincides with the resonance signature of the microwave resonator.
On resonance, the photon density of states available for the scattering process
is significantly increased compared to the off-resonant case. Therefore, the
probability for a drive photon to be upconverted via the anti-Stokes process
is significantly higher than the reverse process of Stokes scattering to lower
frequencies. Since the energy needed for the upconversion process is provided
by the phonons populating the mechanical mode, every upconverted photon
removes the energy ℏΩm, or one quanta of motion, from the coupled mode of
the mechanical oscillator.
In this way, the microwave drive can be used to reduce the mechanical mode
population and cool the effective mode temperature. Conveniently, because
the scattered photons have interacted with the mechanical oscillator via the
optomechanical coupling, they are imprintedwith information on the position
of the mechanical oscillator [74]. This information can be retrieved by suitable
analysis of the photons at the output of the device.
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5.3.2 Quantitative description

For a quantitative description of the sideband cooling protocol it is sensible to
describe the energy loss induced by the optomechanical interaction as an addi-
tional loss rate Γopt of the mechanical system, such that

Γeff = Γm + Γopt (5.12)

where we use Γm as before as the undisturbed damping rate in the absence of
any drives.
Based on the optomechanical interaction hamiltonian in presence of a drive
field (cf. Eq. (2.97)), a quantitative expression for the additional damping rate
can be derived [22]

Γopt = 𝑔
2
[

𝜅

(Δ +Ωm)2 + 𝜅2/4 − 𝜅

(Δ −Ωm)2 + 𝜅2/4

]
, (5.13)

where 𝑔2 = 𝑔20�̄�c is the photon-enhanced coupling rate, proportional to �̄�c, the
microwave power expressed as average photon occupation of the FTR. We see
from Eq. (5.13) that the induced damping can become negative for positive de-
tunings, i.e. a blue-sideband drive. In this case, the scattering process will in-
troduce additional phonons into the mechanical mode, effectively heating the
system.
Additionally, one finds that the same interaction will also lead to a frequency
shift of the mechanical resonance, called the optomechanical spring effect

ΔΩm = 𝑔2
[

(Δ −Ωm)
(Δ −Ωm)2 + 𝜅2/4 − (Δ +Ωm)

(Δ +Ωm)2 + 𝜅2/4

]
. (5.14)

Notably, Eq. (5.14) vanishes entirely for a perfect detuning Δ = ±Ωm.

In order to predict the cooling effect on the mechanical mode, one can use a
simple, classical model of a harmonic oscillator which has an initial thermal
occupation �̄�thph and is subject to power-dependent additional damping Γopt.
The mode occupation will be cooled to [22]

�̄�ph = �̄�thph
Γm

Γm + Γopt
. (5.15)

However, as soon as quantum fluctuations and shot noise begin to become rel-
evant at low effective temperatures, this simple model reaches its limits.
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To faithfully describe the cooling experiments including those limiting effects,
a full quantummechanical model can be derived, yielding [32, 221]

�̄�ph = �̄�thph

(
Γm𝜅

4𝑔2
+ 𝜅2

4𝑔2 + 𝜅Γm

) [
1 + 𝑔2

Ω2
m

4𝑔2 + 𝜅Γm
4𝑔2 + 𝜅2

]
+ �̄�c

(
4𝑔2

4𝑔2 + 𝜅Γm

) [
1 + 8𝑔2 + 𝜅2

8Ω2
m

4𝑔2 + 𝜅Γm
4𝑔2

]
+ 8𝑔2 + 𝜅2

16Ω2
m

. (5.16)

Interestingly, the last term in Eq. (5.16) places a temperature-independent, fun-
damental limit on the achievable mode occupation, representing heating from
quantum backaction noise. As a consequence, ground state cooling is only
achievable for devices operating in the resolved-sideband regime (Ωm > 𝜅).
For our device, we find the last term to be on the order of 10−3 and expect only
a negligible contribution from it.

5.3.3 Experimental cooling results

Experimentally, we follow a procedure similar to the EMIT experiments dis-
cussed in the previous section. After flux- and field-biasing the device to the
desired configuration of 𝐵ip and Φb, we use a fast VNA scan to locate the
exact resonance frequency of the FTR via the fitting routine. Subsequently, the
frequency-lock is enabled based on the stabilizer tone 𝜔stab = 𝜔c − 500 kHz
and the drive tone is applied at (nominally) 𝜔d = 𝜔c −Ωm. We emphasize that
we generally do not assume the detuning Δ = 𝜔d − 𝜔c to be exact or constant
across the duration of the experiments. The frequency-locking is not perfect
and small drifts or constant offsets can appear. Therefore, we record and fit the
FTR resonance signature before and after every measurement, and verify that
we conduct the analysis using the correct detuning.

In order to extract information about the state of the mechanical oscillator, we
employ heterodyne downconversion of the transmitted drive tone and perform
spectral analysis of the anti-Stokes field. As previously described in Sec. 5.2.1,
wemakeuse of the frequencynoise calibrationprocedure to transform themea-
sured voltage spectrum into a calibrated frequency spectral density 𝑆𝜔𝜔 (Ω).
Subsequently, the spectra are transformed oncemore to displacement spectral
densities 𝑆xx (Ω) based on Eq. (4.4) and the previously determined values of 𝑔0.
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Fig. 5.14.: Optomechanical damping of the mechanical mode. a Thermal displacement spectral den-
sities 𝑆xx (Ω) of the investigated nanostring oscillator during a sideband cooling experi-
ment for three different drive powers, corresponding to �̄�c = 2.2, 7.3, and 25 photons,
respectively. The peak area decreases with drive power, indicating successful cooling of
the mode. The spectra are not artificially offset, the decreasing background is a feature of
the power-dependent imprecision noise (see main text). b,c Effective mechanical damping
rate Γeff (b) and relative frequency shift ΔΩm (c), extracted from fits of the displacement
spectra to Eq. (4.2) and shown as a function of drive power 𝑃d and corresponding resonator
occupation �̄�c. The orange shaded areas show the range predicted by model calculations
according to Eq. (5.13) (b) and Eq. (5.14) (c), assuming 𝑔0/2𝜋 = (3.739 ± 0.741) kHz, tak-
ing the uncertainty into account. The solid lines are best fits to the data with 𝑔0 as a free fit
parameter. The measurement is performed at 𝐵ip = 22mT.

For the first sideband cooling experiment we select an in-plane magnetic
field strength of 𝐵ip = 22mT and a relatively flat working point of 𝜔c/2𝜋 ≈
7.284GHz. Based on EMIT measurements at 24.75mT, we interpolate the ex-
pected single-photon coupling rate to 𝑔0/2𝜋 = (3.739±0.741) kHz. We employ
the analysis procedure detailed above and retrieve the displacement spectral
density 𝑆xx (Ω), which contains information about the displacement andmode
occupation of the nanostring, as a function of increasing drive power. Three
exemplary spectra are presented in Fig. 5.14a, where the corresponding powers
are expressed as the average resonator photon occupation �̄�c, calculated via
Eq. (2.80). We observe a reduction in peak area of the displacement spectra
with increasing drive power. As the peak area is proportional to the number
of phonons occupying the mechanical mode, this reduction already indicates
successful cooling.

To quantify the cooling effect, we fit the spectra to a Lorentzian lineshape
Eq. (4.2) and extract the effective damping rate Γeff and mechanical resonance
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frequency Ωm, illustrated in panels b and c, respectively. The substantial
increase in Γeff by more than an order of magnitude is consistent with a sig-
nificant additional energy dissipation due to optomechanical cooling. To
validate the quantitative description provided by the expressions for optome-
chanical damping and spring effect, we perform model calculations (orange)
according to Eq. (5.13) and Eq. (5.14) and compare them with the experimental
data. The calculations incorporate the interpolated single-photon coupling
rate 𝑔0/2𝜋 = (3.739 ± 0.741) kHz. To validate the interpolated value, we also
perform a fit to the same equations with 𝑔0 being a free fit parameter (solid
lines). In panel b, we observe reasonable agreement between the calculation
and the data, with most measured Γeff values falling within the uncertainty
range of the model. The best fit is achieved for 𝑔0/2𝜋 = 2.856 kHz, which is
slightly lower than the interpolated value, even considering its uncertainties.
The change in resonance frequency, presented in c, is well predicted by the
theoretical model and the best fit is achieved for 𝑔0/2𝜋 = 3.752 kHz, almost
identical to the interpolated value. The fact that the theoretical models for
optomechanical damping and spring effect, which arise from the same deriva-
tion, show different degrees of consistency with a single dataset, extracted
from a single fit, might appear surprising. However, as discernible from the
form of Eq. (5.13) and Eq. (5.14), and demonstrated in the comprehensive study
in Ref. [31], both optomechanical effects show a complex behaviour around
the ideal detuning Δ = ±Ωm, which makes the models very susceptible to
small errors in Δ in this regime. Although we attempt to determine Δ for the
calculation as accurately as possible, even a small relative frequency shift, i.e.
due to the flux-noise-related effects discussed throughout this work, can lead
to noticeable deviations.

Before proceeding with further analysis of the sideband cooling results, we
want to go on a brief excursion focused on noise levels and measurement sen-
sitivity in the previously presented cooling measurement. In the experimental
data presented in Fig. 5.14a, we observe a decrease in the background level of
the acquired displacement spectra with increasing drive power. This is a conse-
quence of the imprecision noise of the optomechanical measurement, caused
by shot noise in the detection process and expressed by the imprecision spec-
tral density 𝑆imp

xx (Ω), which is known to decrease with larger powers according
to 𝑆imp

xx ∝ 1/𝑃d [196]. The fact that we observe this decrease implies that our
measurement still operates in the imprecision-limited regime, where the total
added noise is dominated by 𝑆imp

xx . By further increasing the drive power, we
would expect the total added noise to reach aminimum fundamentally limited
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by the standard quantum limit (SQL), given by 𝑆SQLxx = ℏ/(𝑚effΩmΓm) [222].
Going beyond this minimum towards even higher powers, backaction forces
acting on themechanical oscillator will cause the noise background to increase
again. For the highest drive power available in the presented experiment
(�̄�c = 25), the background of the displacement spectral density is found at a
level of

129 fm2/Hz = (2.55 ± 0.27) × 𝑆SQLxx , (5.17)

proving that our nano-electromechanical system is capable of performing near
quantum-limited displacement detection only a few quanta above the SQL.
Furthermore, with the imprecision noise being reduced to such low levels, the
nanostring turns into an extremely sensitive force sensor [223]. The sensitivity
to forces can be quantified as 𝑆FF(Ω) = 2𝑆xx (Ω)/|𝜒(Ω) |2 [196] with the me-
chanical susceptibility 𝜒(Ω). At the highest measured drive power, we find a
maximal on-resonance force sensitivity of√

𝑆FF(Ωm) = 1.36 aN/
√
Hz (5.18)

for a drive power of 24 fW. This value is close to the theoretical limit for the
force sensitivity on resonance, given by

√
𝑆min
FF =

√
4𝑘B𝑇𝑚effΓm = 0.5 aN/

√
Hz.

The demonstrated force sensitivity is comparable to other published results
of electromechanical devices [30, 196, 222]. However, due to the high single-
photon coupling rate in the kHz regime, we achieve these results with ultra-low
drive powers on the order of fW, several orders ofmagnitude lower than the pW
drives that were used in comparable experiments with capacitively coupled
electromechanical devices.

Returning to the discussion of the cooling experiment at hand, the signifi-
cant increase in the effective mechanical damping rate and the qualitative
agreement with the theoretical model strongly suggests that the cooling proto-
col is effective and the energy in the mechanical mode is gradually depleted as
the drive power of the red-sideband tone is increased. Now, to gain direct ac-
cess to the phonon occupation �̄�ph, we recall from Eq. (4.5) that the area of the
mechanical resonance signature in 𝑆𝜔𝜔 (Ω) can be related to the phonon occu-
pation of the mechanical mode according to 𝑆𝜔𝜔 (Ωm) Γm2 = 〈𝛿𝜔2〉 = 2𝑔20�̄�ph.
Since we now have some confidence in the interpolated value of 𝑔0, we can
use it as an input parameter to calculate �̄�ph = 〈𝛿𝜔2〉/(2𝑔20) for each of the
applied drive powers andquantify the effect of the optomechanical cooling. We
also know from a previous temperature dependent study that the mechanical
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oscillator does thermalize with the cryostat down to the lowest temperature (cf.
4.2.2), allowing us to calculate the thermal equilibrium occupation

�̄�thph = [exp (ℏΩm/𝑘B𝑇) − 1]−1 = 283 (5.19)

and use it as reference. The results of the calculation are presented in Fig. 5.15.
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Fig. 5.15.: Sideband cooling to individual quanta of motion. Average phonon occupation �̄�ph of the
nanostring’s out-of-plane mode as a function of applied drive power, expressed as photon
occupation of the microwave resonator �̄�c. The mode starts out in thermal equilibrium
with the cryostat at 𝑇 = 80mK and �̄�ph = 283 and is gradually cooled to a minimum of
�̄�ph = 3.92±0.46. Wemodel the power-dependent occupancy according to Eq. (5.16) using
only device parameters and 𝑔0/2𝜋 = 3.739 kHz, as extracted from EMIT experiments, and
find excellent agreement. We extrapolate themodel to higher powers and find that �̄�c = 110
would be necessary to cool the mechanical mode to the quantum ground state �̄�ph < 1
(blue shaded area). The orange shaded area signifies powers exceeding the bifurcation
treshold �̄�c,crit = 7.87 of the non-linear microwave resonator, according to Eq. (2.85).

Wefind that the investigatedmode of the nanostring oscillator has been cooled
to an average occupation �̄�ph = 3.92 ± 0.46, using a drive power equivalent to
�̄�c = 25 photons. We compare the experimental result to a model calculation
using Eq. (5.16), where we input the experimentally determined properties
of the FTR and the mechanical oscillator, and again assume the interpolated
coupling rate 𝑔0/2𝜋 = 3.739 kHz. The theoretical model shows excellent quan-
titative agreement with the experimental data. By extrapolating the model
towards higher powers, we can estimate the power necessary to cool the me-
chanical mode to �̄�ph < 1 phonon, i.e. to its motional quantum ground state.
For our experiment, the model suggests that a drive power equivalent to 110
photons would be sufficient to breach this threshold.

This result is noteworthy, as even with the relatively moderate coupling rate
chosen at this working point, the necessary power would be several orders
of magnitude lower than commonly employed to cool electromechanical
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systems into the quantum ground state [31]. Unfortunately, as discussed in
Sec. 2.3.4 the inherent non-linearity of our device sets a limit to the applicable
power, as the non-linear microwave resonator becomes bistable and shifts
in frequency, eventually causing the frequency stabilization to fail. We have
calculated the onset of bistability for our device and the current working point
withK/2𝜋 = −986 kHz using Eq. (2.85) and highlighted the bifurcation regime
in the plot. It is apparent that some of the experimental data points already lie
above the bifurcation point, but still follow the theoretical cooling model. This
observation indicates that operation of the device in a small region above bifur-
cation is possible and the critical photon number given by Eq. (2.85) does not
constitute a hard limit. However, further investigation is required to evaluate
and quantify the influence and limits placed on the optomechanical cooling
protocol by the Kerr non-linearity.
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Fig. 5.16.: Low-power sideband cooling. a Average phonon occupation �̄�ph of the mechanical mode
as a function of applied drive power, expressed as photon occupation �̄�c. The mode starts
out in thermal equilibrium at 𝑇 = 80mK and �̄�ph = 286 and is cooled to a minimum of
�̄�ph = 10.82 ± 0.80. We model �̄�ph according to Eq. (5.16) using 𝑔0/2𝜋 = 55.157 kHz,
and find excellent agreement. We extrapolate the calculation and find that �̄�c = 0.84would
be necessary to cool the system to the quantum ground state �̄�ph < 1 (blue shaded area).
The orange shaded area signifies the bifurcation regime of the FTR, according to Eq. (2.85).
b,c Effective mechanical damping rate Γeff (b) and relative frequency shift ΔΩm (c) as a
function of drive power 𝑃d and photon occupation �̄�c. The orange shaded areas show the
range predicted by model calculations according to Eq. (5.13) (b) and Eq. (5.14) (c), assum-
ing 𝑔0/2𝜋 = (55.157 ± 2.986) kHz, taking the uncertainty into account. The solid lines are
best fits with 𝑔0 as a free fit parameter. The measurement is performed at 𝐵ip = 35mT.

For a second experimental run of the cooling protocol we change the oper-
ating conditions of the device to produce a significantly higher single-photon
coupling strength. In particular, we increase the in-plane field to 𝐵ip = 35mT
and move to a steep working point 𝜔c/2𝜋 ≈ 6.9GHz. Under these conditions,
we expect 𝑔0/2𝜋 = (55.157 ± 2.986) kHz, as interpolated from an EMIT experi-
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ment at an adjacent working point. Apart from the changed working point, the
experiment is repeated exactly as described above. The final occupation num-
ber of the mechanical mode for each drive power is then once again extracted
from the peak area of the frequency spectral densities and plotted in Fig. 5.16a,
along with a model calculation according to Eq. (5.16).

With the even larger interaction strength achieved in this experimental set-
ting, the mechanical motion is cooled to an occupation of 10 phonons, using
a drive power equivalent to 0.76 photons or 0.1 fW. By extrapolation of the
model calculation, we predict the device to be able to prepare the quantum
ground state of the mechanical oscillator with a drive power equivalent to
just 0.83 photons (or ≈ 1 fW), again demonstrating the remarkable low power
capabilities offered by the inductively coupled device due to the large single-
photon coupling rates. According to our calculation via Eq. (2.85) using the
analytically calculated Kerr non-linearity K/2𝜋 = −3.395MHz, the relevant
photon numbers in this experiment do not exceed the bifurcation threshold
of the non-linear device. It is therefore likely that the enhanced sensitivity to
external flux noise at the highly responsive working point leads to a premature
failure of the stabilization protocol, which limits the applicable powers in this
experiment.

We also compare the evolution of the effective damping rate Γeff and the reso-
nance frequency change ΔΩm in Fig. 5.16b and c to their respective theoretical
models and find good agreement for both properties. In fact, the best fits to Γeff
and Ωm return single-photon coupling rates of 𝑔0/2𝜋 = (55.794 ± 0.245) kHz
and 𝑔0/2𝜋 = (59.067 ± 1.114) kHz, respectively, demonstrating good agree-
mentwith the interpolated value 𝑔0/2𝜋 = (55.157±2.986) kHz. Contrary to the
previous experiment, we find an increase inΩm with drive power. This is a con-
sequence of the detuning, which in this experiment is slightly less red-detuned
than the ideal detuning (i.e. Δ > −Ωm), leading to an opposite spring effect
compared to the previous experiment. This emphasizes the significance of the
knowledge and stable control over Δ for the sideband cooling experiment and
reinforces that our dynamic determination of 𝜅 and Δ allows our analysis to
perform well even in non-ideal scenarios.
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5.3.4 Conclusion

The two experiments presented in this section demonstrate the versatility and
potential of the inductively coupled architecture: Using the two independent
control fields, Φb and 𝐵ip, the fundamental properties of the device, includ-
ing the electromechanical coupling strength, can be tuned over several orders
of magnitude. The different regimes of interaction strengths directly translate
into different power ranges becoming accessible to the experimentalist. In par-
ticular, due to the high single-photon coupling strength that can be achieved
in the device, we could demonstrate cooling of a nanomechanical oscillator to
the regime of individual quanta with unprecedentedly low microwave powers
on the order of a single photon, several orders ofmagnitude belowwhat is com-
monly required. While the actual preparation of a quantummechanical ground
state in the electromechanical system remains currently limited by technical
obstacles, a clear path forward can be identified: External flux noise limiting
both long term stability and achievable coupling rate can be remedied with im-
proved shielding,which thedevice currently operateswithout. Additionally, the
Kerr non-linearity of next generation of devices can be engineered to a lower
value in order to increase the dynamic range available to the device, hopefully
pushing it beyondwhat is necessary to reach the quantumground state. Adjust-
ment of the dynamic range can for example be achieved by replacing the single
SQUID by a linear array, which dilutes the non-linearity [124].
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5.4 Exploiting backaction for mechanical frequency
control

In the previous experiments and discussions, we have focused our attention
on the effects that the addition of a mechanically compliant SQUID and its
non-linear inductance has on amicrowave resonator, in particular how theme-
chanical oscillation leads to a dynamic modulation of the FTR resonance fre-
quency via flux-mediated inductive coupling. In these discussions, the focus
was placed on the response and dynamics of the microwave component, since
this is the element that is activelyprobed in experiments via externalmicrowave
drive signals. However, we can also consider how the mechanical resonator
in the coupled system is affected via the optomechanical interaction when we
use said microwave tones to measure the state of the system. Such effects of
themeasurement field on the individual system components are commonly re-
ferred to as backaction.
In this section, we present a focused investigation into backaction effects in
the previously studied SQUID-based nano-electromechanical device. We show
that the resonance frequency of the mechanically compliant string embedded
into the SQUID loop can be controlled in two different ways: (i) the bias mag-
netic flux applied perpendicular to the SQUID loop, (ii) the magnitude of the
in-plane bias magnetic field contributing to the electromechanical coupling.
These findings are quantitatively explained by the Lorentz-force based induc-
tive interaction contributing to the effective spring constant of the mechani-
cal resonator. In addition, we observe a residual field dependent shift of the
mechanical resonance frequency, which we attribute to the finite flux pinning
of vortices trapped in the magnetic field biased nanostring. To gain a deeper
understanding of the vortex formation in the complex geometry of the multi-
layered nanostring, we conduct additional experiments into themagnetic field
dependence of the observedflux-pinning effect. Finally, we report on early indi-
cations that the investigated electromechanical system is potentially sensitive
enough to detect the formation or movement of individual flux vortices.

Parts of the results presented in this section have been published in Mechanical frequency
control in inductively coupled electromechanical systems. T. Luschmann et al. Scientific Re-
ports 12 1608 (2022) [157]. Some of the figures and text have been adapted from the publi-
cation.
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5.4.1 Lorentz force backaction on the nanostring oscillator

Backaction can take many forms and is found in a variety of different systems: From
photon radiation pressure in optical [224] or microwave [31] cavities to electron tun-
neling in single-electron transistors [29] or carbon nanotubes [225]. In this section,
we will explore a more system-specific backaction effect based on the Lorentz force,
which arises from the geometry of the mechanically compliant SQUID in the flux-
mediated coupling scheme architecture: As we have discussed in Sec. 2.2.4, a SQUID is
fundamentally a superconducting loop, which – in order to fulfill boundary conditions
imposed by fluxoid quantization – is threaded by shielding currents, whose polarity
andmagnitude depend on the external flux currently present in the SQUID loop. Since
the source of the external flux is generally an associated magnetic field, the leads of
the SQUID are current carrying conductors in an external magnetic field. It is clear
that the charge carriers must be subject to the classical Lorentz force 𝐹L = 𝐵ip𝑙𝐼(Φ)
proportional to the flux-dependent circulating current 𝐼(Φ) and the length of the
string 𝑙. In a standard, non-mechanically compliant SQUID, this force is compensated
by the superconductors attachment to the substrate. However, in our scenario, the
SQUID consists of freely suspended nanostrings, whose equilibrium position will be
influenced by the presence of the additional force. Moreover, as the area of the SQUID
perpendicular to 𝐵ip and therefore the total flux Φ is modulated by the mechanical
motion of the nanostring, the Lorentz force will not remain static, but itself become
displacement-dependent, leading to a restoring force on themotion of the nanostring.
This constitutes an effective change in the string’s stiffness and hence a modification
of the mechanical resonance frequency.

To obtain a quantitative description of the Lorentz force backaction on the nanos-
tring, we follow Ref. [38] and describe the electromechanical system in terms of the
mechanical displacement 𝑋 and the center-of-mass coordinate 𝜑+ = (𝜙1 + 𝜙2)/2 of
the SQUID, where 𝜙1 and 𝜙2 are the phase differences across the Josephson junctions.
The resulting Hamiltonian can be written as

𝐻 =
𝑚eff ¤𝑋2

2
+ 𝑚effΩ

2
m𝑋

2

2
+

𝐶Φ2
0

2(2𝜋)2 ¤𝜑+
2 + 𝐸(𝜑+, 𝑋) . (5.20)

Here, 𝐸(𝜑+, 𝑋) represents the potential energy of the SQUID, while other variables
are defined as before. As the resonance frequency of the microwave cavity is much
larger than the mechanical resonance frequency (𝜔c � Ωm), the system operates in
the dispersive limit and the mechanical displacement along with the corresponding
flux change can be considered as static on the timescales relevant for the SQUID dy-
namics. In this limit, the SQUID can be approximated as a harmonic oscillator and
an expansion of its potential energy in terms of the phase up to second order can be
performed. The resulting phase-dependent terms describe the dynamic interaction of
the electromechanical system, which eventually lead to the radiation pressure interac-
tion, whichwe already discussed in Sec. 2.5.2. To investigate themechanical resonance
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frequency, we instead focus on the phase-independent term in the expansion, which
induces a static, but flux-dependent shift of the uncoupled mechanical resonance fre-
quencyΩ0 towards an effective frequencyΩm. Therefore one obtains [38]

Ωm =

√√
Ω2
0 +

4𝐸J𝜋2𝐵2ip𝑙
2𝛾2(1 −𝛼2) [cos4(𝜙b) −𝛼2 sin4(𝜙b)]

𝑚eff𝑆30
. (5.21)

Here, 𝐸J = ℏ(𝐼1 + 𝐼2)/4𝑒 is the SQUID average Josephson energy with 𝐼1,2 representing
the critical currents of the individual Josephson junctions, 𝑚eff the effective mass of
the string and 𝛾 its shape factor, as already used in Eq. (2.96). Furthermore, we have

introduced 𝑆0 =
√
cos2(𝜙b) +𝛼2 sin2(𝜙b) with the normalized bias flux 𝜙b = 𝜋Φb/Φ0,

which is generated by the control field 𝐵OOP. The asymmetry parameter 0 < 𝛼 < 1
accounts for non-identical Josephson junctions in the SQUID and is defined by 𝐼1 =
𝐼0(1−𝛼) and 𝐼2 = 𝐼0(1+𝛼) with the average critical current 𝐼0 = (𝐼1 + 𝐼2)/2. Wewant to
emphasize strongly that this type of backaction is different from the shift inΩm caused
by the opto-mechanical interaction [22, 31].

5.4.2 Experiment and initial results

In order to investigate the impact of the electromechanical system on the mechanical
subsystem’s frequency, we need to analyze the properties of the mechanical resonator
as function of Φb and the in-plane bias field 𝐵ip. To this end, we first bias the device
at the desired 𝐵ip and then perform microwave spectroscopy at different working
points (i.e. values of Φb). The spectroscopy experiments are performed as discussed
in Sec. 4.2.2, with a probe tone resonant with the microwave resonator (𝜔p = 𝜔c(Φb)).
The on-resonance configuration of the probe tone is used to avoid any frequency
shifts due to the optomechanical spring effect (as evaluated in Sec. 5.3). Additionally,
the weak stabilizer tone, which forms the basis for the frequency locking technique is
applied at 𝜔stab = 𝜔c(Φb) + 500 kHz. The resulting thermal displacement spectrum,
in the form of the voltage spectral density 𝑆UU(Ω) is then fitted to 4.2 to extract the
mechanical resonance frequencyΩm.

Fig. 5.17a shows the recorded voltage spectral density for various flux bias points
and a fixed 𝐵ip of 35mT. Additionally, we illustrate the flux-tuning behaviour of the
microwave resonator in panel b, with the flux bias points corresponding to the spectra
shown in a highlightedwithmatching lines. Based onEq. (5.21), we expect an evolution
of Ωm with flux bias Φb, and indeed, similar to the behavior of the FTR, the position
of the peak, i.e. the mechanical resonance frequency, appears to shift towards lower
frequencies as the flux bias applied to the SQUID is increased.

To quantify the effect with respect to both the in-plane magnetic field and bias
flux applied to the device, we repeat the previously described experiment at various
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Fig. 5.17.: Flux-dependent mechanical frequency shift. a Voltage power spectral density of the de-
modulated probe tone, analyzed around its anti-Stokes peak at various flux bias points (see
labels next to the data trace) for a fixed in-plane field of 𝐵ip = 35mT. The spectra are off-
set by 0.3𝜇V2/Hz for clarity. The Lorentz-shaped mechanical resonance features shift to
higher frequencies by roughly 1 kHz as the normalized flux bias is decreased. b Calibrated
microwave transmissionmagnitude |𝑆21 |2 of the FTR as a function of the biasΦb/Φ0. The
FTR’s resonance signature is visible as a dark blue feature. Colored dashed reference lines
correspond to the flux bias points at which the mechanical spectra are analyzed in detail
and presented in a.

flux bias points Φb covering the full periodicity of the microwave resonator frequency.
In addition, we repeat these flux sweeps for various in-plane magnetic fields ranging
from 6.2mT to 35mT. The extracted mechanical resonance frequencies are plotted in
Fig. 5.18a. We note that the electromechanical coupling is strongly suppressed at small
flux bias (|Φb/Φ0 | < 0.1). Therefore, to verify the data in this regime, a piezoelectric
actuator attached to the sample was used to resonantly drive the mechanical motion
and increase the signal strength.
From the plotted experimental data, we see thatΩm approximately shows a parabolic
tuning behavior with respect to the applied flux bias. We find a maximum tuning of
roughly 1 kHz at the maximum applied in-plane field, 𝐵ip = 35mT. We compare these
results with the theoretical prediction by fitting the data to Eq. (5.21), choosing 𝐸J and
Ω0 as the only free fit parameters. The SQUID asymmetry is fixed to a small value
of 𝛼 = 1% to account for minor fabrication deviations of the Josephson junctions,
while the remainder of the device parameters is re-used from the previously presented
experiments (cf. App. A.1). The resulting model precisely describes our experimental
findings, confirming the hypothesis that the shift of the mechanical resonance fre-
quency Ωm is indeed caused by the Lorentz force acting on the nanostring within the
SQUID. The good reproduction of the data by themodel also suggests that themechan-
ical resonance frequency can be tuned quasi-continuously to any point described by
Eq. (5.21). However, an analysis of the determined fit parameters plotted in Fig. 5.18b
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reveals that the uncoupled resonance frequency Ω0 increases by several hundred Hz
as 𝐵ip is increased, an effect that is not accounted for by the theoretical description of
the electromechanical system.
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Fig. 5.18.: Quantitative investigation of the frequency tuning. Extracted mechanical resonance fre-
quency Ωm as a function of Φb, measured at different in-plane fields 𝐵ip ranging from
6.2mT to 35mT. Open circles correspond to thermal motion measurements, while trian-
gular data points are acquired with a piezoelectric actuator resonantly driving the mechan-
ical motion. Lines are fits to the data according to Eq. (5.21). b Ω0 (and ΔΩ0 in reference
to the value at zero-field) extracted from the fits along with a power-law fit (black line) re-
vealing Ω0 ∝ 𝐵1.81. The increase suggests an additional contribution not included in the
presented model and is discussed in the main text. c Re-measured flux-dependency ofΩm
at 𝐵ip = 35mT for a reference measurement (blue squares), and second measurement
(red crosses) where Φb was increased such that the SQUID loop contains two additional
flux quanta Φ0. Both datasets were fitted independently according to Eq. (5.21) (dashed
lines). In all panels, statistical error bars are smaller than the symbol size.

We want to emphasize the distinction between this unpredicted in-plane magnetic
field dependence in Ω0 and the frequency tuning behaviour attributed to the Lorentz
force: The change in mechanical frequency depending on the bias flux Φb, as mea-
sured and modelled in Fig. 5.18a, is well understood as a consequence of the Lorentz
force acting on the oscillating nanostring. It can be described either by Eq. (5.21) or
using a slightly different derivation as found in Ref. [56]. Both descriptions share
the same physical origin, i.e. a change in the SQUID’s circulating current due to the
displacement of a mechanical element, which in turn experiences an effective spring
stiffening.
Our comprehensive study of the mechanical resonance frequency as function of both
the in-plane bias field and the bias flux controlling the inductance of the SQUID allows
us to quantitatively account for this Lorentz force based mechanism. By comparing
this quantitative model with our experimental data, we can distinguish and extract
the additional, field-dependent shift of Ω0, which is not accounted for by either of
the above mentioned theoretical models. Consequently, we calculate ΔΩ0, using
Ω0(0mT) as a reference and present the result in Fig. 5.18b.
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5.4.3 Residual frequency shift

Confronted with the unknown physical origin of the additional mechanical fre-
quency shift, we investigate various scenarios which could lie at the origin of the
𝐵ip-dependence of Ω0. In the following we elaborate on each of the hypotheses and
our conclusions:

Hypothesis 1: Volume change One possible mechanism to influence the mechanical
resonance frequency is given by the volume change observed in superconductors, as
the externally applied field approaches the critical field of the respectivematerial [226].
In this case, a change in the length of the superconducting aluminum string would
translate linearly to a change of resonance frequency according to Eq. (2.27). However,
the commonly reported length changes on the order of Δ𝑉/𝑉 ≈ 10−8 [226] are several
orders of magnitude too small to explain the observed frequency shifts ΔΩm/Ωm ≈
10−4. More critically, one would expect the length of the superconductor to increase
with the applied field, and therefore reduce the string’s resonance frequency, contrary
to the observed effect, leading us to rule out this theory.

Hypothesis 2: Higher order optomechanical interactions In our discussion of the op-
tomechanical coupling in Sec. 2.5.1, wehave limited the discussion to interaction terms
linearly proportional to the mechanical displacement (𝑏† + 𝑏). However, based on the
theoretical description, higher order terms do exist, in particular the quadratic cou-
pling, which links the frequency shift of the microwave resonator to the square of the
displacement (𝑏† + 𝑏)2 via the coupling rate 𝑔 (2)0 [227]. The quadratic coupling in our
system is generally much smaller than the first-order radiation pressure coupling that
we focus on, and it canbe challenging todecoupleboth effects in the analysis. Nonethe-
less, it canbe observed experimentally, particularly inmembrane-in-the-middle exper-
iments, where the quadratic term is dominant due to geometry [224]. Translated to our
case of flux-mediated electromechanical coupling, the corresponding quadratic inter-
action would result in a quadratic dependence ofΩ0 on 𝐵ip, as observed in our experi-
ment. However, for our device parameters, we can calculate the expected coupling rate
𝑔 (2)0 to be on the order of few Hz. Conversely, to explain the observed frequency shift
would require a coupling 𝑔 (2)0 on the order ofMHz. Hence, we conclude this hypothesis
to be implausible.

Hypothesis 3: Magnetic torque We also consider that the flux captured by the SQUID
loop and the corresponding magnetic moment could give rise to a modification of the
mechanical frequency if the device acts as a torquemagnetometer. In this scenario, the
flux captured by the SQUID loop would interact with the external magnetic field via its
own magnetic moment 𝑚SQ. This could lead to effects within the device known from
cantilever torquemagnetometry [228–230]. The loop, which can be well approximated
as a single square coil, hosts a magnetic moment 𝑚SQ due the presence of captured
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flux. This 𝑚SQ points along the out-of-plane direction of the chip [231]. Under the as-
sumption of a slightly imperfect alignment of the magnetic field, which we already es-
tablished to be very likely in our setup (cf. Sec. 4.3) the torque 𝜏 = 𝑚SQ × 𝐵ip can be
associated with a position dependent force on the string, which could be responsible
for the shift in resonance frequency. Since the magnetic moment arises from the flux
captured in the SQUID, the effect of this torque would be expected to depend on the
number of flux quanta in the SQUID loop.
To investigate this hypothesis, we perform additional measurements probing the me-
chanical frequency of the system at different flux bias points, separated by more than
1 Φ0, which correspond to a different number of flux quanta present in the SQUID
loop. The data is presented in Fig. 5.18c. The resulting Ω0/2𝜋 = 5.800 36MHz, again
extracted from fits to Eq. (5.21), is identical for both datasets, suggesting that the ob-
served frequency shift does not depend on the number of flux quanta in the SQUID
loop, invalidating the magnetic torque hypothesis.

Hypothesis 4: Flux-line-lattice elasticity Finally, we find parallels in our experimental
observations to the results of vibrating reed experiments, which were able to measure
the stiffness of the flux line lattice (FLL) in type-II superconductors and its influence
on mechanical properties [232, 233]. In particular, the FLL can exhibit quasi-elastic
properties, couple to the motion of the atomic lattice and hence influence the me-
chanical resonance frequency. Theunderlyingmechanismcanbe explained as follows:

In type-II superconductors, in the presence of a sufficiently strong external mag-
netic field, magnetic flux penetrates the material in the form of flux lines [234]. This
phenomenon is observed when the external fields lie between 𝐵c1 and 𝐵c2, represent-
ing the lower and upper critical fields, respectively. Each of these flux lines manifests
itself by a normal conducting core enveloped by circulating currents. Notably, every
flux vortex carries exactly one quantumof flux,Φ0. Within thematerial, these flux lines
anchor themselves at pinning sites, typically impurities or defects in the crystal lattice,
forming a structured flux line lattice. As the superconductormoves within the external
field, the anchored flux lines bend in response. This bending elongates the field lines,
increasing the magnetic energy, which can also be expressed as a magnetic line ten-
sion or energy per unit length. This tension introduces an additional restoring force,
elevating the mechanical resonance frequency. For flux lines that are rigidly pinned,
the line tension and the subsequent frequency increase are directly proportional to 𝐵2

[235]. However, if the flux lines are allowed to shift relative to their pinning centers, the
frequency increase is less pronounced.
The interaction strength between the flux lines and the atomic lattice is captured by the
Labusch parameter (or elastic constant)𝛼L(𝐵,𝑇). This parameter can be visualized as
the spring constant of a combined system of flux line and pinning site. For minimal
pinning forces, the resonance frequencyΩm of a reed in an external field was found to
follow [233]

Ω2
m = Ω2

0 +
𝛼L(𝐵,𝑇)

𝜌
. (5.22)
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Here, Ω0 denotes the resonance frequency without an external field, and 𝜌 is the
material’s density. This equation underscores that the field-dependent frequency shift
solely stems from the Labusch parameter’s dependence on 𝐵, offering insights into
the pinning forces experienced by the flux lines [235]. According to the theory of flux
line lattice elasticity, the field-dependence of 𝛼L(𝐵) exhibits a power-law behavior
𝛼L(𝐵) ∝ 𝐵𝑘 where 𝑘 can vary significantly across materials.
While we are not aware that this effect has been reported for aluminium, this is likely
due to the fact that bulk aluminium is generally considered a type-I superconductor.
However, it is widely reported that sufficiently thin aluminium films can behave in
ways characteristic of type-II superconductors [193, 236]. Studies of other type-II
superconductors find a range of exponents 𝑘 ≈ 2±0.2 and𝛼L ≈ 1012 to 1015N/m4 [233,
235, 237]. Fitting our experimental data with a power-law (Fig. 5.18b) we find 𝑘 ≈ 1.81
and𝛼L(35mT) = 7.88 × 1014N/m4, in line with the reported values.

Given the promising agreement of the experimental data with the FLL theory, we
identify flux line pinning as a plausible origin of the mechanical frequency shift. How-
ever, since this explanation relies heavily on the assumption to treat the aluminum
film as a type-II superconductor in the Shubnikov phase, we want to adhere to due
diligence and re-evaluate this claim:

The distinction between type-I and type-II superconductors is primarily determined
by the Ginzburg-Landau parameter, 𝜅GL, defined as [92]

𝜅GL =
𝜆𝐿
𝜉𝐺𝐿

. (5.23)

Here, 𝜆𝐿 is the London penetration depth and 𝜉𝐺𝐿 is the Ginzburg-Landau coherence
length. A material is classified as a type-I superconductor when 𝜅GL < 1/

√
2 and as a

type-II superconductor when 𝜅GL > 1/
√
2 [234].

In the context of thin films, both the penetration depth and coherence length deviate
from their bulk values, 𝜆∞

𝐿 and 𝜉∞GL, due to the influence of a finite mean free path, 𝑙f .
For Al, bulk values from literature are found to be 𝜆∞

L = 50 nm and 𝜉∞GL = 1600 nm [92].
Given that our Al thin film is polycrystalline with SEM-verified grain sizes on the order
of 10 nm, we use this as an approximation for 𝑙f . In scenarios where 𝑙f is significantly
smaller than 𝜉∞GL, the penetration depth and coherence length are expressed as [92]

𝜆𝐿 = 𝜆∞
𝐿

(
1 +

𝜉∞GL
𝑙f

)1/2
, (5.24)

𝜉GL = 𝜉∞GL

(
1 +

𝜉∞GL
𝑙f

)−1/2
(5.25)

From the above equations, we derive 𝜅GL ≈ 5, suggesting that our thin film can plausi-
bly exhibit type-II superconducting behavior. Furthermore, our calculated coherence
length, 𝜉𝐺𝐿 = 126 nm, is comparable to the nanostring’s thickness of 110 nm. Given
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that the diameter of a vortex is approximately 𝜉GL [92], this implies that vortices can
indeed be accommodated within the nanostring.

5.4.4 Indications of flux vortex formation

In the preceeding section, after evaluation of all initially plausible hypotheses, we
come to the conclusion that a coupling of the atomic lattice to the lattice of flux
vortices permeating the superconductingmaterial is themost likely explanation of the
experimentally observed frequency shift. This conjecture, however, has interesting im-
plications regarding the sensing capabilities of the studied electromechanical device.

Very naively, one can estimate the number of flux vortices inside the nanostring
simply by the flux associated with a localmagnetic field 𝐵loc in the cross-sectional area
of the nanostring, 𝑡 · 𝑙, divided by the flux carried by a single vortex, which we know is
Φ0. Accordingly, we find for the number of vortices per field

𝑛

𝐵loc
=
𝑡𝑙

Φ0
≈ 1.66mT−1 , (5.26)

implying a number of flux vortices on the order of 10 to 50 for the magnetic fields of
1mt to 35mT used in our study. Note that this estimate is the most crude variant, as it
does not account for effects like field displacement in nano-scale systems.

If the previously discussed hypothesis holds, and the number of involved flux vor-
tices is so low, the mechanical frequency should exhibit a step-like increase each time
an additional flux line forms in the nanostring, revealing the quantization of magnetic
flux. In order to investigate whether such step-like discontinuities in the frequency
shift are indeed present, we repeat the flux- and field-dependent experiments pre-
sented in Fig. 5.18 on a larger scale, with a significantly improved sampling resolution
w.r.t. the external magnetic field 𝐵ip. Specifically, we sweep 𝐵ip from 12mT to 30mT
in steps of 0.25mT and for each field determine the evolution of the flux-dependent
mechanical resonance frequency Ωm(Φb) at various working points along the flux-
periodicity. The frequency tuning behavior is then fitted to Eq. (5.21) in order to extract
Ω0 at the respective in-plane field.

The summarized results of the measurements are plotted in Fig. 5.19. The data is
derived from two separate measurement runs, with in-plane fields ranging from
12mT to 20mT in the first, and 20mT to 30mT in the second. After the first run,
the sample was exposed to ambient pressure, causing a shift in Ω0/2𝜋 from roughly
5.864MHz to about 5.887MHz. To ensure consistency, we’ve plotted both datasets
relative to the mechanical frequency measured at 𝐵ip = 20mT, Ω20mT

0 , which was
recorded in both runs. From the experimental data, we find Ω0 exhibits an upward
trend with the in-plane field 𝐵ip, interrupted by distinct discontinuities, which are
highlighted by arrows at 15mT, 19.5mT, 22mT and 23.75mT and potentially 26mT.
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Fig. 5.19.: Discontinuities in the field-dependent frequency shift. a Bare mechanical resonance fre-
quency Ω0 relative to the value at 𝐵ip = 20mT, as a function of the applied in-plane field
𝐵ip. Ω0 is extracted at each field from fits to Eq. (5.21). Five discontinuities that are poten-
tial indications for the formation of an additional flux vortex are highlighted. The error bars
combine the statistical uncertainty of the fit and propagated uncertainties. b Change inΩ0
between adjacent measurements. The changes correspond to the discontinuities in a are
circled.

To confirm the location of the discontinuities, we illustrate the step-by-step variation
between measurements, ΔΩ0, in Fig. 5.19b. Most of the discontinuities correspond
to frequency shifts around 40Hz, providing a clear contrast to the typical frequency
variations of roughly ±10Hz between adjacent in-plane fields.
The appearance of such distinct discontinuities in the otherwise very steady evolution
of the mechanical resonance frequency could plausibly be an indication for the for-
mation of additional flux vortices at these specific in-plane field values. Curiously, the
discontinuities don’t follow any recognizable periodic pattern, as one would naively
expect from a flux-quantized process, but the intervals between them, ranging from
2mT to 5mT, as well as the magnitude of the abrupt changes appear to diminish
as the applied field intensifies. Furthermore, we also recall that a naive estimation
using Eq. (5.26) predicted more than one vortex to be formed permT of applied field,
which would result in a much smaller interval. These discrepancies raise additional
questions and prohibit a clear conclusion at this point.

Therefore, to rule out measurement errors or artifacts arising from the fact that
we combine two different datasets for the analysis, we perform another validation
experiment in a seperate cooldown, aiming to reproduce our findings as indepen-
dently as possible. For this measurement, 𝐵ip is swept up from 18mT to 35mT in a
continuous measurement and the bare resonance frequencyΩ0 is extracted using the
same analysis and fitting procedure as introduced previously. The resulting data is
summarized in Fig. 5.20. Once again we observe an increase in Ω0 as 𝐵ip is increased,
interrupted by four to five identifiable discontinuities. However, the sudden changes
in Ω0 are not found at the exact same values of 𝐵ip as in the previous measurement
run. Instead, the discontinuities are now found at in-plane fields of 20.5mT, 22mT,
26.5mT, 31mT andpotentially 32mTwith corresponding changesΔΩ0 between 24Hz
and 75Hz, i.e. on the same order, but not identical to the previous observations.
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Fig. 5.20.: Validation of the discontinuous field-dependence. Repetition of themeasurement shown
in Fig. 5.19, performed in a different cooldown. a Ω0 relative to the value at 𝐵ip = 18mT,
as a function of the applied in-plane field 𝐵ip. As before, four or five discontinuities can
be identified and are highlighted. The error bars combine the statistical uncertainty of the
fit and propagated uncertainties. b Change in Ω0 between adjacent measurements. The
large changes that correspond to the discontinuities in a are circled.

Finally, wewant to evaluate whether the observed frequency changes are in agreement
with the previously identified theory of flux line lattice elasticity. From a macroscopic
viewpoint, we test compatibility with the theory by comparing the newly acquired,
more detailed data with the previous data on the in-plane field dependence and the
model Eq. (5.22), which we have used to describe the experimental data via a power-
law (cf. Fig. 5.18c). We plot the new data juxtaposed with the previously acquired data
in Fig. 5.21 and also include the earlier fitΩ0 ∝ 𝐵1.81ip . We find good agreement between
both datasets and themodel, indicating that the envelope of the field dependence does
indeed follow the flux line lattice elasticity model, with the high resolution features,
like the observed discontinuities, being contained within.

The fact that two independent measurements exhibit the same number of quali-
tatively similar discontinuities in the magnetic field dependence of the mechanical
resonance frequency constitutes strong evidence that a real physical effect is at play.
Moreover, since the overall field dependence still follows the previously observed
power-law behaviour, the discontinuities can be interpreted as a microscopic sub-
structure to the macroscopic model of flux-line-lattice elasticity, that only becomes
visible at sufficient field resolution on the order of individual flux quanta. In this con-
text, it appears likely that the discontinuities are related to the formation of individual
flux vortices in the superconducting nanostring. However, the complex periodicity
andunexpectedly large spacing of the discontinuitiesmake clear that a comprehensive
understanding of the effect remains elusive. It is likely that only a microscopic model
of flux vortex formation in the specific nanostring geometry would be able to predict
the discontinuities quantitatively.
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Fig. 5.21.: Validity of the FLL model. Summary of the high-resolution and overview measurements

to determine Ω0 as a function of in-plane field 𝐵ip. Black dots and line correspond to the
data presented and discussed in Fig. 5.18c and the fit to Eq. (5.22), respectively. Red dots
are acquired from the more recent high-resolution measurement. Values forΩ0 are plotted
relative to their respective values at 𝐵ip = 35mT.

5.4.5 Conclusion

In summary, we present a detailed study of frequency tuning mechanisms affecting
a nanostring in an electromechanical system. We find a pronounced shift (> 50Γm)
in the mechanical resonance frequency as function of the flux bias condition of the
SQUID. This Φb-dependent frequency shift is distinct from frequency shifts based on
the optomechanical interaction and is quantitatively explained by an interaction in-
ducedby the SQUIDvia theLorentz force. The ability to shift themechanical resonance
frequency using the flux bias of the SQUIDallows for fast in-situ frequencymodulation,
which could be employed e.g. for parametric driving of the mechanical element.
Furthermore, our detailedmodelling reveals a previously unobserved field-dependent
frequency shift that we attribute to the additional mechanical stiffness induced by the
flux line lattice in the aluminum nanostring. This underlines the mechanical sensing
capabilities of nanostrings andposes the questionwhether the studied electromechan-
ical system might allow the investigation of the mechanical properties of few or indi-
vidual flux lines: Using additional, higher-resolution measurements, we attempt to re-
solve the formation of individual flux vortices in the superconducting nanostring and
indeed observe discontinuities in the field-dependence of the mechanical resonance
frequency, which are reproducible and consistent with the reordering of the underly-
ing flux line lattice upon vortex formation. However, the experimental signature lacks
a defined periodicity and is therefore not consistent with a naive expectation of a quan-
tized formation of vortices in response to the external field. We remain optimistic that
with additional investigations – potentially using deviceswith different geometries and
materials – electromechanical devices have the potential to provide insight into themi-
croscopic structure of the flux line lattice in nanoscale superconducting circuits.
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Surface Acoustic Wave
Resonators on Thin-Film
Piezoelectric Substrates for
Quantum Acoustics

6

Lithium Niobate (LNO) is a well established material for Surface Acoustic Wave (SAW)
devices including resonators, delay lines and filters. Recently, multi-layer substrates
based on LNO thin films have become commercially available. In this chapter, we
present a systematic low-temperature study of the performance of SAW devices fabri-
cated on LNO-on-Insulator (LNOI) and LNO-on-Silicon substrates and compare them
to bulk LNO devices. The goal of the study is to assess the performance of these sub-
strates for quantum acoustics, i.e. the integration with superconducting circuits oper-
ating in the quantum regime. To this end, we design surface acoustic wave resonators
with a target frequency of 5GHz and perform experiments at millikelvin temperatures
andmicrowave power levels corresponding to single photons or phonons. The devices
are investigated regarding their internal quality factors as a function of the excitation
power and temperature, which allows us to characterize and quantify losses and iden-
tify the dominating loss mechanism.

Parts of the results presented in this chapter have been published in Surface acoustic wave
resonators on thin film piezoelectric substrates in the quantum regime. T. Luschmann et al.
Materials for Quantum Technology 3 021001 (2023) [174]. Some of the figures and text have
been adapted from the publication.
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6.1 Introduction

Surface acoustic waves (SAWs) are highly versatile with applications ranging from
sensing (air pressure, magnetic resonance) [238], signal processing (GHz filters for
mobile communications) [136] to the sorting of bio-molecules [239]. Recently, an
additional research direction has been added to this list: quantum applications. In
this field, quantized elastic and acoustic excitations are discussed for information
storage due to their expected long lifetimes [46, 48–51, 240]. Furthermore, novel inter-
action regimes are explored in the giant atom limit [52–55], where the wavelength of
the interacting wave becomes comparable to the dimensions of the (artificial) atom.
These perspectives inspired the sub-field called circuit quantum acousto-dynamics
(cQAD) [45]. In addition, within cQAD, applications such as quantum signal filters
or microwave-to-optics conversion schemes based on the electro-optic properties
of piezoelectric materials are considered [241–244]. Other applications are related to
superconducting quantum circuits and in particular quantum bits which require the
efficient transduction of electromagnetic to elastic excitations and vice versa. However,
whilematerialswith large piezoelectric coupling rates are desired as substrates for high
performance SAW devices, the same piezoelectric coupling constitutes a critical loss
channel limiting the performance of superconducting qubits below state-of-the-art
values achieved for devices fabricated e.g. on silicon [45, 245]. One approach to over-
come these ostensibly conflicting conditions is to physically separate the microwave
quantum circuit from the acoustic component of the circuit by locating them on
two different substrates and mediate the coupling e.g. using a flip-chip assembly in
combination with inductive couplers [50].

Alternatively, the recent advent of commercially available thin film lithium nio-
bate on insulator (LNOI) wafers enables the exploration of additional routes like the
planar integration of microwave and mechanical elements on the same chip in a
spatially separated fashion. The present LNOI platforms are fabricated in an "ion-
slicing"-enhanced wafer-bonding process [246] and have been adopted quickly by
the integrated photonics community [247], realizing waveguides [248], cavities [249],
as well as electro-optical [250] and optomechanical [251] interfaces. Moreover, thin
film LNO-on-silicon (without a SiOx buffer layer) has recently become a subject of
interest with respect to suspended SAW systems [252, 253] as well as microwave-to-
optical frequency transduction [254] and investigations of mechanical systems in the
quantum regime [255]. Previous investigations into the behavior and performance of
SAW devices based on thin film piezoelectric platforms proved their general viability,
but found considerable differences with respect to their bulk counterparts, which
need to be considered in the context of potential applications [256–258]. In particular,
a comprehensive study of the performance and loss mechanisms of SAW devices
on thin film lithium niobate in the quantum regime, evaluating their viability for
applications in quantum acoustics, is still missing. In the following, we present an
experimental investigation of the suitability and performance of LNOI and thin film
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LNO-on-silicon platforms for SAW-based applications in quantum acoustics. To this
end we quantitatively analyze the performance of one of the key building blocks for
cQAD, namely GHz-frequency SAW resonators, at conditions typical for the operation
in superconducting cQAD architectures. Specifically, this requires studying their
properties at millikelvin temperatures and at an average signal power corresponding
to the single microwave-frequency photon/phonon level. As a reference point to
established SAW technology, we also study devices fabricated on bulk LNO under the
same conditions.

6.2 Thin-film material systems

LNO 128°
Y-X-cut 525µm

LNO 128°
SiO

xSi (100)
2µm

350µm
500nm

B
LNO X-YSi (111)

300nm

500µm

CA

Fig. 6.1.: Investigated SAW material systems. Illustration showcasing the composition of the three
different material stacks for sample types A (Bulk LNO), B (LNOI), and C (LNO on silicon)
investigated in this study.

As a starting point for the comparative study, the standardized single-port SAW res-
onator design, which is introduced and discussed in Sec. 3.2, was fabricated on two
different multi-layer material systems as well as bulk LNO. The compositions of the
three used sample types A, B and C, are schematically illustrated in Fig. 6.1. Sample
type A is based on a 128◦-rotated Y-X-cut lithium niobate (LNO) crystal. In the bulk,
LNO is an established SAW material widely and commercially employed in SAW res-
onators and radio frequency filters [136, 139] and will act as our reference material
for the more complex multi-layer substrates. For type B, we use a lithium niobate on
insulator (LNOI) stack, composed of a 500 nm thin 128◦-rotated Y-X-cut LNO thin film
on a 2𝜇m SiOx buffer layer on a 350𝜇m Si(100) substrate. Lastly, type C is another
multi-layer stack composed of 300 nm X-Y-cut LNO on a 500𝜇m thick Si(111) substrate,
without a buffer layer in between.
At this point, it is worth to recall the discussion of SAWs in multi-layer systems in
Sec. 2.6.2, where we have shown that the phase velocity 𝑣p is generally not constant
across different multi-layer materials and can even exhibit a frequency dependence.
This is due to the evanescent nature of the surface wave, where the properties of the
underlying layer contribute to 𝑣p. For frequencies around 5GHz one can estimate a
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SAW penetration depth of approximately 320 nm. We exclusively work with thin film
thicknesses close to this value, so the majority of modes can be maintained in the
LNO layer, which results in a high effective elastic mode filling factor and only minor
modifications to 𝑣p and the designed 𝑓0 due to the influence of underlying layers.

6.3 Concept and methods
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Fig. 6.2.: Measurement setup and analysis procedure. a Illustration of the cryogenicmicrowave spec-
troscopy setup used to investigate the performance of SAW resonator devices. b Typical
reflection spectrum of a single-port SAW resonator. Shown is the normalized amplitude
|𝑆11 | ( 𝑓 ), measured at 𝑇 = 20mK on a device fabricated on the LNO/Si multi-layer stack
(sample type C illustrated in Fig. 6.1). c Isolated resonance signature of one selected mode
(orange area in a) shown along with a fit to Eq. (6.1) (solid line). The fit is used to extract the
resonance frequency 𝑓r and the internal and external quality factors 𝑄i and 𝑄e.

The SAW resonators are investigated using microwave spectroscopy in a cryogenic
measurement setup that is schematically illustrated in Fig. 6.2a. The setup is com-
parable to the one shown and described in Sec. 4.1, but we make use of a specialized
cryostat optimized for fast sample exchange (FSE) to reduce cycling times between
characterization of the different sample types. The FSE cryostat reaches a base operat-
ing temperature of 𝑇base ≈ 20mK and does not contain a JPA or a vector magnet, both
of which are not necessary for the study presented here. Another difference to the
experiments on FTRs presented in the previous section is that due to the single-port
design, the investigated SAW resonators can only be probed in reflection. To this
end, we employ an additional cryogenic circulator at the mixing chamber stage of
the cryostat to spatially separate the heavily attenuated (−66 dB) input signal from
the signal reflected off the DUT, which is instead routed through a low loss, amplified
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output line. This way, we can use a simple VNAmeasurement to quantify the complex
microwave reflection amplitude 𝑆11( 𝑓 ) (cf. Ref. [259]). The result of a typical reflection
spectroscopy measurement of a SAW resonator is shown in Fig. 6.2b, where we plot
the normalized magnitude of the scattering parameter |𝑆11( 𝑓 ) |. The multiple narrow
and equally spaced absorption features are identified as the standing SAW resonator
modes with a characteristic frequency spacing given by the free spectral range Δ𝑓FSR.
We analyze each SAW resonatormode of the investigated sample types A, B, and C indi-
vidually by fitting its isolated absorption signature using the circle fit method to extract
the resonance frequency 𝑓r and the internal and external quality factors 𝑄i and 𝑄e.
The resonance signature of one exemplarymode alongwith the fit is shown in Fig. 6.2c.

The fitting procedure closely follows the process which we introduced in the con-
text of FTR analysis in Sec. 4.2.1. However, three important distinctions need to be
made. First, since the SAW resonators are probed in a reflection geometry as opposed
to transmission in the FTR case, the fitting function needs to be adapted to model the
reflection coefficient 𝑆11. This results in the adapted model [87, 189]

𝑆11( 𝑓 ) = 𝐴𝑒𝑖𝜙𝑒−𝑖2𝜋 𝑓 𝜏
[
1 − 2(𝑄/|𝑄e |)𝑒𝑖𝜃

1 + 2𝑖𝑄( 𝑓 /𝑓r − 1)

]
. (6.1)

It is apparent that themodel representedbyEq. (6.1) differs only by a factor of 2 from the
transmission model Eq. (4.1). The pre-factors 𝐴, 𝜏, 𝜙 and 𝜃 remain the same, intended
to correct for various signal distortions as discussed in Sec. 4.2.1. Since no frequency
tuneability is given for the resonance frequency of the SAW resonators, the comprehen-
sive background correction using real background data used for FTRs is not applicable
in this case. Instead, the background contribution can only be inferred from the mea-
surement data using best fits of the above mentioned correction terms. Lastly, the ex-
pression to calculate the average photon (or phonon) occupation of a resonator needs
to be altered (compared to Eq. (2.80)) to reflect the coupling to a single input/output
port, yielding

�̄�ph =
𝜅ext

Δ2 + (𝜅/2)2 �̄�in =
𝜅ext

Δ2 + (𝜅/2)2
𝑃

ℎ𝑓
, (6.2)

for a microwave signal incident at the sample with power 𝑃 and frequency 𝑓 . Here,
we also used the fact that SAW resonators are linear devices and do not exhibit a Kerr
non-linearity (K = 0).

In order to avoid effects of frequency dependent piezoelectric coupling on mode
quality factors, we restrict our analysis to resonances in a narrow band with | 𝑓r − 𝑓0 | <
2.5Δ𝑓FSR located in the center of the stop band, where we estimate 𝑓0 by taking the
average frequency of all visible resonance features. We also extract the effective length
𝐿eff of each SAW resonator using Δ𝑓FSR = 𝑣p/2𝐿eff , where 𝑣p is given by the center
frequency 𝑓0 of the stop-band. The difference between the designed resonator length
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𝐿 (distance between mirrors) and 𝐿eff allows us to determine the reflectivity 𝑟 of a
single strip of width 𝑎 using [139]

𝑟 = 2𝑎/(𝐿eff − 𝐿) . (6.3)

6.4 Results

device orientation L (mm) W(𝜇m) 𝑁f r (%) 𝑄e(103) �̄�i,HP(103)
A1 90◦ 0.7 391 11 1.6 60.0 ± 6.8 52.8 ± 5.9
A2 90◦ 0.4 140 31 1.6 61.1 ± 7.9 238.4 ± 94.4
A3 90◦ 0.3 258 17 1.9 39.6 ± 1.8 59.6 ± 3.0
A4 90◦ 0.2 406 11 2.0 33.4 ± 1.1 64.1 ± 6.9
B1 0◦ 0.7 285 51 0.7 13.6 ± 2.6 10.3 ± 1.0
B3 90◦ 0.3 110 151 0.6 18.6 ± 1.4 20.4 ± 1.6
C1 90◦ 0.8 502 21 0.9 78.1 ± 1.4 21.0 ± 0.9
C2 90◦ 1.2 388.5 27 0.7 96.0 ± 1.4 16.6 ± 0.3
C3 0◦ 0.8 388.5 27 0.4 35.9 ± 5.1 7.9 ± 1.4
C4 0◦ 1.2 388.5 27 0.3 63.3 ± 0.7 10.4 ± 0.2

Tab. 6.1.: Device design parameters and high power quality factors. Devices are labeled by sample
types A, B and C as illustrated in Fig. 6.1. Design parameters are discussed and illustrated
in Sec. 3.2. The mean internal (�̄�i,HP) and external (�̄�e,HP) high power quality factors are
calculated from the 5 center-most resonance dips around the stop band center frequency 𝑓0
and are listed along with their standard deviation. The individual values are extracted using
fits to Eq. (6.1). All devices operate at 𝑓0 ≈ 5GHz. The orientation refers to the in-plane
propagation direction of SAWswithin the resonatorsw.r.t. the standard propagation direction
of the respective cut (i.e. for 128◦-rotated Y-X-cut LNO, 0◦ corresponds to X-propagation). All
measurements were performed at 𝑇base ≈ 20mK and with microwave powers equivalent
to a resonator phonon occupation of �̄�ph ≈ 105.

Quality factors in the high power limit We begin the study with spectroscopy mea-
surements using relatively highmicrowave probe powers corresponding to an average
phonon occupation of �̄�ph ≈ 105 in the SAW resonator. In this regime, the signal-to-
noise ratio is large and measurements can be completed quickly, so that sufficient
statistics can be collected regarding the basic properties of the SAW devices. A sum-
mary of the experimental analysis for highpowermeasurements on 10 different devices
across the three sample types is presented in Tab. 6.1, along with design parameters of
each device (cf. Sec. 3.2). Note that the shown quality factors �̄�i,HP and �̄�e,HP are mean
values calculated over the 5 center-most modes around the center frequency of the
mirror stop band 𝑓0. We find average internal quality factors on the order of �̄�i,HP ≈ 104

across all 10 devices and three sample types, with the reference devices on bulk LNO
generally performing better and some individual modes of device A2 reaching values
up to 3 × 105. However, the spread of quality factors between the modes of A2 is
extremely large (60 × 103 to 380 × 103), which translates to a considerable standard
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deviation of the average �̄�i. We attribute this to a strongly frequency dependent
coupling to parasitic box modes in this particular sample. With respect to the external
quality factors 𝑄e we observe good agreement with our considerations in the design
stage (see Sec. 3.2) and find all of the devices to fall roughly into the regime of critical
coupling (𝑄i ≈ 𝑄e).

When working with SAW resonators, a multitude of loss mechanisms contribute
to the experimentally observed internal quality factor, in particular the phonon prop-
agation loss, diffraction in the anisotropic substrate and finite reflectivity of the Bragg
gratings [139, 143, 145]. From the experimentally determined internal quality factors,
we can draw some conclusions regarding individual loss contributions: Due to the
high operating frequency of the investigated devices, the confined wavelengths are
small compared to the dimensions of the resonators (i.e. 𝑊, 𝐿 � 𝜆). In this limit,
losses due to diffraction and reflection usually remain negligible, which leads us to the
assumption that the loss due to phonon propagation in the substrate constitutes the
limiting factor in our devices [143, 151]. Under this assumption, we can calculate the
phonon propagation loss according to

𝛼P =
𝜋

𝜆�̄�i,HP
(6.4)

and place an upper bound on the phonon propagation losses to 𝛼P,A = 0.018 dB/mm,
𝛼P,B = 0.024 dB/mm and 𝛼P,C = 0.025 dB/mm for sample types A1,B and C, respec-
tively. The correspondingmean free path lengths 𝑙f before a phonon gets scattered are
𝑙f,A = 14.98mm, 𝑙f,B = 3.91mm and 𝑙f,C = 3.56mm. The extracted values for the propa-
gation loss in bulk LNOare comparablewith literature values observed for ST-X-Quartz
at low temperatures [151]. With respect to the other sample types, it appears plausible
that the presence of additional interfaces and secondary materials in the multi-layer
systems leads to an increased scattering probability of propagating phonons and there-
fore higher lossesn and lower mean free path lengths.
For the single electrode reflectivity 𝑟, we calculate values around 2% for all of the bulk
LNO devices, which is in good agreement with literature [139]. For the remaining sam-
ple types on the other hand we observe decreased reflectivities below 1%. Since elec-
trode reflectivity is proportional to the piezoelectric coupling strength of the material
[139], we can infer that the multi-layer materials exhibit a lower piezoelectric coupling
compared to the bulk system. This observation agrees with predictions by finite ele-
ment simulations [143] and can likely be attributed to the reduced mode filling factor
in the thin films as opposed to bulk LNO.

Quality factors in the quantum regime The average quality factors extracted from the
fast, high power measurements provide a useful baseline to the performance of SAW
devices on the investigated substrate. However, as discussed in Sec. 2.7, one important

1Device A2 was excluded from the calculation of the average phonon propagation loss for sam-
ple type A due to the uncharacteristically large spread of observed quality factors.
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contribution to the intrinsic losses of solid-state based resonators are the losses due to
so-called two-level-systems (TLS), which become especially relevant at low powers. In
particular, in electromagnetic CPW resonators, as investigated in the other chapters of
this work, TLS losses are commonly identified as the limiting factor for the resonator
performance in the quantum regime such that 𝑄i ≈ 𝑄TLS [155]. Therefore, we proceed
to analyze the quality factors of SAW resonators also in the low power or single excita-
tion limit as this regime is the most relevant for quantum acoustic applications.
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Fig. 6.3.: Power dependency of internal quality factors. Internal quality factors𝑄i as a function of the
average resonator phonon occuopation �̄�ph, extracted by fits to Eq. (6.1) for various samples
of types A (bulk LNO, a), B (LNOI, b), and C (thin film LNO, c) (sample details listed in Tab. 6.1).
For each resonator, themodewith the best ratio of intrinsic quality𝑄i factor to its uncertainty
𝑄i/Δ𝑄i was selected. Uncertainties are illustrated as shaded areas around the data points
as output by the fitting algorithm. Where possible, the power-dependency of 𝑄i has been
fitted to a TLS based model given by Eq. (2.126) (solid lines) and the corresponding TLS con-
tribution 𝑄TLS was extracted and is summarized in Tab. 6.2. While the devices on bulk LNO
(a) show a clear saturation behavior for high and low average phonon numbers �̄�ph, devices
on LNOI (b) and on LNO thin films (c) show only partial saturation.

To characterize the impact of TLS losses on the low-power performance of the in-
vestigated SAW resonators, we perform power-dependent measurements of the
devices’ quality factors. To this end, we record themicrowave reflection amplitude 𝑆11
around individual resonance features for varying VNAprobe powers and extract𝑄i as a
function ofmicrowave power. Sincemeasurements in the lowpower limit of individual
phonon excitations are very time consuming, we decide to focus the investigation on
a single mode per device instead of calculating a mean value from multiple modes.
Specifically, we identify from the high power measurements the mode with the best
ratio of intrinsic quality factor to its uncertainty (i.e. 𝑄i/Δ𝑄i) and investigate only
the selected mode for its power dependent behavior. The experimental results are
summarized in Fig. 6.3.

In the figure, the microwave power incident at the sample is expressed in the form of
an average phonon occupation �̄�ph in the respective resonator mode via Eq. (6.2). We
observe an increase in 𝑄i with increasing drive power for all investigated devices. This
behavior is expected where TLS losses dominate and commonly associated with the
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device 𝑄i(103) 𝑄TLS(103) 𝑄0(103) 𝑄T
TLS(103)

A1 24.0 ± 0.5 61.2 ± 1.7 39.5 ± 0.5 -
A2 44.4 ± 0.5 154.7 ± 4.3 62.2 ± 0.2 -
A3 49.8 ± 0.5 234.8 ± 7.1 63.2 ± 0.3 189.1 ± 6.0
A4 64.6 ± 0.6 270 ± 6.8 84.9 ± 0.3 - -
B1 - - - - -
B3 2.6 ± 0.1 3.3 ± 0.1 18.9 ± 0.1 3.7 ± 0.1
C1 16.8 ± 0.2 - - 36.2 ± 0.2
C2 14.0 ± 12.7 14.1 ± 7.6 107 ± 1015 -
C3 9.4 ± 1.7 35.5 ± 12.3 12.8 ± 1.5 -
C4 9.7 ± 1.2 35.7 ± 7.8 13.4 ± 1.0 -

Tab. 6.2.: Low power analysis of quality factors and TLS contribution. Experimentally determined
low power internal quality factors𝑄i along with the TLS contribution𝑄TLS and residual con-
tribution 𝑄0. The values listed for 𝑄i are determined by measurements at 𝑇base = 20mK
and low power with an average resonator phonon occupation �̄�ph < 1. 𝑄TLS and 𝑄0 are
extracted from fits to Eq. (2.126) of the data shown in Fig. 6.3. Conversely, 𝑄T

TLS are the re-
sults from fits to Eq. (2.128) of the data shown in Fig. 6.4. Device B1 could not be measured
in the low power regime, thus the missing values (-). Design parameters for the investigated
devices are listed in Tab. 6.1.

coupling of the resonator field to a bath of TLS, which are increasingly saturated with
increasing excitation number. To quantify this effect, we compare the experimental
data with Eq. (2.126), the empirical model for the loss caused by a TLS bath which we
have introduced in Sec. 2.7. Many of our devices exhibit the characteristic saturation
behavior (see Fig. 6.3a and b) although the impact of TLS losses is less significant
compared to their high performance electromagnetic counterparts [80]. However, for
the SAW resonators fabricated using LNO thin films on Si (sample type C), we observe
a qualitatively different behavior, where saturation is not apparent for average phonon
numbers up to 109. The behaviour of this set of devices is not fully described by the
power-dependent TLS theory. For the remaining devices, we use fits to Eq. (2.126)
(solid lines) to extract the contribution of TLS related losses𝑄TLS to the internal quality
factor of the respective device. The results are listed in Tab. 6.2.

The observed lack of a clear saturation of 𝑄i with power is commonly associated
with off-resonant TLS, which due to their large detuning from the resonator frequency,
do not saturate even at high drive powers [85]. Fortunately, it is possible to gain further
insight into the properties of off-resonant TLS using temperature dependent measure-
ments. To this end, we choose one device per investigated sample type and study the
resonance frequency 𝑓r and the internal quality factor 𝑄i as a function of temperature
for the same mode that was previously investigated regarding its power dependence.
The measurements are performed at temperatures between 𝑇 = 20mK to 1000mK
with constant microwave powers corresponding to �̄�ph ≈ 105. The results are pre-
sented in Fig. 6.4.
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Fig. 6.4.: Temperature dependency of resonance frequency and internal quality factors. Experimen-
tally observed change in (a) resonance frequency 𝑓r (𝑇) − 𝑓r (0) and (b) intrinsic quality factor
𝑄i (𝑇) − 𝑄i (0) as a function of temperature, shown for one selected resonator mode per
substrate, labeled as shown in Tab. 6.1. The measurements are performed with a constant
microwave power corresponding to �̄�ph ≈ 105. Solid lines in a are fits to Eq. (2.128). The
inset shows the same experimental data along with the fit for resonator A3 rescaled tomake
themuch smaller effect visible. In b, the change in𝑄i is plotted relative to the intrinsic quality
factor at zero temperature 𝑄i (0). Fits of 𝑄i (𝑇) to Eq. (2.127) (solid lines) are only possible
for the data of resonator C1, while the other two resonators show behavior that is not fully
described by the presented TLSmodel (see Sec. 2.7 and Ref. [85]). Uncertainties as provided
by the fit models are smaller than the symbol size.

Pronounced changes in 𝑓r as well as 𝑄i are observed for devices C1 and B3, i.e. on
LNO thin film sample types, while device A3 fabricated on bulk LNO shows signifi-
cantly weaker temperature dependence. Therefore, it can be assumed that thermal
TLS do not contribute as strongly to the losses in bulk LNO. This is expected from
the observation made from Fig. 6.3a, where a clear saturation of 𝑄i as a function of
power suggests that the most relevant loss mechanisms for SAW resonators on bulk
LNO are well described by Eq. (2.126) even without considering thermally excited TLS.
It is notable, however, that our data of resonator B3 deviates significantly from the
behavior predicted by the off-resonant TLS model for temperatures below 100mK.
An unexpected and large increase in 𝑄i is observed, as well as a constant 𝑓r where
a characteristic local minimum is expected. We believe that this behavior can be
attributed to an additional effect, which is not considered by either of the applied
theoretical models:

The coherence time of resonant TLS is temperature dependent and increases with
decreasing 𝑇 . This in turn leads to a decrease of saturation energy and more TLS
being saturated at constant microwave power, effectively increasing 𝑄i towards very
low temperatures [173]. Due to the low overall quality factor of the LNOI resonator B3,
which also appears to be heavily TLS limited (𝑄i ≈ 𝑄TLS), this effect appears especially
pronounced. A full description of this behavior would require a more extensive theory
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considering coherent exchange of excitations with TLS, which would exceed the scope
of this work.

Despite this discrepancy, by fitting the temperature dependence of devices A3, B3
and C1 to Eq. (2.128), we extract equivalent quality factors𝑄T

TLS,A3 = (189.1± 6.0) × 103,
𝑄T
TLS,B3 = (3.7 ± 0.1) × 103 and 𝑄T

TLS,C1 = (36.2 ± 0.2) × 103 for the thermal TLS contri-
bution. Further, a fit to Eq. (2.127) for device C1 results in 𝑄T

TLS,C1 = (49.3 ± 0.4) × 103.
These extracted quality factors show good agreement with the previous analysis of
power-dependency. The results of both measurement approaches are summarized in
Tab. 6.2.

6.5 Discussion

Analyzing the results of the variousmeasurements performed during the study as sum-
marized in Tab. 6.2, we observe 𝑄TLS ≈ 𝑄T

TLS � 𝑄i for devices fabricated on bulk LNO,
suggesting that TLS are not dominating the losses of these devices and other mecha-
nisms, e.g. acoustic losses to bulk waves, play a larger role. This conjecture is in agree-
ment with our previous discussion about the limiting phonon propagation losses in
the context of the high power measurements. Conversely, for the investigated devices
fabricated on LNOI (sample type B), we observe 𝑄TLS ≈ 𝑄T

TLS ≈ 𝑄i, which is consis-
tent with TLS currently limiting the performance of LNOI devices. We attribute this
difference in loss behavior to the additional interfaces associated with the multi-layer
structure. Studies from cQED show that interfaces and, in particular, surface oxides
can lead to large TLS losses in coplanar waveguide resonators [80]. For LNOI, this is
especially expected due to the introduction of the silicon dioxide buffer layer, which is
known to be a lossy dielectric. It is worth noting that there are experiments performed
at room temperature which have found SAW devices on LNOI films to exhibit higher
quality factors compared to devices on bulk LNO [258], in contrast to the results of our
study. This underscores the dominating effect of TLS-related losses for devices oper-
ating in the quantum regime, whereas TLS are expected to be fully saturated at room
temperature, rendering the associated losses negligible.
Thepicture for thinfilmLNOonsilicon (sample typeC) is less definitive. Clearly, theob-
served TLS quality factors𝑄TLS are greatly reduced compared to the devices fabricated
on bulk LNO, suggesting a significant increase in the losses to a bath of TLS. However,
only device C2 can be considered fully TLS limited with 𝑄TLS ≈ 𝑄i. For the remaining
devices, the experimentally observed internal quality factors at low power are better
described by 𝑄TLS > 𝑄0 ≈ 𝑄i, although all three values reside in the same order of
magnitude. This observation suggests that while TLS losses play a considerable role,
other loss channels, consolidated in 𝑄0, are the limiting factor in most of our investi-
gated thin film LNO devices. In order to fully understand the behavior of these devices,
a detailed study of the LNO-Si interface is most likely necessary. We suspect that dur-
ing the wafer-bonding process used to fuse thin film LNO to silicon, a non-negligible
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thermal oxide layer is formed in between the two layers. The additional interfaces pro-
duced by the bonding processmight not only host a significant amount of TLS, but also
have direct impact on the propagation properties of phonons.

Investigation of thin film LNO crystal quality To gain further insight into possible
causes for the non-TLS related losses in the thin film LNO devices, we perform a
X-ray diffractometry (XRD) study of the multi-layer material itself. In the following we
will provide a brief introduction to XRD and the experiments performed. However, a
comprehensive treatment of the underlying physical concepts and experimental de-
tails exceeds the scope of thiswork andwe refer the interested reader to Refs. [260, 261].
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Fig. 6.5.: XRD study of the thin film LNO on silicon material system. a X-ray reflectometry (XRR)
measurement for small detector angles 2𝜃 = 0.5 ◦ to 5 ◦. The inset magnifies a section of
the same data to highlight the appearance of Kiessig fringes. b Rocking curve measurement
to determine the crystallinity of both the LNO (orange) and the silicon (grey) layers. The
counts for both curves are normalized to unity and fitted using a gaussian distribution (solid
lines). From the fits we extract FWHM of 0.108◦ for LNO and 0.008◦ for Si.

The principle behind XRD is based on the interaction of X-rays with the crystal
lattice. When a beam of X-rays strikes a crystal, it interacts with the periodically
spaced atoms in the lattice. Upon impact, the X-rays scatter in various directions
and are subject to interference conditions depending on the relation between the
X-ray wavelength and the length scales of the material’s atomic lattice. Therefore, a
characteristic diffraction pattern is formed, which contains information about lattice
spacing, crystal orientation, crystal quality, and other important characteristics of the
material under investigation [261]. A common approach to study diffraction patterns
is the 2𝜃measurement. In this technique, a sample is placed in the path of an incident
X-ray beam, and a detector is positioned on the other side of the sample to collect the
diffracted X-rays. The term 2𝜃 refers to the angle between the incident X-ray beam
and the detector. It is twice the angle of the diffraction, where the diffraction angle is
the angle between the incident beam and the diffracted beam. The 2𝜃 angle is used
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because it simplifies the geometry and allows for easier data analysis. To perform the
experiment, the sample is mounted on a sample holder, which can be tilted by an
angle 𝜔, while the detector simultaneously moves to an angle 2𝜃.2 The X-ray source
remains fixed while sample and detector scan a range of angles and the corresponding
intensities are recorded.

In Fig. 6.5a we show the result of a X-ray reflectometry (XRR) measurement per-
formed on one of the thin-film LNO on silicon samples. XRR is a special case of the
2𝜃 measurement introduced above, where only angles of 2𝜃 between 0.5◦ and 5◦ are
investigated. For these small angles, the X-rays are reflected at the sample surface
as well as at interfaces with a different refractive index. Constructive and destructive
interference between the differently reflected rays give rise to so-called Kiessig fringes
in the diffraction pattern. The shape and periodicity of the fringes can be matched
to simulations and therefore provide information about the different layers and their
respective thicknesses in a multi-layer material [261]. In the case of the measured thin
film LNO sample, the fringes are particularly visible for 2𝜃 = 1 ◦ to 2 ◦ (see magnified
section in inset). Using the LEPTOS software [262] we match the observed fringes to
a LNO layer thickness of 𝑡LNO ≈ 350 nm, which is a non-negligible deviation from the
nominal thickness of 300 nm specified for the source material. The XRRmeasurement
is also in principle capable of testing our conjecture regarding the presence of a SiOx
layer in between the silicon and LNO films. A thin interface layer of SiOx would result
in a beating in themeasured XRR signal intensity. While indications of a beatingmight
be discernible in themeasurement shown in Fig. 6.5a, the signal-to-noise ratio towards
larger angles is not sufficient for the software to perform a reliable fit.

A second XRD experiment that can be performed is a rocking curve measurement,
as shown in Fig. 6.5b. Here, the detector position is fixed to the value of 2𝜃 where
the crystallographic peak of interest appears in an initial 2𝜃 measurement and the
incident angle 𝜔 is varied slightly, so that the shape of the peak can be studied in
detail. Generally a low linewidth of the peak corresponds to a high crystalline quality
and homogeneity of the investigated material [261]. In the figure, we compare the
peak corresponding to the LNO thin film (orange) to the peak associated with the
underlying silicon layer (grey) in the same sample. Using gaussian fits to the data,
we find a FWHM of 0.108◦ for LNO compared to 0.008◦ for silicon. The sharp silicon
peak suggests a high quality, single-crystalline wafer was used in the wafer bonding
process. The much wider LNO peak on the other hand points to a much less ideal
crystal structure with a higher mosaicity (spread of crystal plane orientations) [260].
Based on these results, it is plausible that the imperfections in the LNO thin films
crystal quality and thickness are related to the large non-TLS losses observed for SAW
devices in the previous experiments.

2For this brief excursion into XRDmeasurements, we adapt the standard notation used in liter-
ature, using𝜔 and 2𝜃 for the incident and detector angle, respectively. These symbols are not
to be confused with their usage in other chapters of this work, in particular 𝜔 as the angular
frequency.
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6.6 Conclusion

In the presented study, we have investigated surface acoustic wave resonators fabri-
cated on thin film lithium niobate and lithium niobate on insulator (LNOI) samples
and compared their performance at millikelvin temperatures and in the quantum
regime to reference devices fabricated on the well established piezoelectric LNO
(bulk). As a figure of merit, we focus on the internal quality factor 𝑄i of the res-
onators, which can be used as an indication for the losses that might limit quantum
applications of the SAW devices. We find that internal quality factors of the devices
fabricated on multi-layer substrates are generally lower than of those fabricated on
bulk LNO, but remain roughly in the same order of magnitude. Subsequently, we
used power- and temperature-dependent measurements to gain further insight into
the underlying loss mechanisms present in the different substrates, with particular
focus on the contribution of two-level systems (TLS), which are often limiting the
performance of electromagnetic resonators used in circuit electrodynamics. Using
two different models based on thermal and non-thermal TLS, we are able to describe
our experimental result and extract the contribution of these TLS to the total losses of
the devices. We find TLS losses to be the limiting factor in SAW devices fabricated on
LNOI, while other loss channels dominate in the reference devices fabricated on bulk
LNO. In the case of thin film LNO on silicon, TLS contribute significantly to the losses,
but can not be identified as the sole limiting factor. Instead, we hypothesize based
on XRD experiments that the quality of the material itself and defects introduced in
the wafer bonding process negatively impact the performance of these devices. How-
ever, even with the slightly increased loss rates compared to bulk LNO devices, SAW
resonators on thin film LNO demonstrate performance in the single-phonon regime
that is comparable to devices on bulk LNO, which are successfully used in quantum
acoustic circuits [50, 51]. Moreover, potential advantages in scalability and versatility
by avoiding flip-chip assemblies might favor the use of thin film SAW resonators over
established bulk devices for particular applications.
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Conclusion 7
7.1 Summary of findings

In this thesis, we have conducted comprehensive investigations into both the fabrica-
tion processes and the experimental operation of inductively coupled electromechan-
ical circuits and surface acoustic wave based quantum acoustic devices.

Regarding the fabrication, significant efforts have been invested to re-think the
processes used to manufacture nano-electromechanical circuits from the ground up
to improve their microwave properties, specifically the intrinsic loss rates 𝜅int. As
a result, a new multi-step process was developed that allows for the independent
optimization of materials and process steps in order to reduce the main cause of mi-
crowave losses in superconducting quantum circuits: two-level-systems (TLS). Based
on the newly developed process, a new generation of electromechanical devices is
being developed that has the potential to approach the single-photon strong coupling
regime of optomechanics (first results see Sec. 7.2).
Experimentally, we have studied the electromechanical single-photon coupling rate
in inductively coupled devices and its predicted scaling towards significantly larger
external magnetic fields. We employed a two-pronged approach of complementary
methodologies to independently verify the achievable coupling rates in the studied
device. Our investigation revealed a significant disagreement between the different
experimental methods, as well as coupling rates that generally remain below those
predicted by a theoretical model. Both effects become more pronounced as the mag-
netic field strength is increased. Based on our experimental data, we attribute the
discrepancies to the influence of flux noise and the associated frequency fluctuations
of the flux-tunable device. Although an active feedback protocol has been developed
for this work to stabilize the experiment against frequency shifts, it proved primar-
ily effective against low-frequency components of the flux-noise. The remaining
high-frequency noise, in combination with the long measurement duration required
to record microwave signals in the quantum regime, likely leads to an effective re-
duction of the measured coupling rates 𝑔0. This indicates that future experiments
might benefit from methods with shorter measurement duration and fewer averages
to more accurately capture 𝑔0, especially at higher magnetic fields. Additionally,
methods to shield or compensate the high-frequency flux noise are likely to prove
beneficial to future experiments (see Sec. 7.2). Notwithstanding these challenges, our
investigated device demonstrated a maximum single-photon coupling strength of
𝑔0/2𝜋 = (53.72 ± 2.91) kHz at 𝐵ip = 35mT, exceeding any previously reported value.
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Simultaneously, our work on low-power sideband cooling demonstrated the adapt-
ability of the inductively coupled architecture, which allows in-situ tuning of key
parameters like the optomechanical coupling strength over a wide range of accessible
values. Exploiting the record-high single-photon coupling strength attained in our
device, we demonstrated sideband cooling of a nanomechanical oscillator to near-
single-phonon occupation with a remarkably low microwave power on the order of
a fraction of a single photon. While the quantum mechanical ground state remains
elusive for now, we identified concrete limitations such as the device’s inherent Kerr
non-linearity, which can be selectively addressed in the next iteration of the experi-
mental design (see Sec. 7.2).

Further, we investigated how backaction in the electromechanical system can be
exploited for mechanical frequency control of a nanostring. We demonstrated a sig-
nificant in-situ tuning range of the mechanical resonance frequency, spanning more
than 50mechanical linewidths, and successfully replicated the experimental data with
a model based on the Lorentz force acting on the string. The findings also revealed
unexpected indications of flux vortex formation in the superconducting nanostring.
While further research is needed to fully understand these phenomena, their observa-
tion underscores the sensing capabilities of electromechanical devices and suggests
exciting possibilities for exploring the mechanical properties of individual flux lines.

Complementing these studies, our research on SAW resonators on thin-film lithium
niobate (LNO) and lithium niobate on insulator (LNOI) substrates compared their
performance at millikelvin temperatures with devices fabricated from traditional bulk
LNO. Our detailed analysis of loss mechanisms, particularly focusing on the role of
TLS, revealed that TLS losses are a significant limiting factor in thin-film substrates,
while other loss channels dominate in bulk LNO. While the internal quality factors in
multi-layer substrates generally fell short of those in bulk LNO, the potential scalability
and versatility of thin-film SAW resonators, despite slightly increased loss rates, make
them a viable alternative for certain quantum acoustic applications.

7.2 Future directions

Based on the results of this work, two avenues of future experimental work can be iden-
tified that could help to push the limits on what is currently possible with inductively
coupled electromechanical devices.

Towards lower loss rates First and foremost, the high intrinsic loss rate 𝜅int/2𝜋 >

1MHz of the flux-tuneable microwave resonator studied in this work currently poses
themain obstacle to the single-photon strong coupling regime. Themulti-step process
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Fig. 7.1.: First results of next generation electromechanical device. a FTR resonance frequency 𝜔c,
and b internal loss rate 𝜅int as a function of applied flux bias Φb, measured in absence of
an in-plane field 𝐵ip = 0. c Expected single-photon coupling strength 𝑔0 of the device, cal-
culated according to Eq. (2.96) using the parameters Ωm/2𝜋 = 5.7266MHz, 𝑙 = 30𝜇m,
𝛾 = 0.9, 𝐵ip = 15mT, and 𝜕𝜔c/𝜕Φ computed numerically from the data in a. The investi-
gated device was fabricated using the multi-step process developed over the course of this
work and presented in 3.3.2. Sample fabrication andmeasurement by Korbinian Rubenbauer.

presented inSec. 3.3.2wasdeveloped to face this challengeandconsiderably reduce the
impact of TLS-relatedmicrowave losses in thenext generationof electromechanical de-
vices. The first devices based on the newly developedprocess have been fabricated and
measured recently. We present a summary of early results in Fig. 7.1.
As seen in panel a, the new device demonstrates a large flux-tuneability of 800MHz
comparable to the previous device. More importantly, the internal loss rate of the de-
vice, as shown in panel b, was found as low as 𝜅int/2𝜋 = 120 kHz at the sweet spot
and 𝜅int/2𝜋 ≈ 300 kHz at moderate flux bias points. This corresponds to a quality
factor of 𝑄i = 20 × 103 to 40 × 103 and constitutes an improvement by a factor of 10
compared to the previously investigated device. Based on the frequency tuning behav-
ior, we can extract the flux responsivity 𝜕𝜔c/𝜕Φ and predict the achievable coupling
strength 𝑔0 of the device at moderate fields of 𝐵ip = 15mT according to Eq. (2.96)
and expect coupling rates in the range up to 80 kHz to be accessible (panel c). Due
to the increased quality factors, a coupling rate of 𝑔0/2𝜋 = 40 kHz as already demon-
strated for the previous device, would approach 𝑔0/𝜅 ≈ 0.33 and a quantum cooper-
ativity of 𝐶qu = 4𝑔20/(𝜅Γm) · �̄�c/�̄�thph > 7 at �̄�c = 1, which would allow the coherent
transfer of quantum information between the mechanical and the electrical subsys-
tems. With continued efforts to further optimize the quality factors of subsequent de-
vices, even the single-photon single-phonon strong coupling regime can likely become
within reach.

Combating flux noise In addition to improving the intrinsic properties of the elec-
tromechanical devices, efforts areunderway tomitigate adverse external factors, inpar-
ticular the effects of high-frequencyfluxnoise on future experiments. Ongoingprojects
involve shielding the cryostat with Cryoperm shields, where first results demonstrating
an increased frequency stability have been achieved. Furthermore, a redesign of the
magnet and sample assembly to be less susceptible tomechanical vibrationsmight be
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promising in minimizing the impact of external disturbances on device performance.
These approaches aim to enhance the stability and reliability of future experiments,
ultimately enabling higher electromechanical coupling rates to be measured and ex-
ploited.
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A.1 Summary of nano-electromechanical device
parameters

parameter value comment
CPW Eigenfrequency 𝜔c/2𝜋 = 7.4GHz

Length ℓ = 3.95mm
Dimensions (width, gap) 𝑤c = 10𝜇m, 𝑔c = 8𝜇m
Linear inductance 𝐿r = 1.832 nH
Linear capacitance 𝐶 = 545 fF

SQUID Loop inductance 𝐿loop = 136 pH see App. A.3
Loop area 𝐴loop = 47.7𝜇m2

Critical current 𝐼c0 ≈ 1.6𝜇A
Screening parameter 𝛽L ≈ 0.2
Eigenfrequency Ωm ≈ 5.8MHz out-of-plane mode

String String length 𝑙 = 30𝜇m
Dimensions (width, thickness) 𝑤 = 200 nm, 𝑡 = 110 nm
Tensile pre-stress 𝜎0 = 170MPa Ref. [57]
Shape factor 𝛾 = 0.9 Ref. [219]

Tab. A.1.: Summary of electromechanical device parameters. The parameters are categorized into
the sub-components of the electromechanical device: the coplanar waveguide resonator
(CPW), the superconducting quantum interference device (SQUID) and the mechanical os-
cillator, i.e. nanostring (String).

In Tab. A.1, we summarize the most relevant design parameters for the electromechan-
ical device used in the experimental study in Chap. 5. The device was fabricated using
the single-step process detailed in Sec. 3.1.1 and Sec. 3.3.3. Due to the nature of the sin-
gle step process, the coplanar waveguide resonator (CPW) and the nanostring both
consist of a Al/AlOx/Al tri-layer of 110 nm thickness.

A.2 Note on the use of single-sided and double-sided
spectra for frequency noise calibration

Throughout literature [32, 74, 75], different conventions are used for the definition of
displacement and force spectral densities in optomechanical experiments. As with all
competing conventions, their results should be equivalent, if consistently used. In our
experiment, an additional complication arises due to the use of a heterodyne detec-
tion scheme (details in Sec. 4.2.3), which requires careful consideration of the spectral
density convention for the experimental analysis. In this section, we provide a detailed
comparison of the single-sided and double-sided convention for spectral densities and
how they affect our measurements.
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Double-sided convention We use the convention of double-sided spectra throughout
this work, so the expressions in the following part are identical to the ones used in the
main text. We nevertheless repeat the key parts of the treatment to allow for a direct
comparison later on.

Double-sided spectral densities 𝑆DSxx (Ω) are defined such that the mean square
fluctuations of their corresponding variable 𝑥 are found by integration over the entire
frequency space, i.e.

〈𝑥2〉 =
∫ +∞

−∞
𝑆DSxx (Ω) 𝑑Ω

2𝜋
, (A.1)

specifically also 〈𝛿𝜔2〉 =
∫ +∞
−∞ 𝑆DS𝜔𝜔 (Ω) 𝑑Ω2𝜋 . This normalization leads to a corresponding

driving force spectral density exerted by a thermal bath of temperature 𝑇 given by [73,
74]

𝑆DSFF (Ω) = 2𝑚effΓm𝑘B𝑇 . (A.2)

Accordingly, we calculate the (double-sided) thermal displacement spectral density of
a mechanical oscillator to [73, 75]

𝑆DSxx (Ω) = |𝜒m(Ω) |2 𝑆DSFF (Ω) ≈ 𝑘B𝑇

𝑚eff

2Γm
(Ω2 −Ω2

m)2 + Γ2mΩ2 . (A.3)

We also recall Eq. (4.4), which relates displacement spectral densities and frequency
spectral densities via the optomechanical coupling rate 𝑔0

𝑆𝜔𝜔 = 𝐺2𝑆xx (A.4)

where𝐺 = 𝑔0/𝑥zpf .

Now we find for explicit integration of 𝑆DSxx (Ω) in the high-Q limit (Ωm >> Γm)∫ +∞

−∞
𝑆DSxx (Ω) 𝑑Ω

2𝜋
=
𝑘B𝑇

𝑚eff
· 1
Ω2
m

= 𝑆DSxx (Ωm)
Γm
2
. (A.5)

Inserting into the definition of mean square frequency fluctuations from above

〈𝛿𝜔2〉 =
∫ +∞

−∞
𝑆DS𝜔𝜔 (Ω) 𝑑Ω

2𝜋
=

∫ +∞

−∞

𝑔20
𝑥2zpf

𝑆DSxx (Ω) =
𝑔20
𝑥2zpf

𝑘B𝑇

𝑚eff
· 1
Ω2
m

= 2𝑔20�̄�ph (A.6)

where we use 𝑥zpf =
√
ℏ/2𝑚effΩm and �̄�ph ≈ 𝑘B𝑇/ℏΩm. The above expression was al-

ready found in Eq. (4.5) and is themain tool used to extract the single-photon coupling
rate 𝑔0 based on the measured mean square frequency fluctuations, i.e. the peak area
of the mechanical signatures in the frequency spectral densities.

A.2 Note on the use of single-sided and double-sided spectra
for frequency noise calibration
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Single-sided spectra In the single-sided convention, spectral densities are defined
such that the mean square fluctuations of a variable 𝑥 are recovered by the integration
of their spectral density 𝑆SSxx over only positive frequencies, i.e.

〈𝛿𝑥2〉 =
∫ +∞

0
𝑆SSxx (Ω) 𝑑Ω

2𝜋
. (A.7)

One advantage of this convention is that it recovers the familiar result of the classical
equipartition theorem for the driving force spectral density exerted by a thermal bath
of temperature𝑇

𝑆SSFF(Ω) = 4𝑚effΓm𝑘B𝑇 . (A.8)

Based on the thermal force density, this definition alters also the thermal displacement
spectral density of a mechanical oscillator to

𝑆SSxx (Ω) = |𝜒m(Ω) |2 𝑆SSFF(Ω) ≈ 𝑘B𝑇

𝑚eff

4Γm
(Ω2 −Ω2

m)2 + Γ2mΩ2 . (A.9)

Using the single-sided definitions, we find for explicit integration of 𝑆SSxx (Ω) in the high-
Q limit (Ωm >> Γm)∫ +∞

0
𝑆SSxx (Ω) 𝑑Ω

2𝜋
=
𝑘B𝑇

𝑚eff
· 1
Ω2
m

= 𝑆SSxx (Ωm)
Γm
4
. (A.10)

Notably, the simplified relation between the integration result and the value on reso-
nance differs from the double-sided convention, but the explicit result of integration
remains equivalent, which also leads to a familiar result for themean square frequency
fluctuations

〈𝛿𝜔2〉 =
∫ +∞

0
𝑆SS𝜔𝜔 (Ω) 𝑑Ω

2𝜋
=

∫ +∞

0

𝑔20
𝑥2zpf

𝑆SSxx (Ω) =
𝑔20
𝑥2zpf

𝑘B𝑇

𝑚eff
· 1
Ω2
m

= 2𝑔20�̄�ph . (A.11)

Clearly, if the expressions are adapted consistently, both conventions arrive at the same
expression that links the mean square frequency fluctuations to the opto-mechanical
vacuum coupling rate.

However, a second pitfall presents itself in the handling of acquired experimental
data. To generate valid results for 𝑔0 with the frequency noise calibration it is crucial
to understand the nature of the spectra that are acquired and use the corresponding
models to fit and describe them.

Homodyne detection As discussed in 4.2.3, most commercial spectrum analysers dis-
play single-sided spectra. Therefore, in the case of homodyne detection, negative fre-
quency components are folded onto the positive frequency space and effectively lead
to a multiplication of the resulting spectral density by 2. This effect is included in the
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single-sided displacement spectral density 𝑆SSxx .
To generate valid results, the experimental spectra have to be fitted with Eq. (A.9) and
processed using the formulas described above under single-sided spectra. Fitting a
single-sided spectrum with the displacement spectral density of a double-sided spec-
trum will effectively lead to a multiplication of the extracted 〈𝛿𝜔2〉 by a factor of 2 and
an overestimation of the optomechanical coupling rate 𝑔0. Numerical integration of
themeasured spectra can be used as an alternative to fits. In this case, it is important to
remember that the entire signal is already represented in the positive frequency space
and in a single peak area and does not need to bemultiplied or otherwisemodified any
further.

Heterodyne detection In the case of heterodyne detection, commercial spectrum an-
alyzers will still display single-sided spectra and fold negative frequency components
onto the positive frequency space. However, due to the heterodyne detection, the sym-
metry of the displacement spectral density is broken, and no overlap and multiplica-
tion of the signals takes place. Accordingly, the measured spectral density effectively
presents like the positive frequency range of a double-sided spectrum andmust be fit-
ted with Eq. (A.3) and processed using the formulas described above under double-
sided spectra. Doing otherwise will lead to half of the frequency fluctuations being
discarded and the optomechanical coupling rate being underestimated. In the case of
numerical integration, one must be aware that integrating the measured spectral den-
sity around a single peakwill only encompass half of the real fluctuations. For example,
if one numerically integrates 100 linewidths around a peak of a spectrum acquired by
heterodyne detection ∫ Ωm+100Γm

Ωm−100Γm
𝑆𝜔𝜔 (Ω) 𝑑Ω

2𝜋
≈ 〈𝛿𝜔2〉

2
, (A.12)

under the assumption that the underlying spectrum is perfectly symmetrical.

A.3 Geometric and kinetic inductance of a mechanically
compliant SQUID

In the following we will present the necessary equations and variables to calculate
the geometric and kinetic inductance contributions of a mechanically compliant
SQUID.

Kinetic Inductance The kinetic inductance of our SQUID design is dominated by
the constrictions that the thin and long nanostring oscillators present. The nanos-
trings can be approximated as nanoinductors in the dirty limit (mean free path

A.3 Geometric and kinetic inductance of a mechanically com-
pliant SQUID
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much smaller than the superconducting coherence length) with a kinetic inductance
following [263]

𝐿kin =
ℏ𝜌nℓ

𝜋Δ0𝑤𝑡
. (A.13)

In the above equation, 𝜌n and Δ0 are the superconductor’s normal state resistivity and
energy gap at zero temperature, respectively, and 𝑤, 𝑡, and ℓ describe the nanostring
geometry as introduced in Sec. 2.2.1. With the input parameters (𝑤, 𝑡, ℓ ) = (0.2, 0.11,
30) 𝜇m, 𝜌n = 2.82 × 10−3Ωm [264], and Δ0 = 0.18meV [91], we calculate a kinetic
inductance of 45 pH for a single nanostring. As the SQUID loop contains two identical
strings, its total kinetic inductance is 𝐿kin = 90 pH. Note that, by definition, the kinetic
inductance of the SQUID is simply the sumof these contributions. The exact geometry
of the SQUID loop, which for example leads to a reduction of parallel inductances, is
considered separately (cf. Eq. (2.61)).

Geometric Inductance The geometric contribution to the inductance of the SQUID
loopcanbemodeledusing the classical theoryof self inductanceof a roundconducting
wire forming a rectangular loop [265]

𝐿geo =
(𝜇0
𝜋

) [
−2(𝑊 + 𝐻) + 2

√
𝐻2 +𝑊2 − 𝐻 ln

(
𝐻 +

√
𝐻2 +𝑊2

𝑊

)
−𝑊 ln

(
𝑊 +

√
𝐻2 +𝑊2

𝐻

)
+ 𝐻 ln

(
2𝐻
𝑑/2

)
+𝑊 ln

(
2𝑊
𝑑/2

)]
(A.14)

Here, 𝑊 and 𝐻 are the width and height of the loop, respectively, and 𝑑 is the di-
ameter of the conducting wire. To approximate the nanostring as a round wire, we
use 𝑑 =

√
𝑡2 + 𝑤2. Using𝑊 = 24.24𝜇m and 𝐻 = 1.97𝜇m from our design together

with the string geometry from above, we calculate 𝐿geo = 46 pH. Alternatively, the
geometric inductance can be calculated using FEM electromagnetic simulations. We
find good agreement between the value calculated with the above equation and a
simulation performed with Ansys Electronics Desktop. Curiously, we find that using
common formulas that specifically focus on loops of rectangular wires does not agree
with the results of the above equation or the FEM simulation and instead significantly
overestimates the geometric inductance of the loop. It appears plausible that the
model based on round wires provides a more realistic approximation at the very high
aspect ratios of nanometer cross-sections versus micrometer lengths.
Overall the calculations result in a loop inductance of the mechanically compliant
SQUID of

𝐿loop = 𝐿kin + 𝐿geo = 136 pH . (A.15)
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