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Abstract

This work explores the impact emotional entanglement between team members has on
productivity on teams. Building on empirical findings, a novel, quantitative approach to
analyzing team dynamics using artificial intelligence is introduced. The primary contribu-
tions include the development of Moody, an easy-to-use system designed to analyze team
emotions during video calls and give actionable insights, as well as a comprehensive AI
analysis pipeline encompassing face detection, emotional analysis, speaker diarization, and
interruption dynamics. The proposed approach marks a significant departure from traditional,
empirical methods, providing a robust framework for quantifiable assessments of the impact
of emotions on team performance and productivity. The practical implications of this work
are substantial, offering organizations easily employable tools to foster better emotional state
of its members, enhance communication efficiency, and ultimately improve team effectiveness.
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1 Introduction

1.1 What Influences Team Effectiveness?

The effectiveness of teams is crucial for the success of organizations, as it directly impacts
productivity and performance. However, as teams grow larger, the impact of adding each new
member on team productivity is less and lesss pronounced, leading to the phenomenon of
diminishing returns. This effect is the root cause for the well-known challenge of maintaining
optimal productivity as organizations expand. Additionally, communication between team
members often results in loss of information, hindering effective collaboration and decision-
making. Understanding the emotional connection between team members is essential, as it
can significantly improve communication and team productivity.

The concept of diminishing returns in team productivity as the team or organization grows
larger has been widely studied. Studies such as those by [1] have explored the impact of team
size on productivity in various contexts, shedding light on the challenges associated with
increasing team size. These studies provide valuable insights into the diminishing impact of
each new member on overall productivity as the team size increases.

As an example, in software development, larger teams often face challenges in coordi-
nating efforts, maintaining communication, and making decisions efficiently. As the team
size increases, the complexity of managing dependencies between different pieces of code,
coordinating schedules, and ensuring effective communication becomes increasingly diffi-
cult. This can lead to a decrease in productivity as more time is spent on coordination and
communication rather than actual coding and problem-solving. [2]

Furthermore, larger teams can also lead to a diffusion of responsibility, where individual
team members may feel less accountable for the overall outcome. This diffusion of responsi-
bility can result in a decrease in the quality and speed of work, as team members may rely on
others to pick up the slack. [3] [4]

The loss of information in communication between team members has been a subject of
research as well, as highlighted in studies such as those by [5] and [6]. These studies
emphasize the potential inefficiencies in coordination and communication that may arise
from larger team sizes, contributing to the understanding of the challenges associated with
communication within teams.

Diversity within a team has a significant influence on team productivity. When teams
are composed of individuals with diverse backgrounds, experiences, and perspectives, they
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1 Introduction

are more likely to generate a wide range of ideas and approaches to problem-solving. This
diversity can lead to greater innovation and creativity, ultimately enhancing the team’s overall
productivity. Research has shown that diverse teams are better at decision-making and
problem-solving, as they consider a broader range of options and perspectives. Additionally,
diversity fosters a more inclusive and collaborative environment, as team members learn from
one another and are exposed to different ways of thinking. Embracing diversity in teams can
also improve communication and reduce the risk of groupthink, leading to more effective
and efficient collaboration. Overall, diversity has been proven to be a driving force behind
enhanced team productivity and performance. [7] [8] [9]

In order to address these challenges, organizations may need to reconsider their team
structures and look for ways to foster more efficient collaboration and communication within
larger teams. This may include implementing agile methodologies, breaking larger teams
into smaller, more focused groups, or investing in tools and technologies that can streamline
communication and coordination efforts. By addressing these challenges, organizations can
work towards maintaining higher levels of productivity even as their teams grow in size. [10]
[11] [12]

While the previous research has extensively explored the impact of team size, communica-
tion, and diversity on team productivity, a less researched topic that requires attention is the
emotional entanglement within teams. Emotional entanglement refers to the complex inter-
play of emotions and relationships among team members, which can significantly influence
how a team functions and performs.

1.2 Emotional Entanglement

Understanding and managing emotional entanglement within teams is crucial for maintaining
a conducive work environment that fosters productivity. This less-explored aspect of team
dynamics warrants further research and attention from organizations aiming to optimize
their teams’ effectiveness. Moreover, addressing emotional entanglement can complement
existing strategies for improving team productivity and help organizations achieve better
overall outcomes.

The emotional connection between team members has been recognized as a critical factor
in improving communication and team productivity. Studies such as those by [13] and [14]
have delved into the impact of emotional connections and team culture on team effective-
ness, highlighting the significance of trust and cohesion in enhancing communication and
productivity within teams.

Emotional entanglement in a team can impact productivity in both positive and negative
ways. On the positive side, strong emotional bonds between team members can foster trust,
facilitate open communication, enhance collaboration, and promote a supportive environment
that is conducive to creativity and problem-solving, especially during challenging times.
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1 Introduction

When team members feel emotionally connected, they are more likely to be committed to the
team’s goals and work cooperatively towards achieving them. [15].

On the other hand, negative emotional entanglement can have detrimental effects on team
productivity. Negative emotional entanglement can lead to conflicts if not managed properly.
It may result in personal conflicts, misunderstandings, or an increased sensitivity to criticism,
all of which can hinder team performance and productivity. Additionally, team members
might become distracted by emotional dynamics and struggle to maintain focus on tasks
efficiently. [16]

Effective conflict resolution and emotional intelligence within the team are key to harnessing
the positive aspects of emotional entanglement while mitigating the negative effects. A team
that can balance emotional connections with professionalism is likely to be more productive
and successful [17] [18] [19].

In summary, optimizing team productivity and performance requires a deep understanding
of the challenges associated with diminishing returns, communication inefficiencies, and the
role of emotional connections. The efficiency of teams is crucial for organizational success,
and emotional entanglement appears to be an important contributor to it.

By leveraging AI models that analyze the emotions of team members, we can gain valuable
insights into their emotional entanglement and its impact on team productivity. This infor-
mation can be used to identify areas of improvement, such as fostering stronger emotional
bonds, promoting effective communication, and resolving conflicts.

1.3 AI and Emotion in Video Calls

With the advancement of artificial intelligence and machine learning, analyzing emotions
during team interactions has become more feasible. AI models can be leveraged to interpret
the emotional dynamics within a team, providing valuable insights for improving commu-
nication strategies and team engagement. By analyzing emotions of team members during
their day-to-day interactions, organizations can gain a deeper understanding of their team’s
emotional entanglement and its impact on productivity.

The utilization of video call data as a source for emotional analysis is driven by its rich,
spontaneous, and genuine nature. Video calls capture a wealth of non-verbal cues, such as
facial expressions and voice tonality, which are paramount in understanding emotions. The
real-time and spontaneous nature of video communication offers a unique window into team
dynamics, extracting the emotional data efficiently and non-intrusively. The convenience and
speed of accessing video data make it extremely useful for companies looking to improve
teamwork and achieve success by understanding team emotions.

This approach aligns with the broader trend of leveraging AI for emotional analysis in
various fields. In telehealth, for example, understanding a patient’s emotions has long
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been considered crucial for providing quality care [20]. Analogously, in the context of team
dynamics, analyzing emotions can significantly augment efforts to foster a more supportive
and collaborative work environment.

As organizations aim to optimize team effectiveness, integrating AI-based emotional anal-
ysis into their communication strategies can offer a distinct advantage. The innovative
approach introduced in this work not only addresses the less-explored aspect of emotional
entanglement within teams but also aligns with the broader goal of improving productivity
and collaboration in the modern workplace. By using AI to analyze team members’ emo-
tions and emotional entanglement, we can uncover valuable insights that contribute to team
productivity and success.

In the course of this work, a system Moody has been developed to analyze team emotions
during video calls and provide real-time feedback. Furthermore, state-of-the-art models
have been utilized to build an analysis framework aimed at enabling the assessment of
teamwork and deriving insights into how emotional intelligence contributes to enhancing
team productivity. This represents a significant advancement as such insights were previously
only based on empirical evidence.

Additionally, advanced SOTA models were employed in establishing an analytical frame-
work designed to facilitate the evaluation of teamwork dynamics and offer valuable insights
into how emotional intelligence can serve to improve overall team performance. It is worth
noting that these advancements mark a departure from previous practices, as this area of
research had so far relied mainly on empirical evidence for investigation. This framework
builds a basis for quantifiable measurements and predictions, empowering researchers to
quantify the effects of individual emotions, emotional entanglement and other observations on
the productivity of teams. The discoveries made that way build the core for recommendations
and assessments of Moody, providing them in a form that’s fast and easy to digest for any
team member, even without specialized knowledge on team productivity.

1.3.1 Moody: An Easy-To-Use Emotion Analysis Software

Moody (available at moody-v2.vercel.app) is a web app built with AngularJS to facilitate
real-time emotion analysis in video calls. It is tailored towards the needs of individuals who
are not experts in team dynamics. However, it also provides the opportunity to download a
.csv file with detailed data that can be analyzed with the more advanced analysis toolkit.

The version 1 of Moody (available at https://www.moody.digital/) was developed at
Massachusetts Institute of Technology Center for Collective Intelligence (MIT CCI) prior to
this work. It was fully browser-run and utilized some small facial and emotion recognition
models with unsatisfactory accuracy and speed, especially if not launched on a powerful PC.
For this work, it was therefore decided to build the version 2 of Moody with vastly expanded
functionality while still keeping it simple enough for a layman to use with a few minutes of
introduction from a professional. It was also decided to deploy the AI backend on a separate
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1 Introduction

compute cluster instead of launching everything in the user’s browser.

Below, some functionality of Moody v2 is showcased.

Figure 1.1: The Pie chart view shows the emotions averaged out among the team members.

Figure 1.2: The Presenter view shows the main metrics providing rapid feedback to the speaker.
At the bottom, an LLM-generated short actionable insight is shown.
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2 Team Emotion Analysis with AI

2.1 Purpose of This Work

In the course of this work, a system Moody has been developed to analyze team emotions
during video calls and provide real-time feedback. Furthermore, state-of-the-art models
have been utilized to build an analysis framework aimed at enabling the assessment of
teamwork and deriving insights into how emotional intelligence contributes to enhancing
team productivity. This represents a significant advancement as such insights were previously
only based on empirical evidence.

Additionally, a combination of AI models was employed in establishing an analytical
framework for further use at MIT CCI. It was designed to facilitate the evaluation of teamwork
dynamics and offer valuable insights into how emotional intelligence can serve to improve
overall team performance. It is worth noting that these advancements mark a departure from
previous practices, as this area of research had so far relied mainly on empirical evidence for
investigation. The analytical framework builds a basis for quantifiable measurements and
predictions, empowering researchers to quantify the effects of individual emotions, emotional
entanglement and other observations on the productivity of teams. The discoveries made
that way build the core for recommendations and assessments of Moody, providing them in a
form that’s fast and easy to digest for any team member, even without specialized knowledge
on team productivity.

2.2 Challenges

The primary challenge in analyzing emotions in video calls lies in accurately detecting and
interpreting the complex and subtle facial expressions of participants in real-time. This
requires robust artificial intelligence (AI) models that can handle diverse lighting conditions,
face orientations, and facial occlusions, which are common in video calls. Identity detection
AI models also need to recognize team members robustly as they may join/quit calls without
prior notice or suddenly get out of frame.

Another difficulty associated with analyzing emotions during video calls stem from the
need to effectively detect and interpret intricate and nuanced facial expressions in real-time.
Because video calls require a lot of data to be analyzed, a fine balance must be met between
speed and accuracy when developing an appropriate setup of AI models. Another factor to
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2 Team Emotion Analysis with AI

be kept in mind that the cost per minute of running the AI models must be kept low enough
(preferably on the order of magnitude of $0.01 USD) to keep the technology accessible for
large-scale experiments and adoption in various organizations.

In addition to the technical aspects, the integration of user-friendly interfaces that facilitate
the seamless collection and analysis of emotional data during video calls is pivotal. These
interfaces should provide a clear and easy-to-understand visualization of emotional dynamics,
allowing team members and leaders to gain insights and take necessary actions in real-time.

Ultimately, by overcoming the challenges through a comprehensive approach that encom-
passes advanced AI models, efficient computational resources, and user-friendly interfaces,
Moody allows organizations to harness the power of emotional analysis in video calls to
enhance team productivity and collaboration. Furthermore, Moody provides

2.3 AI Methods of Emotion Analysis

Several AI models have been developed to address these challenges, each with its strengths
and specific applications. Here, we discuss some of the prominent categories of models used
for emotion analysis. Further, we discuss how these models can be combined in a pipeline to
tackle the objective of this work.

2.3.1 Face Detection Models

The first step in emotion analysis is detecting faces within a video frame. Models like
RetinaFace are widely used for this purpose due to their high accuracy in detecting faces
under various conditions.

Retinaface is a detection model designed for accurate and dense face localization [21] [22]
[23] in complex and diverse real-world scenarios. Developed by Deng et al. in 2019, Retinaface
operates as a single-stage model, making it highly effective and fast in detecting faces. The
model is able to accurately detect faces in various poses, lighting conditions. This model
utilizes a combination of convolutional neural networks (CNNs) to efficiently process image
data and extract informative features for precise face localization. Additionally, the use of
anchor mechanisms [24] [25] allows the model to accurately identify and localize faces across
different scales and aspect ratios within the input images.

Retinaface is trained and tested on several large-scale face detection datasets, most promi-
nently, WIDER FACE [26]. The WIDER FACE dataset consists of 32,203 images with 393,703
labeled faces in various poses and occlusions, making it well-suited for evaluating face
detection models in real-world scenarios. This dataset enables Retinaface to achieve robust
and accurate face localization in complex environments.

The loss function used in the training of Retinaface is the focal loss, which is particularly
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2 Team Emotion Analysis with AI

Figure 2.1: Sample images from the WIDER FACE dataset with ground truth bounding boxes.
The WIDER FACE dataset consists of images with faces possessing a high degree
of variability in scale, pose and occlusion. [26]
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2 Team Emotion Analysis with AI

well-suited for dense object detection [27] tasks like face localization. The focal loss is effective
at addressing the class imbalance that occurs in densely labeled datasets, such as the WIDER
FACE dataset, by assigning less weight to well-classified examples and focusing more on the
misclassified ones. This allows the model to effectively learn from examples and improve
its accuracy in localizing faces, especially in scenarios with occlusions and varying lighting
conditions.

In addition, Retinaface uses a regression function, such as smooth L1 loss [28], for bounding
box regression. This regression function is beneficial because it is robust to outliers and pre-
vents large errors from dominating the training process. By using smooth L1 loss, Retinaface
can effectively learn to predict accurate bounding box coordinates for face localization while
minimizing the impact of outliers and noisy annotations in the training data.

Overall, the choice of focal loss for classification and smooth L1 loss for bounding box
regression in Retinaface contributes to its robustness and precision in detecting and localizing
faces in diverse real-world scenarios.

Multi-task Cascaded Convolutional Networks (MT-CNN) are a widely used alternative
approach for face detecion. MT-CNN is a face detection model developed by Zhang et al.
The model is designed to perform multiple tasks in a cascaded manner, leading to accurate
and efficient face detection in various real-world scenarios. MT-CNN consists of three stages:
proposal network, refinement network, and output network. These stages work together to
detect faces at different scales and make the detection process robust to variations in facial
pose, lighting, expressions, and occlusions.

The proposal network generates candidate box regions containing faces, which are then
refined by the refinement network to improve accuracy. Finally, the output network produces
the final bounding box coordinates and facial landmarks. This multi-stage architecture enables
MT-CNN to achieve precise and reliable face detection in complex environments, and has
been extensively evaluated on benchmark WIDER FACE [26], demonstrating its effectiveness
in detecting faces under various conditions.

The multi-task approach of MT-CNN allows it to simultaneously address the tasks of face
detection, bounding box regression, and facial landmark localization. The architecture of
MT-CNN, also allows it to effectively handle scale variations, occlusions, and pose variations,
leading to precise and reliable face detection [29]. This makes MT-CNN a promising choice
for real-world face detection applications where accuracy and speed are essential.

2.3.2 Landmark Detection Models

Once faces are detected, facial landmark detection models such as MobileFaceNets [30] are
employed to identify key points on a face, such as the corners of the eyes, points on the edge
of the lips, the edge of the face etc. These landmarks help in aligning faces before further
analysis and are crucial for accurate emotion prediction.

9



2 Team Emotion Analysis with AI

MobileFaceNets is a highly efficient CNN designed specifically for real-time face verification
on mobile and embedded devices, utilising less than 1 million parameters. By focusing on
creating a balance between accuracy and computational efficiency, MobileFaceNets addresses
the pressing need for reliable face verification technology that can operate within the con-
straints of mobile hardware. This is achieved through a meticulously structured CNN that
significantly reduces the computational requirements without compromising the model’s
accuracy.

The novelty of MobileFaceNets lies in its design, which overcomes the limitations of common
mobile networks in the context of face verification tasks. This includes the introduction of a
global depthwise convolution (GDConv) layer as opposed to a global average pooling layer or
a fully connected layer to generate a discriminative feature vector. This enables the network
to assign varying levels of importance to different spatial positions in the face images, thus
enhancing the model’s accuracy and efficiency for face verification purposes.

MobileFaceNets was trained from scratch using the refined MS-Celeb-1M dataset [31]
combined with the ArcFace loss function [32]. This approach ensured a robust training regime
that adequately prepared the model to achieve high accuracy levels in real-world scenarios.
The training process meticulously considered aspects such as weight decay, optimization
methods (SGD with momentum), and learning rate adjustments to optimise performance
further and ensure comprehensive learning from the extensive dataset.

When it comes to testing and performance evaluation, MobileFaceNets exhibited remarkable
results on benchmark Labeled Faces in the Wild (LFW) and MegaFace [33], achieving an
accuracy of 99.55% on LFW and a True Acceptance Rate (TAR) of 92.59% at a False Accept Rate
(FAR) of 1e-6 on MegaFace. These results not only highlight the accuracy of MobileFaceNets
compared to other state-of-the-art (SoTA) CNNs, such as NASNet [34] and ShuffleNet [35],
but also its considerable speed-up in actual inference time on mobile devices, making it an
innovative solution for efficient and reliable real-time face verification on mobile platforms.

MobileNets are a class of efficient, lightweight convolutional neural network architectures
designed by Google for use on mobile and embedded devices. As such, this class of model
architectures offers a good tradeoff between accuracy and performance for the use case
discussed in this work. These networks leverage depthwise separable convolutions to
build models that significantly reduce the computational burden, enabling faster operation
with a minimal decrease in accuracy. MobileNets introduce two hyperparameters, width
multiplier and resolution multiplier, allowing model builders to tailor the network size and
computational requirements to their specific application needs, achieving a balance between
latency and accuracy.

The novelty of MobileNets lies in their streamlined architecture, primarily based on depth-
wise separable convolutions. This method splits the filtering and combining steps of tradi-
tional convolutions [36] into separate layers, which drastically lowers the computational cost
and model size. Depthwise separable convolutions, along with the introduction of the width
and resolution multipliers, enable MobileNets to provide a modular and scalable approach
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2 Team Emotion Analysis with AI

to designing efficient neural networks that can be customized for a variety of mobile and
embedded vision applications.

MobileNets were trained using the TensorFlow framework [37] and RMSprop, using
asynchronous gradient descent [38]. The training process entailed less regularization and
data augmentation techniques due to the reduced tendency of smaller models to overfit.
Notably, MobileNets require careful adjustment of regularization, particularly a reduced or
negligible weight decay for the depthwise filters, due to their limited number of parameters.
These choices in training parameters and strategies were found crucial for optimizing the
performance of MobileNets across different configurations.

Testing and performance evaluation of MobileNets demonstrated their effectiveness across a
broad spectrum of applications, from ImageNet classification to object detection, fine-grained
recognition, and geographical localization [39]. MobileNets not only achieve competitive
accuracy compared to larger models but do so with substantially lower computational costs
and model sizes. For example, when compared with conventional architectures like VGG16
[40] and GoogleNet [41] on the ImageNet dataset, MobileNets provided near-equivalent
accuracy with significantly fewer parameters and mult-add operations, showcasing their
suitability for resource-constrained environments while maintaining high performance.

Figure 2.2: MobileNets includes a wide range of functions, including object detection, face
attributes, finegrain classification, and landmark recognition. [42]

2.3.3 Face Pose Models

Understanding the orientation of the face, provided by models like Img2Pose, also aids in
emotion analysis by adjusting for head movements and ensuring that emotional predictions
are consistent regardless of how the face is positioned.

Img2pose, a face detection model developed by Albiero et al. in 2021 [43], is designed
to perform simultaneous (one-shot) face detection and head pose estimation. This model
aims to accurately detect faces and estimate the head pose in real-world scenarios, making
it a valuable tool for applications such as biometrics, surveillance, and human-computer

11
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interaction.

One of the key aspects of img2pose is its ability to estimate the head pose in addition
to facial landmark detection. This feature makes it particularly useful in scenarios where
knowledge of the head’s orientation is essential, such as in surveillance and human-computer
interaction applications. By providing both face detection and head pose estimation, img2pose
offers a comprehensive solution for understanding the spatial orientation of individuals within
an image.

img2pose is trained on WIDER FACE dataset [26], which uses manually annotated five
point facial landmarks on training faces from the Retina Face project [44]. The six degrees of
freedom (6DoF) pose is obtained and then converted to global image frames.

The img2pose model was developed using PyTorch with ResNet-18 [45], utilizing stochastic
gradient descent with dynamic learning rate adjustments based on validation loss. Due to
the limitations of Euler angles for evaluating face poses with large yaw angles, the model was
refined on the 300W-LP dataset [46] [47], which contains moderated yaw angles, to ensure
accuracy. This refinement process involved a fixed learning rate and was completed in just 2
epochs, streamlining the training approach.

The model was tested on AFLW2000-3D [47] and BIWI [48] datasets. It outperformed
existing state-of-the-art methods by directly processing full images without the need for
pre-cropping or scaling. Achieving an mean absolute error in rotation (MAEr) of 3.913 and
operating at 41 fps on the AFLW2000-3D dataset, and an MAEr of 3.786 at 30 fps for the
BIWI dataset, the model demonstrated both high accuracy and efficiency. Further validation
through an ablation study confirmed the combined loss functions significantly enhanced the
model’s head rotation predictions, showcasing the robustness and precision of the img2pose
approach.

2.3.4 Action Unit (AU) Detection Models

Action Units (AUs) are specific movements of facial muscles that correlate with different
emotions. Models like SVM (Support Vector Machine) and XGBoost are used to detect these
AUs from facial landmarks. The detection of AUs allows for a fine-grained analysis of facial
expressions.

2.3.5 Emotion Detection Models

With the face aligned and AUs detected, emotion detection models like ResMaskNet can
classify the overall emotion of the face using Facial Expression Recognition. This model uses
deep learning techniques to interpret the combined information from face detection, land-
marks, and AUs to predict emotions such as happiness, sadness, anger, etc. The architecture
enhances CNN performance by focusing on essential regions of the face, such as the eyes,
nose, and mouth, which are crucial for recognizing emotions [49].

12



2 Team Emotion Analysis with AI

ResMaskNet is structured with four main Residual Masking blocks, each containing a
Residual Layer and a Masking Block. The Residual Layers are part of the residual network
architecture, and is primarily used for feature processing, wheres Masking Blocks produce
weights for corresponding feature maps.

Evaluations of ResMaskNet on datasets FER2013 [50] and VEMO2020 (Vietnam Emotion)
[51] [52] illustrate SOTA accuracy, outperforming well-known models such as VGG19 [40],
ResAttNet56 [53], Densenet121 [54], Resnet152 [45], and Cbam_resnet50 [55].

2.3.6 Identity Detection Models

In scenarios where the identity of participants is also relevant, models like FaceNet can be
used. This model provides a way to recognize and differentiate between participants, which
can be particularly useful in personalized emotion analysis. [56]

FaceNet provides a 512-dimensional embedding representation of every face. This allows
for accurate detection of the same person across different video frames or whole videos, even
with complications such as faces being partially obscured, faces not fully present in the frame,
or different lighting conditions.

The model uses a deep convolutional neural network to learn the embedding of face images.
The similarity between two face images is assessed based on the square of the Euclidean
distance between the corresponding normalized vectors in the 512-dimensional Euclidean
space. The system used the triplet loss function as the cost function and introduced a new
online triplet mining method. The system achieved an accuracy of 99.63% which is the highest
score on Labeled Faces in the Wild dataset in the unrestricted with labeled outside data
protocol. [57] [58]

2.4 AI Model Pipeline for Emotion Analysis

To achieve a comprehensive emotion analysis while considering the aforementioned accuracy-
speed tradeoff and cost constraints, the AI models described above need to be combined into
a pipeline in a particular way. [59]

The pipeline runs in a Docker container on a Runpod instance with a NVIDIA RTX A2000
GPU (6 GB GDDR6 memory, 8.0 TFLOPS single-precision performance, 15.6 TFLOPS RT Core
performance), 35 GB RAM and 9 virtual CPU (vCPU) cores working at 2.7 GHz. At the time
of writing, the cost of running this virtual instance was $0.14 USD per hour, making it very
accessible not only to any organizations for day-to-day use for team meetings, but also for
CCI to run large-scale team experiments and analyze hundreds of hours of video data.

In this setup, it takes about 1 s to analyze one video frame with 3 team members in a video
call. Because human emotions don’t change drastically more often than that, a sampling
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period of 1 s is sufficient to accurately analyze the team’s development of emotions over time.

This particular setup was chosen to make it possible to launch the pipeline as real-time
backend for Moody while at the same time enabling researchers to analyze long video
recordings from meetings as a long-running job. In the backend mode, Moody asynchronously
sends frames from the user’s video call window to the instance running the analysis pipeline
every 1 s. Moody then gets updates on team members’ emotions asynchronously from the
pipeline and shows the development of emotions in real time to the team members. Based
on this real-time data, Moody is also able to give real-time actionable feedback to every
individual user on how to improve their team interactions. This makes it possible for users
to immediately implement that feedback into their interaction with others in the meeting,
driving the team to best practices of communication — even if no one on the team is an expert
in team communication.

In the long video analysis mode, one can upload a video to the Runpod instance, select
the number of frames per second (FPS) and have a full analysis prepared after some time
as a downloadable .csv file. Because it takes about 1 s to analyze 1 video frame, at the
recommended sampling frequency of 1 FPS the processing time is about the same as the
duration of the video. This mode enables detailed analysis of recorded meetings, providing
valuable insights that can be used for further research and training purposes.

To illustrate each stage of the emotion analysis pipeline, consider this sample image frame
from one of the video calls recorded at MIT CCI with consenting individuals (Figure 2.3).
The emotion analysis pipeline selects a set number of equally spaced frames per second from
a video and uses the AI models on it as described further.

Figure 2.3: Example frame captured from a video call (Zoom software) with three team
members.
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To sum up, this multi-model approach leverages the strengths of each model, ensuring
robust and accurate emotion analysis suitable for both real-time applications in video calls
and offline video call data analysis. Each step adds a layer of refinement, making the system
adept at handling the complexities of real-world video communication.

The following describes the stages of the analysis pipeline.

2.4.1 Extracting faces from the video frame using a face detection model

The initial step in the pipeline involves extracting faces from the video. RetinaFace emerged as
the most promising solution for this task, successfully detecting the face of every participant
in over 98 of video frames from a sample 1-hour team meeting recording we conducted. This
high detection rate provides confidence in its sufficient effectiveness for our needs.

To achieve a speedup of 20-30% at a negligible loss of accuracy in the further stages of
the analysis pipeline, the video data is compressed to 1/4 of its original size (1/2 along the
X-axis and 1/2 on the Y-axis). RetinaFace outputs the bounding box coordinates for each face
it detects in the video. The bounding box it outputs for each face was increased by 20% to
account for movements of the head and eventual inaccuracies. The reason for this design
decision was the empirical observation that it marginally increases the detection time of the
further stages of the pipeline while at the same time including more important facial features,
such as the whole edge of the face.

Figure 2.4: Face bounding boxes detected and cut from the example frame. Bounding box for
each face widened by 20%. Frame image data compressed to 1/4 of its original
size.

2.4.2 Identity detection

Because Moody needs to be as hands-free to use as possible and teammates can join or leave
meetings without prior notice, it is necessary to implement functionality to map face frames
to individuals on the team. This functionality is also crucial for providing real-time specific
feedback to each team member individually.

15



2 Team Emotion Analysis with AI

Figure 2.5: FaceNet allows for fast and accurate differentiation of team members even in the
complex case of e.g. faces partially obscured or outside of the camera field of view.

The model used in the proposed implementation is FaceNet, specifically, the version with
512-dimensional embeddings. Those embeddings are stored in the .csv file that can be
exported on request and labeled with teammates’ names. This ensures be persistent across
calls, thus elucidating team members’ interactions over multiple meetings. This functionality
can be utilized to empower researchers to explore long-term changes in team dynamics, e.g.
over longer-term projects spanning multiple video calls over the course of several days to
several months or years.

2.4.3 Detecting facial landmarks and analyzing AUs

A classic method for emotion recognition is using an advanced ML model to find facial
landmarks (important points on one’s face) on an image and feeding their coordinates into a
simpler ML model that correlates those to action unit activation. [60]

Action units (AUs) are a classical approach used in the analysis of facial expressions to un-
derstand emotions. Prior to the rise of deep learning techniques, action units were developed
based on domain knowledge about how different facial muscle movements correspond to
specific emotions. Ekman and Friesen introduced the Facial Action Coding System in 1978,
which provided a structured methodology for identifying and categorizing these action units.
[61] [62] This system has been widely used in various fields such as psychology, neuroscience,
and social sciences to study emotional responses through facial expressions. By observing
and measuring the activation of specific action units, researchers can gain insights into the
underlying emotional states of individuals.
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Figure 2.6: Facial landmark recognition.
Top: 68 key facial landmarks are identified using the img2pose model.
Bottom: Spline curve graphed along the points of the landmarks for visualization.

In the proposed analysis pipeline, the img2pose model is used to find 68 facial landmarks
and a pretrained XGBoost model to correlate them to 43 AUs. A pretrained SVM is then used
to recognize emotions based on AUs. [63]

After some testing, the approach combining XGBoost for AU detection and SVM for
emotion detection turned out to provide unsatisfactory results — marginally better than
random guessing. Consequently, it was then decided to use modern DL models for emotion
detection, even at an increased compute cost. However, the facial landmark recognition model
proved to be useful for the speaker diarization task, discussed later in this work.
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2.4.4 Detecting emotions

According to the Emotion Facial Action Coding System (FACS) developed by Paul Ekman
and Wallace Friesen, there are six emotions that are considered to be culturally universal:
anger, disgust, fear, happiness, sadness, and surprise. Most DL models are trained for recognizing
the FACS emotions on datasets that have been labeled for these six emotions as well as the
neutral emotion. [64] [65]

In the analysis pipeline, Residual Masking Network (ResMaskingNet) is used. This model
provides the most optimal speed-accuracy tradeoff at an affordable cost: it is a small enough
model to run on a single NVIDIA RTX A2000 GPU at 1 FPS while fulfilling the cost require-
ment of ca. $0.01 USD per minute (depending on the dynamically calculated prices based on
availability on Runpod — refer to Section 2.4). To achieve such performance, predictions for
every face detected in the extraction stage are conducted concurrently on the same GPU. The
model produces a confidence score 0-1 for each one of the six FACS emotions. This confidence
score is directly used for both further analysis and real-time feedback for team members.

Figure 2.7: Legend for the six FACS emotions and the neutral state. This color scheme is used
in all the following diagrams, so this legend is omitted for brevity.

Figure 2.8: Emotions detected by ResMaskingNet in the example frame.
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Analysis with AI

3.1 Motivation

In this chapter, we will explore the importance of speaker diarization and interruption analysis
in understanding team dynamics and productivity. Speaker diarization is the process of
identifying who is speaking at different points in a conversation or meeting. It is a notoriously
difficult task for automatic systems, but recent advancements in speech recognition technology
using deep learning have made it more feasible. [66]

In the context of this work, speaker diarization is used to determine who is currently
speaking in a video and analyze other teammates’ emotional response to them. This is
important for understanding group dynamics and communication patterns within a team.
Some questions that can be answered are thus: How does the distribution of speaking time
among team members impact productivity? How does each particular team member respond
to each other one speaking? What are the patterns of such emotional response among all
team members and how do they impact the well-being of the team?

Interruption analysis, on the other hand, involves identifying instances where one speaker
interrupts another. Analyzing the impact of these interruptions brings insights on the flow of
conversation and overall team dynamics.

By integrating speaker diarization and interruption analysis with emotion detection, this
work aims to provide insights into how communication patterns within teams can affect
productivity and teamwork. The ability to accurately identify speakers and analyze other
teammates’ emotional responses as well as incorprating interruptions data can provide
valuable data for understanding power dynamics, conversational dominance, and the overall
effectiveness of team communication. Additionally, by incorporating emotion detection, we
can delve deeper into the emotional dynamics within the team. This analysis can help identify
potential communication challenges, areas of improvement, and strategies for enhancing team
collaboration.

A potentially promising improvement would be to add a speech recognition model such as
OpenAI’s Whisper to the system. [67] This would enable the researchers to analyze the sense,
not just the sequences, of what is being said in the meeting. However, speech recognition
was explicitly omitted in this work due to insurmountable privacy concerns for the use cases
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planned by MIT CCI. As such, this remains an open direction for future research.

3.2 Speaker Diarization Pipeline

For speaker diarization, the Python library pyannote-audio is used [68] [69]. At the time of
writing, the version 3.1 pretrained pipeline offers state-of-the-art performance on various
speaker diarization datasets.

3.2.1 Evaluation

The diarization error rate (DER) is a metric commonly used for speaker diarization evaluation.
It is calculated as follows:

DER =
false alarm + missed detection + confusion

total

where false alarm is the duration of non-speech incorrectly classified as speech, missed
detection is the duration of speech incorrectly classified as non-speech, confusion is the
duration of one speaker confused for another, and total is the total speech duration summed
up among all speakers. [69]

Of all the datasets pyannote-audio has been trained and evaluated on, the AMI meeting
corpus is the most relevant to the use case discussed in this work [70]. pyannote-audio achieves
a 18.8% diarization error rate (DER) on the AMI dataset.

3.2.2 Pretrained Pipelines

The pyannote library offers pretrained pipelines that are ready to use out-of-the-box for
various diarization tasks. These pipelines are trained on a wide range of data and are
optimized for general use. The version 3.1 of pyannote.audio, as mentioned, includes state-of-
the-art pretrained models that have shown significant improvements in performance metrics
across several benchmarks, including the AMI meeting corpus.

The output of speaker diarization pipelines consists of timestamps when each speaker starts
and ends talking. These can be visualized as segments along the time axis.

The following are the stages of a pyannote-audio pretrained speaker diarization pipeline.

1. Speech Activity Detection (SAD): This component detects whether a segment of audio
contains speech or not. This is crucial for efficiency of the pipeline as it reduces the
amount of audio data that needs to be processed in subsequent steps.
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2. Speaker Change Detection (SCD): This component identifies points in the audio stream
where the speaker changes. This helps in segmenting the audio into homogeneous
segments that likely contain speech from only one speaker.

3. Overlapped Speech Detection: This component detects segments where multiple
speakers are talking simultaneously. Handling overlaps is one of the most challenging
aspects of speaker diarization. However, it is also informative because interruption
analysis can provide valuable insights on team interaction.

4. Speaker Embedding: This involves extracting speaker-specific features from segments
of speech which are then used to cluster segments belonging to the same speaker. For
reasons listed in 2.4.2, this is crucial for ensuring accurate and streamlined operation.

5. Clustering: The extracted speaker embeddings are clustered into group segments
belonging to the same speaker across the audio stream.

The speaker diarization pipeline outputs timestamps of each person starting and stopping
talking. These timestamps can be interpreted and visualized as segments when each particular
person is speaking. Figure 3.1 demonstrates how such segments intertwine and overlap in a
sample 120-second audio snippet.

Figure 3.1: Output of the speaker diarization pipeline on an example 120-second audio snippet
from the meeting.

3.2.3 Optimization

The components of the pyannote pipeline are optimized jointly in an end-to-end manner.
This means that the entire pipeline, from speech detection to clustering, is trained together to
minimize the overall diarization error rate (DER).

This approach also ensures high efficiency of the pipeline. The setup discussed in 2.4 takes
around 1 minute to perform speaker diarization on a 1-hour video.

3.2.4 Interruption Analysis

Because the pipeline includes Speaker Change Detection and Overlapped Speech Detection
components, it can be used for interruption analysis in addition to speaker diarization. Under
the hood, the interruptions are defined as an overlap of segments from the speaker diarization
pipeline. This allows for analyzing when and by whom each person gets interrupted.

21



3 Speaker Diarization and Interruption Analysis with AI

Notably, interjections such as yeah, hm etc. are not considered interruptions. These so-called
productive interjections are not necessarily well correlated to team dynamics. Instead, for
the purposes of the discussed system, a heuristic rule is used when interruptions are only
registered when one speaker starts talking while another speaker is already talking and
speaks for over 2 s in total.

The cumulative number of interruptions among all team members for the whole duration
of the video is also calculated. It can be indicative of the engagement of team members and
the liveliness of the conversation.

3.3 Combining Speaker Diarization and Emotion Analysis

To combine speaker diarization and emotion analysis, the output from the speaker diarization
system is used together with each team member’s emotions sampled every 1 s from the
emotion analysis pipeline. The timestamps provided by the speaker diarization system are
used to align the emotions of each team member with a speech segment of a certain (possibly
the same) team member.

The result can be visualized as a matrix of emotion reactions of each team member to each
team member (possibly themselves) speaking developing over time.

3.3.1 Mapping of speakers to faces in the video

To make Figure 3.2 more informative for further research, it is beneficial to identify which
person in the video is which speaker. To achieve this, we find facial landmarks as discussed
in 2.4.3 and analyze the average movement of the points corresponding to the mouth (points
48-67 in Figure 3.3) for each person. Because the movement of the mouth can occur due to
face moving or turning into the frame, the size of the faces is normalized, they are centered
around the centerpoint of the mouth, and trigonometric transformations are used to account
for roll, pitch, and yaw.

By correlating the relative movement of each person’s mouth in the video to the segments
that the speaker diarization pipelines, it is possible to correlate speakers in the audio track to
persons in the video. This last step truly splices the results of the emotion analysis pipeline
with the speaker diarization pipeline and allows for most informative insights. The result can
be visualized as a matrix of emotion reactions of each team member to each team member
speaking while considering their identities — developing over time or aggregated throughout
the entire video.
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Figure 3.2: The emotional responses of each team member to each speaker (possibly them-
selves) over time in the same example 120-second video snippet as above.
Smoothing with a moving average with a window length of 10 measurements is
applied to reduce noise and highlight overall patterns. Legend: see Figure 2.7
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Figure 3.3: Faces from the example video frame and the output of the landmark analysis
model.
Center points: black dot for the mean of the points on the edge of the face (points
0-16), green dot for the mean of mouth points (points 48-67), blue dot for the mean
of all points.
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Figure 3.4: The emotional responses of every person in the video to every person talking over
the entire 1-hour video call. Legend: see Figure 2.7
Smoothing with a moving average with a window length of 20 measurements is
applied to reduce noise and highlight overall patterns.
Notably, the temporal development of team members’ emotions over such long
calls is quite difficult to interpret. Figure 3.5 offers an alternative data presentation.
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Figure 3.5: The aggregated emotional responses of every person in the video to every person
talking over the entire 1-hour video call.
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4 Conclusion

The proposed methodologies for analyzing team dynamics, comprising both emotion detec-
tion and speaker diarization pipelines, represent a significant step forward in understanding
complex human emotion interactions in team settings. The combination of emotion analysis
through advanced deep learning models and the use of speaker diarization to identify both
talking segments and interruptions has yielded a system capable of providing deep insights
into the impact of emotional entanglement on team productivity.

This sophisticated analysis is made easy and actionable through the user-friendly Moody
interface, designed to be easy enough to use even for nonexperts in team intelligence. The
Moody interface provides real-time feedback based on the team members’ emotions and
speaking patterns, advising users on making immediate adjustments to their communication
strategies. By offering on-the-fly insights, Moody fosters a self-improving team environment
where members can actively enhance their interpersonal dynamics and contribute to a more
productive and emotionally intelligent workplace.

Moreover, the backend of the analysis system is robustly deployed in a Docker container
on the Runpod platform, which efficiently handles the computational demands. At a cost of
approximately $0.01 per minute of video analyzed at the recommended sampling frequency
of 1 FPS, this setup is both cost-effective and scalable. The deployment serves dual purposes:
it powers real-time analysis for Moody and supports asynchronous analysis for extended
video recordings. This flexibility is particularly beneficial for academic researchers, who can
use a series of provided Jupyter notebooks to analyze prerecorded videos and get deeper
insights.

In summary, this work bridges the gap between advanced AI emotion detection models,
academic research on the impact of emotional entanglement on team productivity, and
practical application in organizational settings. By combining emotion and speech analysis
pipelines with real-time feedback and scalable backend processing, the system is an easy-
to-use tool for improving team productivity and emotional intelligence. For researchers,
it provides a series of tools to numerically analyze the impact of emotional state on team
productivity — something that previously was only done empirically.
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