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Abstract

This thesis presents innovative methodological developments for a
seamless computer-aided design-integrated simulation and structural
assessment of masonry in a numerical multiphysics environment.

A numerically classified experimental program is processed to obtain a
quantitative classification of masonry, for which a novel computational
constitutive law is developed and presented. Furthermore, finite
element-based physics are enhanced to cope with the properties of
computer-aided design descriptions towards the demands of masonry
structures. With the presented avenues increased possibilities arise
in the structural assessment of buildings, including post-damage
load-carrying behaviors and limit stress states for various impact
scenarios. This is demonstrated in a selection of relevant benchmark
problems. With the presented choice of small-scale tests, an eventual
solution scheme towards the predictability by simulation of historic
and new buildings shall be introduced.

The development of the computer-aided design-integrated methods is
presented in a manner that reaches beyond the needs of masonry and
shall enlighten the general applicability of the proposed approaches.
The established technologies are introduced along with realized code
developments, specifically addressing a unified implementation for
a generic integration within various finite element software environ-
ments.
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Kurzfassung

In dieser Arbeit werden neuartige methodische Entwicklungen für
eine nahtlose CAD-integrierte Simulation und statische Bewertung von
Mauerwerk in einer numerischen Multiphysik-Umgebung vorgestellt.

Ein numerisch klassifiziertes Versuchsprogramm wird vorgestellt,
um eine quantitative Klassifizierung von Mauerwerk zu erhal-
ten, für die ein neuartiges konstitutives Gesetz entwickelt und
vorgestellt wird. Darüber hinaus wird die Finite-Elemente-Physik
erweitert, um die Eigenschaften von CAD-Beschreibungen auf die
Anforderungen von Mauerwerksbauten abzustimmen. Mit den
vorgestellten Ansätzen ergeben sich erweiterte Möglichkeiten in
der bautechnischen Bewertung von Bauwerken, einschließlich des
Tragverhaltens nach Schäden und der Grenzspannungszustände für
verschiedene Einwirkungsszenarien. Dies wird an einer Auswahl von
relevanten Benchmark-Problemen demonstriert. Mit der vorgestellten
Selektion von kleinmaßstäblichen Versuchen soll ein möglicher Weg
zur Vorhersagbarkeit durch Simulation von historischen und neuen
Gebäuden aufgezeigt werden.

Die Entwicklung der CAD-integrierten Methoden wird in einer Weise
dargestellt, die über die Anforderungen des Mauerwerks hinausge-
hen und die allgemeine Anwendbarkeit der Methoden beleuchten
soll. Die etablierten Technologien werden zusammen mit realisierten
Software-Entwicklungen vorgestellt, wobei insbesondere auf eine
einheitliche Implementierung für eine generische Integration in ver-
schiedene Finite-Elemente-Softwareumgebungen eingegangen wird.
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1 Introduction

Civil engineering is among the oldest guilds in the world with structural analysis being
one of its major duties, which itself has evolved heavily throughout many centuries.
Ancient Egyptians, Greeks, and Romans are famous for having created monuments
and buildings which endured many centuries even though it is not known that they
have followed deep theoretical fundamentals in the construction design, rather than
empirically driven methods [4]. However, with ancient mathematicians like Pythagoras
(about 582 -500 B.C.) and Archimedes (287-212 B.C.) initial principles about angle
theorems, static and gravity terms were introduced and helped the analyses to gain
more fundamental bases. Throughout the middle ages, the subject had a deduction of
professionalism and it was up to Sir Isaac Newton (1642-1727) to put the foundations of
modern structural analysis, with the science of gravitation, forces, and motion, spanning
the field of mechanics. Since then, the area has found an immense growth with broad
scientific fundamentals. Finally, the digitalization in the twentieth century aided to
develop almost infinite possibilities for structural analyses, with the introduction of the
finite element method being probably one of the most significant milestones.

Even though the scientific development was immense, the challenges of exhaustively
estimating and describing the structural behavior of some ancient monuments remain.
Furthermore, environmental phenomena and aging has a significant impact on the struc-
tural safety of those historical structures, whereby, natural disasters as fire, earth quakes,
flood loads, or heavy wind loads can lead to fatal consequences. With the apparent
climate change, those events are likely to increase to yet unknown magnitudes. Thus, a
large amount of our cultural heritage is in urgent danger of collapsing, which makes
it inevitable to continuously analyze existing structures to prevent failure. Meanwhile,
appropriate predictions might help to avoid unnecessary structural reinforcements for
economic reasons.

In the process of structural analysis on existing buildings, initially, the structure needs
to be captured geometrically, which is habitually a difficult duty as many times few
construction plans or models exist. The digital remodeling is mostly done in Computer-
Aided Design (CAD) software, as this provides simplified opportunities in drawing and
editing shapes. Furthermore, it provides endless opportunities to visualize and render
the drafts. The resulting CAD models are a pure digital visualization, without any
physical information. To gain deeper insights in the structural behavior they need to
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1 Introduction

be enhanced by information about material, kinematic behavior, supports, connections,
and loading. This merge of geometrical and physical properties provides a data base
for the analyses, which lately may be seen as a specification of Building Information
Modeling (BIM).

To step into the field of Computer-Aided Engineering (CAE), the CAD-described models
require a transformation into an analysis suitable model, which is commonly named the
Digital Twin of the structure. Apart from analytical schemes, using the finite element
method (FEM) is nowadays one of the most prominent approaches for structural assess-
ments. FEM procedures [258, 22, 86] are relying on a finite amount of geometrical
shapes, called elements. Within classical approaches those geometries are required
to be in the form of primitives such as e.g. triangles or quadrilaterals, whereby the
group of primitives is called mesh. It is specifically suitable to compute on primitives as
those are handled and evaluated easily and most geometrical operations are computa-
tionally efficient. However, for an accurate expression of a complex shape also a vast
amount of primitives is required, which increases the computational costs and memory
consumption.

CAD on the other end is mostly relying on Non-Uniform B-Splines (NURBS) for the
expression of complex shapes. One of the reasons for its application is that NURBS
require only few control points for the expression of highly curved shapes. This decreases
memory consumption, which may be critical for large models. Additionally, simple
transformations, such as translations or rotations would require a significant overhead
once many nodes of the mesh are needed to be considered. However, to achieve an
automated FEM analysis on CAD-models those would need to be remodeled within
the so-called meshing process. Meshing intrinsically applies a geometrical model error,
may be costly, may require user interaction and needs to fulfill certain criteria, above
the chordal error to achieve reliable results from the FEM simulations ([124, 19, 233,
137]). Specifically for free form shapes, which are habitually given for membrane or
shell structures, it may be required to create a very fine mesh to reduce the chordal
error of each primitive and to better approximate the expected solution. To avoid
the remedy of meshing and being capable of keeping the exact geometry, Hughes
et al. [107] introduced the so called Isogeometric Analysis (IGA), which is directly
employing NURBS shapes as the geometrical counterpart of the finite elements. The
original form of this FEM specification is relying on untrimmed NURBS patches with
their mathematical boundaries. However, most CAD systems do provide a collection of
connected NURBS forms which are frequently trimmed to express complex objects with
more simplified efforts. This way of expressing bodies is commonly called Boundary
Representation (B-Rep). Accordingly, IGA has been enhanced by Breitenberger et
al. [40] with the possibility to simulate on multiple trimmed and coupled NURBS-based
patches. This extension has been named the Isogeometric B-Rep Analysis (IBRA).
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CAD systems provide various possibilities to technically draw objects. The B-Rep
technique is hereby one of the most common approaches. It expresses physical objects
by its geometrical delineations, the boundaries. For the CAD-integrated simulation this
provides an intrinsic problematic as no native description of solids is provided from CAD.
Accordingly, CAD-integrated analysis with IGA/IBRA is mostly limited to the analysis on
one- and two-dimensional shapes.

For the structural assessment, finite element simulations employ numerous kinematic
element formulations including solids, shells, beams, and auxiliary elements as e.g.
springs, which each represent a compromise between dimensional fidelity and compu-
tational expense. Apart from analytical and continuum based approaches, mesh free
or numerical particle methods find increasing application as well. The research of this
dissertation aims to facilitate simulations capable to express complex geometries and
structures with justifiable computational costs to analyze full-scale buildings. On this
end, auxiliary elements and beams typically have increasing challenges when modeling
complexly shaped structures. Solid and particle based modeling allows almost infinite
possibilities in the geometrical specification of constructions, however, frequently the
computational efforts prevent the application in large structural analyses processes.
Thus, within this thesis the focus shall be placed on the description of surface-based
shell structures, which allow the accurate expression of many geometrical shapes, under
consideration of reasonable computation costs.

IGA forms are suitable to express shell-based numerical analyses and intrinsically enables
CAD-integrated analysis on B-Rep models. Thus, it is chosen as the core numerical
technology within this research.

After all, IGA is one of numerous FEM discretizations. Distinct avenues are required
to be able to cope with different problems, where frequently one approach may have
advantages on some issues and disadvantages on others. Whereas IGA is specifically
suitable to precisely express highly curved thin-walled structures, it may be less informa-
tive on largely deflecting objects or solid-described structures. A famous group among
FEMs are the particle-based methods, as e.g. the Discrete Element Method (DEM) or
the Material Point Method (MPM). Those approaches are typically strong in expressing
large deflections, however, have increasing complexities in the quantitatively correct
simulation of stresses within continua. Accordingly, some models require a combination
of approaches to cope with the apparent physical properties, which results in the field
of multiphysics. Famous examples in this area are e.g. the Fluid-Structure Interaction
(FSI) [250, 109], the DEM-FEM interaction for impacts [150, 201, 205, 203], DEM-IGA
[226, 89] or the MPM-FEM coupling [51, 136].

Multiphysics simulations require two important steps, among others: a mathematical
formulation which tries to enforce equilibrium between the domains and geometrical
identities which are capable of translating the information of one domain to the other.
To address the latter requirement, the properties of the FEM geometry have to be
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n mτ

Figure 1.1: Masonry building towards a numerical simulation.

streamlined towards the similarities to extract the exchange information. Accordingly, a
variety of finite element approaches to a multiphysics simulation are presented in this
dissertation. These approaches are either monolithic or staggered in their resolution.
The presented research does not concentrate on the informative mathematical opera-
tions that were obtained from the literature. The geometrical streamlining of various
approaches is the main focus.

The previously discussed numerical avenues are primarily presented in a problem
independent arrangement. In the subsequent discussion those are merged with the
apparent physical properties of masonry.Figure 1.1 is presenting the challenges of this
dissertation. The mechanical material information of the brick-mortar composite must
be gathered first. The next step is to identify a constitutive relation. This knowledge
can be scaled up, incorporated within a kinematic expression, and placed in numerical
simulation environment (such as IGA). Those steps are required to understand masonry
and digitally represent it. This is a milestone towards being able to predict the behaviour
of existing historical structures, or future buildings.

Masonry can be studied within different scales: micro, meso, and macro. The focus of
this dissertation concentrates on full scale structures, which typically demand the usage
of macro models for efficiency. Local impacts are of lesser significance in this work than
the macroscopic structural behaviour. This requires the study of constitutive models to
make them more suitable for the assessment of the employed orthotropic construction
material. Whilst developing a model, also the estimation of the material parameters play
a crucial role in an accurate assessment. This can either rely on detailed micro models
from all constituents up to experimental tests from larger specimen. In this scope,
a homogenization of the material parameters is achieved through a comprehensive
experimental study.The presented research will examine the material characteristics for
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a full orthotropic expression of the material. To numerically express the results of the
experimental tests, a novel constitutive model is presented. This model is based on the
merge of the isotropic model from Petracca et al. [181] and an orthotropic mapping as
per Pelà et al. [179]. This model is suitable to accurately cover most of the macroscopic
masonry phenomena.

The discussed numerical methods are combined with the constitutive model to enable a
fully CAD-integrated large scale structural analyses of masonry buildings.Possibilities for
evaluating limit states, force distributions, and load bearing behaviors emerge with the
novelties that have been suggested. This is demonstrated within a selection of examples.
These cover the main structural members that are apparent in the majority of masonry
buildings.

To process the CAD-integrated analyses of the previously mentioned numerical methods
in an efficient way, a novel software architecture needs to be designed. Most apparent
concepts are capable of expressing sole problems, however, a unified code structure
may eliminate errors and facilitate subsequent developments. This covers a novel
CAD geometry kernel within the solver, which is capable to handle trimmed NURBS-
based shapes and to e.g. obtain feasible integration fields, create meshes, or provide
spacial delineations. A geometrical entity based upon a single quadrature point is
introduced. This geometrical entity can be used as the basis for most numerical
problems and is accordingly peculiarly advantageous for the interexchange within
multiphysics. Additionally, the unification of the geometry allows fast and eased code
developments with complex formulations and methods. Furthermore, conceptual
procedures for a software design within CAD are required for the collection and storage
of physical information with the connection to the geometries. Therefore, a novel plugin
is developed covering user-driven data gathering and formulating the information
needed by solvers at specified interfaces.

In summary, the aim of this thesis is the development of a seamless CAD-integrated
analysis workflow for masonry structures. Experimental material tests are employed to
quantitatively obtain information about the orthotropic behavior of masonry. A novel
constitutive law is formulated with the use of the experimental information. Finally,
the successful merge of the numerical methods with the material model is presented.
This can be seen as a further step in providing correct estimates for historic masonry
structures that may need to be reviewed or on new buildings for a more efficient
material consumption. A second goal of this research is the generic embodiment of
various numerical methods in the scope of CAD-integrated analyses, such as IGA, MPM,
and multiphysics problems.
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1 Introduction

This dissertation is structured as following:

Chapter 2 – Building Information Modeling and Computer-Aided Design-
Integrated Analysis introduces the concepts and possibilities for the CAD-
integrated analysis with respect to BIM.

Chapter 3 – Finite Element Methods provides the employed numerical physics and
kinematic formulations, with CAD-NURBS-based B-Rep models.

Chapter 4 – Simulation of Masonry Structures presents an numerical study for the
definition of a masonry test specimen, followed by a experimental material pro-
gram, aiming to appropriately represent the material behaviour. Furthermore, a
novel orthotropic constitutive model for plane stress problems is presented, which
can express the observed material phenomena.

Chapter 5 – Examples and Investigations displays possible applications of the nu-
merical methods and presents various benchmarks of structural members which
are apparent in most masonry buildings. This involves in-plane and out-of-plane
problems of flat and curved structures.

Chapter 6 – Computer Aided Engineering (CAE) Workflow gives a description of
the developed and required software facilities to succeed the CAD-integrated
numerical simulations.

Chapter 7 – Summary and Outlook summarizes this work and gives an outlook to
future developments.

Throughout this dissertation, following footnotes are used to reference the original
publications and to mark literal transposition. a b c d e f

a[222] The main scientific research as well as the textual elaboration of the publication were performed
by the author of this work.

b[246] The main scientific research as well as the textual elaboration of the publication were co-authored
by the author of this work.

c[228] The main scientific research as well as the textual elaboration of the publication were performed
by the author of this work.

d[223] The main scientific research as well as the textual elaboration of the publication were performed
by the author of this work.

e[227] The main scientific research as well as the textual elaboration of the publication were performed
by the author of this work.

f[229] The main scientific research as well as the textual elaboration of the publication were performed
by the author of this work.
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2 Building Information Modeling and
Computer-Aided Design-Integrated
Analysis

Within the engineering design process, iterations between different working groups lead
to significant overhead in re-drafting and re-modeling of problems, which obstructs the
progress, generates preventable errors in necessary conversion including a probable
loss of information, and may prevent innovations as reconsideration would come along
with larger costs than retaining a more inadequate design. No possible, no provided or
no defined interface between individual stages of simulations are some of the apparent
problems. A common platform or eased interfaces, that combine and merge geometrical
draft, physical properties, different use cases, and external impacts at all stages and
times are required to facilitate the design process.

In civil engineering, Building Information Modeling (BIM) is understood as the merge of
design with engineering information to provide architecture, civil engineering, construc-
tion, and operations an extensive knowledge of the project [215]. However, definitions
about the extension of BIM, yet vary largely. Sometimes, it is understood as 3D models
instead of various 2D plans, up to scenarios with full integration of processes from
construction, life time, until destruction [65, 129, 39]. The necessity of such techniques
and tools is nowadays understood widely and plans and stages to establish this in public
and private projects are largely in place [239].

An imaginable life time cycle of civil engineering projects is displayed in figure 2.1,
including exemplary applications with a focus on structural analyses purposes. The
stream exhibits significant advantages where numerous feasibility proofs between the
different working groups are required. On the other hand, it turns out as specifically
beneficial if numerically evaluated solutions would be directly applied for the design, as
e.g. certain optimizations, or load, and internal stress-based form-finding of structures.
But not only planning is an essential stage, the environment of BIM is also widely used
as the data collector which shall maintain the history of a building, e.g. to cross-validate
or assess with measured values the current state. This allows an accurate analysis of the
apparent situation and gives an outlook towards future structural safety. To achieve the
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Figure 2.1: BIM life cycle for structural analyses problems driven by numerical simula-
tions.

life cycle, it is suggested to employ a consistent usage of digital twins, which shall be
detailed further within section 2.4.

Practice shows that succeeding the unified model within a single draft is rather theoreti-
cal and is currently complicating the work more than simplifying exchanges. However,
many possibilities will arise in near future amid seamless innovations in the field.
Accordingly, understanding the apparent state of investigation will help to introduce
facilitated exchanges where possible and especially shall enlighten the reasons of the
involved complexities.
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2.1 CAD boundary representation models

It shall be noted that the data structure of classical CAD-models typically address
the geometrical entities, without enhancing or connecting physical information, but
focusing on fast and error-free visualization. BIM on the other hand is organized more
constituent entity-wise, as e.g. a truss or beam of the carrying structure, instead of
merely identifying the shapes. Structuring the data in such a form allows to efficiently
estimate information as material consumption, required resources up to initial project
costs, whereby the advantage in that approach is given by the possibilities to retain the
option to automatically generate geometrical shapes and drafts according to varying
needs of design or analysis. BIM-models shall not be addressed further within this work,
however, the proposed numerical approaches are designed in such a form that those
may be embedded seamlessly.

This chapter starts with introducing the standards of CAD-described geometries and
entities in section 2.1 and parametric modeling in section 2.2. With this knowledge,
the discussion about enhancing the models with physical information for pre- and
post-processing is presented within section 2.3. Section 2.4 is describing digital twins of
structures and detailing some of its needs, which justifies the consequently proposed
approaches.

The originality in this chapter is about the way to comprehend BIM, CAD, and digital
twins to connect numerical simulations to facilitate the everyday structural engineering.
This guides the path towards section 6, where a potential software architecture is
presented along a realized implementation.

2.1 CAD Boundary Representation (B-Rep) models

Amid the increasing improvement of computation capabilities, the use of computers
for design has evolved and has introduced the field of CAD [202, 58]. CAD makes
use of computers for the creation and the design of various types of paperless models.
Nevertheless, it is not only the digitization of the manual drawing board as since its
introduction it opened never ending possibilities reaching from creation, parametriza-
tion, modification, simulation, to optimization and form-finding of geometrical shapes.
With the increasing demands for the building of complex bodies from architecture and
engineering the explicit shape description by B-Rep models became the major design
representation technique as those are well suited for a precise modeling of complex
shapes, with a reasonable consumption of data and computation power. Implicit geom-
etry description, as Constructive Solid Geometry (CSG) form a famous alternative to
B-Rep models. However, it shows off as rather complex to represent free-form shapes.
Additionally, those models do not provide nodes, or control points, which would be
the prerequisite to directly use the geometry description as basis for a finite element
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Figure 2.2: CAD model of a pipe.

simulation. Accordingly, the concept of B-Rep shall be considered as the chosen path for
the CAD-integrated simulation.

In geometric modeling, B-Rep is a methodology for adequately representing shapes
using its spatial boundaries, whereby the representation of an object consists of two
parts:

geometry defines the spatial position, shapes, curvatures, etc.

topology relates between geometrical entities

The main topologies, with its corresponding geometry entities are:

- solids (volumes)

- faces (surfaces)

- edges (curves)

- vertices (points)

Accordingly, a solid is delineated by a set of enclosing faces (F), which itself are bounded
by edges (E), described by curves within the parameter space of the underlying surface
description. Conclusively, the curves are bounded and trimmed by points named
vertices (V).
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2.2 Parametric modeling

Remark 2.1.1: Independence of mathematical geometry description for B-Reps

It shall be noted that frequently it is understood that the B-Rep description relies
on NURBS-based geometry entities. However, this is not the general case as
those could be using any mathematical representation, such as e.g. primitives
like triangles and quadrilaterals or linearized line segments and polygons. In
CAD this is increasingly employed to increase efficiency. For CAD-integrated
isogeometric simulations this demands additional efforts in introducing suitable
NURBS-entities.

2.2 Parametric modeling

Parametric modeling is an approach to capture designs by parameters, which are defin-
ing objects by certain algorithms and mathematic procedures. This is in controversy
to a direct draw and design. In this way multiple components can be introduced in
a model and repetitive objects can be created easily, while still adopting to apparent
environments. It can be mentioned that a parametric model comes with many advan-
tages, however, it may be more involved to build up such a model, which may make it
less economic for singular objects. The procedures of parametric modeling can either
be script based, such as python scripts or may contain GUIs, which are mostly known
under the category of graphical programming.

In architecture, parametric modeling became already a major part in the design. How-
ever, in engineering, yet it is not employed frequently. Though, in the combination of
architecture and engineering and specifically in the design-through-analysis, it brings
major advantages, as changes from iterative processes may be updated easily. Mostly,
the outcome of a parametric model is similar to the structure of a CAD model, which
makes it a great complementation to IGA. Additional to geometrical parameters, analy-
sis parameters, such as e.g. materials or load cases may be considered as well in the
parametric model.

Along with the CAD-integrated analysis, parametric modeling is playing a significant
role within this dissertation. More about the parametric procedures is explained within
section 6.6.1.

2.3 Analysis enhanced CAD models d

Commonly, two directions are imaginable for merging geometrical shapes and physical
objects. One is to structure physical objects as entities of a given type and define specific
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coupling
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Figure 2.3: Analysis enhanced CAD model.

geometrical expansions and scaling, with which the shape is extrapolated into a single
or more geometrical bodies. Second, a set of geometries can be collected and defined as
part of a specific object.

The first avenue shows off as advantageous, once the focus is set on highly repetitive
objects within a model where its specific forms do not vary highly, which is given for
many civil engineering purposes, mainly in building construction. This way of defining
the model would allow to give multiple ways of the shape determination of the body
and accordingly design and engineering purposes could be fulfilled at the same time.
Accordingly, many known BIM models usually rely on this type of data acquisition.
However, typically the restrictions of those types of data collectors are that it may
become complex once sophisticated shapes are involved or objects cannot be specifically
identified.

As this work focuses on the comprehensive evaluation of numerical approaches, strong
communication and shape control are more important than data handling. As a result,
the latter-mentioned strategy of endowing geometrical entities with physical attributes
is favoured. It should be emphasized, however, that some of the findings of this study
may be closely connected to suggestions for how to generate the geometrical model
from a collection of objects.

Considering a model which follows the suggestions from section 3.5 various possibilities
exist for enhancing the geometrical model with the essential physical information for
consistent numerical simulations. Initially, user defined properties may be assigned to
various topology items of the draft, which can be virtually connected. Those data types
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2.4 BIM-induced digital twin with CAD

involve kinematic formulations for all geometry types and additionally include a set
of load and support conditions. As contrast, some entities are generally not directly
accessible for the user interface, which are the inter geometrical coupling conditions.
This is a very important group of entities which need to be controlled mostly via the
connected user provided information, which in practice shows off as a complicated
operation.

Within figure 2.3 is shown an example of a theoretical building which is enhanced by
various entities. This shall display the possibilities and also the facilities which are to be
enabled by the proposed avenue.

Enhancing the model with additional information results also in the need of novel
interfaces to correctly control the respective numerical solver. A possible avenue,
including required data and a feasible formatting is presented within [222]. Apart from
the pure geometrical description, a major focus is set hereby on the unique identification
of entities for the correct connection between geometry and physics. This makes it
impossible to directly use standardized CAD-formats.

For some types of simulations it might not be required to access information from
specific geometry entities, as the geometry group might be sufficient. This may involve
embedded simulations with the use of CAD models, where all provided geometries of
a specific type are considered. In this scenario, the solver could be addressed with
common standards as step [214] or iges [111]. Accordingly, the pre-processing would
be reduced to generic solver settings which do not require an involved CAD-based data
acquisition.

2.4 BIM-induced digital twin with CAD

According to Forbes [245] and Gartner [90] digital twins have been named as top
strategic technology trends throughout many years and will play a fundamental role in
the near future. The digital twin can be seen as a fictitious representation of an existing
building or infrastructure, which contains a strict link in-between the two worlds, as per
figure 2.4, whereby the scope and use cases are manifold and endless.

Generally spoken, the digital twin realizes a, often in-time, simulation of the reality to
gain insights which are not measurable, however, can be computed according to model
approximations, which itself are triggered from visible inputs. For example, due to
measured deflections of the apparent state, stresses and limit states may be estimated,
which itself are evaluated from the numerical counterpart. Accordingly, the digital twin
does not only contain the exact geometrical extensions, also physical information need
to be implied to enable possibilities for an accurate prediction of the current state. The
digital twin, however, shall not only be applied within apparent scenarios as it holds
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Figure 2.4: Link between real asset and digital twin.

capabilities to be used as well for the prediction of possible impact scenarios, as e.g. the
simulation of eventual natural disasters.

For many scenarios, it is essential to bring the loading history of an objects to provide
better assessments from the digital counterpart. This brings back the BIM-model which
itself holds capabilities for a watertight storage of structurally necessary information.
This can be, e.g. the staging of the construction process, impacts as soil movements,
heavy floods, hitting objects and more.

This thesis shall not present avenues to design digital twins and BIM models, however,
its presented methods are selected with the restricting needs. In the following shall be
given a summary of this thesis with respect to the BIM-induced digital twin. General
modeling possibilities are discussed within section 3, with a focus on CAD-integrity. As
external impacts are frequently modeled through multiphysics problems, the whole set
of basis functionalities is put and discussed within the scope of multi-domain coupling to
theoretically enable interacting physics. Within the consecutive section 4 the digitization
of masonry is discussed, beginning with tests, whereby a novel technology as DIC have
been applied (see section 4.2), which shows off as specifically suitable for the in-time
integration within digital twins. Concluding with the experimentally tested material
parameters, possible modeling avenues, including a proposed constitutive law are
discussed. Finally, suggestions are provided for an implementation of the methods,
as per section 6, in such a way that they may be smoothly incorporated in existing
FEM-solvers, which itself may already be part of a digital twin environment.
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3 Finite Element Methods

The idea of FEM is driven by the split of a problem into a finite amount of sub-problems,
called elements. In a mathematical way this is achieved by transforming the strong
form of the equilibrium into an integral-like weak form. This process and its different
capabilities shall be outlined within this chapter, with the focus to a range of static
geometrically non-linear problems and transient simulations.

The strong form of the equilibrium (see figure 3.1) shall be denoted in the reference
state and in the deformed state as:

div P + ρ0B = 0 and div σ + ρb = 0 . (3.1)

where P expresses the reference internal PK1 stresses, σ the internal Cauchy stresses,
ρ0 the initial density, ρ the current density of the body, B the reference, and b the
external vector of body forces [21, 251, 257]. Since finding a closed-form solution is
sophisticated and many times impossible, it is reformulated within an integral-like form,

X
x

t

T

ΓN

u

ΓD

Γ0D

Ω0

Ω

B

b

Γ0N

deformed
configuration

reference
configuration

e3

e1

e2

Figure 3.1: The strong form of the equilibrium in undeformed reference and deformed
configuration.
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3 Finite Element Methods

which leads to the weak form of the equilibrium and can be expressed with the principle
of virtual work:

δW = δWint + δWext , (3.2)

δWint = −
∫

Ω0
S : δE dΩ0 = −

∫
Ω

σ : δe dΩ , (3.3)

δWext =
∫

Γ0
T : δu dΓ0 +

∫
Ω0

ρ0 B : δu dΩ0 =
∫

Γ
t : δu dΓ +

∫
Ω

ρ b : δu dΩ , (3.4)

where S is the 2nd Piola-Kirchhoff (PK2) stress tensor in the domain Ω and T are the
force vectors on the boundary domain Γ. Capital symbols and (·)0 are referring to the
initial configuration. e is used as the global coordinate system.

From the principle of virtual work, FEM provides different avenues to cope with highly
problem dependent necessities. Within this section the constituents of the weak form
shall be discussed with various possible variations.

Initially, the required geometrical and spatial mapping terms for the integrative domain
Ω, and Γ are being introduced, which are repeatedly apparent throughout this work and
the fundamental of all presented numerical finite element discretization (see section 3.1).
This similarity will be reflected within section 6, where a generic implementation avenue
is presented. The geometrical mapping is followed by the presentation of NURBS (see
section 3.2), one of many mathematical possibilities to express geometrical forms.
NURBS are mainly dominant within this work as those are the employed in many CAD
systems and therefore the basis for CAD-integrated simulation. Within the consequent
section, different ways to express the internal kinematics are outlined by the presentation
of various structural element formulations, with a special focus to dimensionally reduced
surface-based shells, as those are relevant for the addressed masonry structures (see
section 3.3).

Miscellaneous ways of spatial description and geometrical integration are enlightened
consecutively, beginning with IGA/IBRA (see section 3.4). As IGA/IBRA is the chosen
path for CAD-integrated analysis, the suitability and properties of CAD-provided geome-
try descriptions are discussed (see section 3.5). IBRA is a specification of an immersed
method. This concept shall be studied for the application of composites by embedding
distinct domains of different material properties within the same geometrical description
(see section 3.6). The apparent framework is highly limited to the chosen patches or
mesh, which can be a dis-qualifier for localized large deformations. Thus, the MPM (see
section 3.7) is presented which itself updates the previous integration with a consequent
mesh reset or exchange. As different parts of the problems may have distinct optimal
methods this chapter concludes with a study of approaches to combine various FEM
procedures to enlarge the simulation scope with coupled multiphysics simulations (see
section 3.8).
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Figure 3.2: Metric of a surface in undeformed and deformed configuration.

3.1 Fundamentals of geometrical expressions

In continuum mechanics notation, within a solid, the covariant base vectors ai shall be
defined within the curvilinear coordinate system θ as:

ai = ∂x
∂θα

. (3.5)

Consequently, capital letters are used to describe the initial state (Ai and X), whereas
lower case letters are the denotation within the current state. The base vectors are
linearly independent and may be used to describe any geometrical point in space. The
shape of a surface, being a dimension reduced geometrical entity from the solid, is made
upon the two base vectors a1 and a2, as per equation 3.5. If the third base vector a3 is
perpendicular to the surface (some formulations may incorporate non-perpendicular
base vectors a3, see section 3.3) it may be expressed by the latter:

a3 = a1 × a2

||a1 × a2||2
. (3.6)

With the use of either systems an arbitrary point in space can be similarly described
by:

xP = x(θ1, θ2, θ3) = xsurface(θ1, θ2) + θ3a3 (3.7)

from where the displacements u are defined as:

u = X − x . (3.8)

3.1.1 Numerical integration of surfaces

For a finite element analysis of thin wall shell structures, typically 3 spaces need to
be considered: the global space, the parameter space of the surface and the Gaussian
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Figure 3.3: Mapping between physical space, parameter spaces and Gaussian domain
(modified from [222]).

domain. Generally spoken, the global space defines the shape of the geometries,
whereby the parameter space is used to delineate the shape or describe embedded
additional entities. Finally, the Gaussian space is applied as latitude where locations of
integration points are known from quadrature rules.

Between each space a Jacobian is defined for the transformation of shape configurations.
Following, Js,1 represents the mapping between global and parameter space (with
θ1 ∈ [θ1

s , θ1
e ] × θ2 ∈ [θ2

s , θ2
e ], see also figure 3.3) with Js,2 being the mapping between the

parameter space and Gaussian domain G (with θ1
2D,G ∈ [−1, 1] × θ2

2D,G ∈ [−1, 1]).

Js,1 = ∂x
∂θ1

s

∂x
∂θ2

s

and Js,2 = ∂θs

∂θ1
2D,G

∂θs

∂θ2
2D,G

. (3.9)

Consequently, the area, or generally domain size of a trimmed surface element is given
by the dual integration between domains:

Ω = A =
∫

A
dA =

∫
θ

det
(
Js,1(θs)

) ∫
2D,G

det
(
J2(θ2D,G)

)
dθ2D,G︸ ︷︷ ︸

integration weight: ws

dθ . (3.10)
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3.1 Fundamentals of geometrical expressions

Within classic FEM simulationsa, the mapping Js,2 is deformation independent and
thusly precomputed and may be included within the integration weight wi, which is
being the respective quadrature weighting factor for integration point i (see also [41,
222]) with wi,G being the integration weight within the Gaussian domain. Considering
this, the approximation with the areal integral can be written as:

Ω = A =
nqp∑
i=1

det
(
Js,1(θ)

)
· wi,s with wi,s = det

(
Js,2(θ2D,G)

)
· wi,s,2D,G . (3.11)

3.1.2 Numerical integration of curves

Similarly as surfaces, 3 spaces are required for a consistent analysis with curve-based
formulations, whereby the notation is using (·)c to differentiate the mappings to the
surface mapping. The corresponding spaces are defined within θc ∈ [θc,s, θ2

c,e] and
θc,G ∈ [−1, 1].

Jc,1 = ∂x
∂θc

, and Jc,2 = ∂θc

∂θc,G

. (3.12)

By using the two mappings, the length of the curve can be obtained as:

Ω = L =
∫

L
dL =

∫
θc

det
(
Jc,1(θc)

) ∫
1D,G

det
(
Jc,2(θ1D,G)

)
dθ1D,G︸ ︷︷ ︸

integration weight: w

dθc , (3.13)

and the corresponding approximating integral form:

L =
nqp∑
i=1

det
(
Jc,1(θc)

)
· wc,i with wi,c = det

(
Jc,2(θ1D,G)

)
· wi,c,1D,G. (3.14)

3.1.3 Numerical integration of curves on surfaces

A curve on surface is a curve, which is described in the parameter space of the surface.
That is in contrast to the previously described curves where the description of shape is
independent. As shown within figure 3.3, 4 spaces are being considered for curves on
surfaces, the global space, the parameter space of the surface which is correspondingly
the global space of the curve, the paramater space of the curve and finally the 1

aBeing in contrast to the later described MPM (see section 3.7) where the locations within parameter
space are updated, which results in an eventual update of J2.
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θ1
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Figure 3.4: 2D B-Spline-based patch, with 3×3 knot spans and a polynomial degree of
2×3.

dimensional Gaussian domain. Consequently, (̃·) is used to express operations and
mappings which are defined within the parameter space of the surface.

Jc,s,1 = Js,1 · J̃c,1 = (a1 · t1 + a2 · t2) with: J̃c,1 = ∂θ

∂θc

. (3.15)

The global length is accordingly defined by Jc,s,1 as:

Ω = L =
∫

L
dL =

∫
θc

det
(
Jc,1(θc)

) ∫
c,G

det
(
Jc,s,1(θc,1D,G)

)
dG︸ ︷︷ ︸

integration weight: wc

dθ , (3.16)

and the corresponding approximating integral form:

Ω = L =
nqp∑
i=1

det
(
Jc,s,1(θc)

)
· wc,i with wc,i = det

(
Jc,s,1(θc,1D,G)

)
· wi,c,G . (3.17)

3.2 Non-Uniform Rational B-Spline (NURBS) entities

The previously described mappings are generic for any shape function, including NURBS.
Consequently, the mathematical fundamentals of B-Splines and NURBS shall be en-
lightened, whereby the latter are seen as a specification of B-Splines. For a detailed
classification it shall be referred to [185].

B-Spline basis functions Ni, defined by the recursive Cox-deBoor formula [63, 38] are
described by the knot vector Ξ, containing a sorted set of parameters defined within the
parametric coordinates θ ∈ [θs, θe], and a polynomial degree p. Accordingly, the shape of
a curve described by B-Splines is given as C(θ1), with a surface S(θ1, θ2) being defined
by the tensor product of the shape functions in the respective parametric coordinates θ1

and θ2. Pi/Pij are the corresponding control points:

C(θ) =
k∑

i=1
Ni(θ1) · Pi, and S(θ1, θ2) =

n∑
i=1

m∑
j=1

Ni(θ1) · Nj(θ2) · Pij . (3.18)
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3.2 Non-Uniform Rational B-Spline (NURBS) entities

Considering an independent weight per control point wcp,i extends the B-Splines towards
NURBS, with the rational basis functions Ri:

C(θ) =
k∑

i=1

Ni(θ) · wcp,i∑k
j=1 Nj(θ) · wcp,i

· Pi =
k∑

i=1
Ri(θ) · Pi , (3.19)

S(θ1, θ2) =
n∑

i=1

m∑
j=1

Ni(θ1) · Nj(θ2) · wcp,ij·∑n
k=1

∑m
l=1 Nk(θ1) · Nl(θ2) · wcp,kl

· Pij =
n∑

i=1

m∑
j=1

Rij(θ1, θ2) · Pij .

(3.20)

3.2.1 Continuity of NURBS

The apparent continuity is one of the features and many times reasons for the application
of B-Splines and more generally NURBS. Hereby, it shall be differentiated between the
geometric continuity Gk and the parametric continuity Ck, whereby Gk only enforces
parallelism of the k-th trajectory, Ck demands that the corresponding lengths are similar.
As C0 is presenting the location, without any length, it yields that C0 = G0. For
numerical simulations, the parametric space may vary between domains or patches,
accordingly, wrongly enforcing parametric continuity would lead to the introduction of
model errors. Following, while enforcing C0, only G1 continuities are addressed, which
is similarly valid for all k > 1.

Within NURBS, the continuity can be obtained from the multiplicity i of a certain knot θ

within the knot span Ξ as: k = p − i.

3.2.2 NURBS refinement

Typically, drafts require less degrees of freedoms derived from control points than
eventual simulation driven deformed geometries [107], which contradicts the direct use
for analyses purposes. Accordingly, geometrical refinement is essential. NURBS are spe-
cially suitable for refinement, as those operations are applicable without modifying the
shape. Two ways of refinement shall be mentioned, the degree elevation (p-refinement)
and the knot insertion (h-refinement). The according mathematical descriptions and
numerical algorithms can be taken from [185].

Both refinement operations add additional control points to a NURBS-entity. Increasing
the polynomial degree allows an increase of continuity which might improve simulation
accuracy and convergence rates. However, it will decrease the possibility to appropriately
express localized effects. As contrast, h-refinement introduces additional knots which
helps in expressing effects with large gradient changes. It can additionally be used to
multiply certain knots, which decreases the continuity at the specific knot span location
(see [185]).
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An issue about refinement operations with NURBS is that those cannot be operated
locally. Accordingly, the entire length of a patch would be affected. Coupled refined
patches, subdivision surfaces [56, 192, 254] or distinct spline generalization technolo-
gies as T-Splines [30, 208], hierarchical splines and refinement [67, 59] and more [163,
253] have been introduced to cope with this problematic. However, those avenues
require a remodeling of the initial problem which is in contrast to the seamless CAD
integration, which is given for the application with NURBS.

3.3 Continuum mechanics and kinematic formulations for
structural analyses

In this section shall be discussed some fundamentals, required to express physical
bodies. Those formulations may be defined within various geometrical spaces, from
3d solids, 2d surfaces and 1d curves. The expressions are independent on the chosen
discretization, integration and update schemes.

3.3.1 Solid-based formulations

Solid formulations, in comparison to surface or curve-based formulations are typically
known as the simplest expressions as no geometrical extraction/static condensation need
to be applied. They allow the expression of almost any geometrical shape. However, for
some problems those would require many elements and thusly not be computationally
efficient.

3.3.2 Surface-based formulations

Surface based formulations are specifically advantageous for structures where the
extension in one direction is significantly shorter than the extension in the other 2
directions. Via the condensation of the 3rd dimension towards a surface formulation,
mostly represented at a middle surface, the amount of finite elements and accordingly
the number of degrees of freedoms can be reduced significantly, which resolves into an
improvement of computational complexity.

The most popular surface-based formulations are:

Membranes have only a structural membrane stiffness without any bending strength.
In practice, membrane formulations often come along with an internal pre-stress.
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3.3 Continuum mechanics and kinematic formulations for structural analyses

Plates are used for initially plane problems. Mostly, those contain curvature stiffness
and no dedicated membrane stiffness.

Shells contain both membrane and curvature stiffness.

The focus of this dissertation are the latter structural components, the shells. Those
can be structured within various groups. Thereby, the most significant factors are the
geometrical extensions and the physical properties of the material.

Thin shells are considering the membrane and bending stiffness. The most common
structural pendant is the Kirchhoff-Love (KL/ Euler-Bernoulli for 1D structures)
theory.

Thick shells are generally considering additional shear or rotational deflections. The
Reissner-Mindlin (RM/ Timoshenko for 1D structures) formulation is the charac-
teristic representative.

Solid/ 3D shells are typically the most demanding formulations, as those are addition-
ally excogitating the extension of the shell towards the thickness. The aforemen-
tioned structural members require static condensations of continuum based 3D
constitutive materials, whereas solid shells intrinsically deal with those.

Consequently, the concept of the hierarchic shells (see [76, 168]) is discussed as shown
in figure 3.5 as this set of formulations is covering a large spectrum of shells and is
specifically suitable for IGA. Furthermore, it is employed within the given scope. The
basis of this shell formulation is the KL-assumption (see Kiendl et al. [118]. This
assumption is enhanced by the shear parameters towards a hierarchic 5p/RM shell.
Furthermore, the 6th and 7th parameter are used to express locking free thickness
deviations. Equation 3.21 is displaying the disassembly of the respective terms:

x7p−hier. = x + Θ3

a⊥
3 =a3p/KL

3︷ ︸︸ ︷
(A3 + Φ × A3)︸ ︷︷ ︸

x3p/KL

+Θ3w5p

︸ ︷︷ ︸
x5p−hier./RM

+Θ3w6p

︸ ︷︷ ︸
x6p−hier.

+
(
Θ3
)2

w7p

︸ ︷︷ ︸
x7p−hier.

(3.21)

x7p−hier. is defined at the surface of the shell and not the mid surface. Φ is notated
as the rotation vector. By locking the additional parameters, the formulation would
immediately fall back to the respective lower shell theory. The formulation shows off
as being less sensitive to some shear locking phenomena (see remark 3.3.1). Other
known Reissner-Mindlin shell formulation in the context of IGA are e.g. Benson et
al. [31] Dornisch et al. [72, 73] and Müller et al. [158]. Typically, by adding additional
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Figure 3.5: Concept of the hierarchic shell formulations (adapted from [76, 168]).

parameters, further deflections are enabled and the structures behave less stiff and
thusly deflect more.

For the apparent numerical problems, mostly the KL-shell has been employed. The 5p
shell has been used once for quantitative comparison (see section 5.4.3). However, no
shell with thickness change has been applied within the present studies.

Remark 3.3.1: Locking of shells

Locking is a common problem within the analysis of thin-walled structures,
whereby the effects can be described by:

• underestimation of deflections (stiffness of structures are overestimated)

• oscillation of stress solutions

All kinematic theorems come along with distinct locking phenomena, charac-
teristic for shape or material and it shall be noted that also with solid based
formulations certain similar properties may appear. Table 3.1 summarize the
apparent locking scenarios within the hierarchical shell family [77, 168]:
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3.3 Continuum mechanics and kinematic formulations for structural analyses

3p 5p-st. 5p-hier. 6p-st. 7p-st. 7p-hier.
transverse shear x x x

in-plane shear x x x x x x
membrane x x x x x x

curvature thickness x x
poisson thickness x

Table 3.1: Dominant locking phenoma for each shell formulation

Influence of respective shape function:

In analytical structural analysis, the physical relation between load, shear force, moment,
rotation, and deflections comprise a system of partial differential equations. To exactly
represent all modes, the system would require a polynomial degree of 4 in addition to
the polynomial degree required to adequately express the load itself. The fundamental
concept of FEM is to approximate the partial differential equation as closely with
respective primitives. Thereby, the exact shape and accordingly expected results can
only be estimated. For engineering purposes it is generally sufficient to rely on those
estimations, however, it should be genuinely understood how the quantitative values
distribute throughout the physical system.

Accordingly, a numerical study is being presented which displays the evaluated internal
values according to the integration point position. For the example, a simply supported
beam is evaluated with a dead load, as shown in figure 3.6, with the corresponding
characteristic values. The beam is modeled by two different shell formulations (KL
and 5p-hierarchic). The Poisson’s ratio is being 0 for the given study. The example
is containing 10 equally distributed knot spans. It is being refined by the polynomial
degree.

This example requires a p=2 or higher to express the bending stiffness, which is required
for both the 3p KL shell and the 5p hierarchic shell. With this polynomial degree the
displacements can be estimated properly according to the accuracy of the refinement,
as per figure 3.7. When the polynomial degree of the background is p=2, the values for
the moments remain constant throughout a knot span. With p=3, the moment graph is
almost approximated correctly, however, it still shows that there are C1 discontinuities.
With higher degrees the moment can be expressed exactly. The shear forces require a
minimal polynomial degree of p=3 to approximate any value within the KL-shell. Shear
forces are the third derivative of the deflections, which would be permanently 0 for the
case of a shape described by p=2. On the other hand, as the hierarchic shell carries
separate degrees of freedom, specifically for shear, it is capable to express those with a
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m2 ]

cross section: 1×1 [m2]

Figure 3.6: Example for evaluation of internals of the selected shell formulations.
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Figure 3.7: Internals from the different shells.
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Figure 3.8: Thickness integration for shell-based structures.

lower polynomial degree. According to the moments, the KL shell first represents the
shear forces in a stair-like form, constantly within a knot span with p=3, after better
approximating the solutions for any value higher than this.

The 5p hierarchic shell displays some numerical issues close to the boundaries for all
internal variables of p=2. A possible avenue for the stabilization is addressed by [168].
This problem shall not be considered further within this scope.

Stress resultant vs. stress-based integration:

As shells are dimension reduced formulations they typically carry their degrees of
freedom on the mid surface (generally, offsetting is possible as well). In the stress
resultant-based avenue the cross section is pre-integrated throughout the thickness
of the shell (see Kiendl et al. [118]). This is an efficient way, which reduces the
assembly costs. However, this implies that materials are only evaluated on the middle
surface, which basically means that the non-linearity within the bending part is generally
neglected. This becomes crucial once non-linear materials are employed, as e.g. concrete
or masonry (see section 4). Figure 3.8 is showcasing the controversy between the
response of linear materials and non-linear materials. In this scenario, another avenue
may be preferred, the stress-based integration. This considers integration points in
the thickness of the shell (as per figure 3.8). At each of those thickness integration
points, the material may be evaluated distinctly, which allows to adapt to local material
characteristic. Specifically in the bending case this allows to model more accurately (the
out-of-plane examples from section 5 are presenting cases where the thickness properties
are crucial). It shall be noted that both types of integration would be imaginable for
most shell formulations.

Different integration rules are imaginable for the thickness integration. A comprehensive
comparison is presented within [44]. Among the most common rules shall be mentioned
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the Gauss quadrature rule and the Simpson’s rule. Within this work, all thickness
integrations have been processed by the Gauss quadrature.

3.3.3 Curve-based formulations

The highest dimensional reduction from 3D solid formulations are curve-based formu-
lations, where the structure is significantly slimmer within two directions than in the
remaining 3rd direction. Two different shape expressions shall be considered: the ge-
ometry curves, which are containing their independent geometrical description, and the
curves expressed upon the parameter space of higher dimensional geometries. Within
this scope, the latter are predominantly curves on surfaces, however, also curves in
solids or even curves on surfaces in solids are imaginable.

Due to their geometrical properties curves can be used to model following formula-
tions:

- Neumann
- Dirichlet (see remark 3.8.2)
- Coupling interfaces (see [40, 11] within the scope of IGA)
- Mechanical motivated e.g. trusses, cables or beams (see [184, 24] within the

scope of IGA)

3.4 Isogeometric Analysis (IGA)
and Isogeometric B-Rep Analysis (IBRA) a

Ever since the introduction of finite element methods the choice of shape functions
has been a great challenge and has been investigated within various studies [220,
219]. Whereby linear shape function have large advantages with comparative simplicity,
higher order shape functions are typically more capable to express complex shapes and
come along with typically better accuracy and convergence rates. Among the high order
shape functions shall be mentioned different groups, with local and non local shape
functions. Whereas local shape functions are defined within certain element boundaries,
non-local shape functions exceed those and have a higher impact zone, which might be
of advantage if high continuity with low gradients are aimed, as controversy, it seems
less suitable to express localized phenomena.

NURBS (see section 3.2), as a specification of B-Splines, which itself are based on Bézier
descriptions are part of the group of non-local high order shape functions. However, it
shall be noted that with the choice of mathematical control parameters those can also be
local and linear. They come along with a respectively simple mathematical expression,
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3.4 Isogeometric Analysis (IGA) and Isogeometric B-Rep Analysis (IBRA)

require a small amount of control points for the definition of complex shapes and are
typically capable for simplified parameterizations [3], which makes them specifically
suitable for CAD. Following, aiming a CAD-integrated analysis, the application of
NURBS within finite element methods eases interfaces significantly. Applied within
different research [207, 103] it showed that the application of NURBS has multiple
advantages apart from the continuous CAD integration. With Hughes et al. [107, 62],
the research field got named isogeometric analysis (IGA). Within its original definition,
full untrimmed patches are required in the simulation, however, as section 2.1 notes,
typical CAD models contain more sophisticated shape descriptions. Accordingly, to allow
analyses on a broader bandwidth of CAD models, Breitenberger et al. [40, 41] enhanced
the numerical method with the B-Rep description (see section 2.1). This involves
trimming of patches, weak application of boundary elements and weak enforcement of
various continuities between patches. Simultaneously, it allows a seamless integration
of the numerical simulation in CAD. This enables the possibility of a watertight data
base for physical, kinematic, and material properties.

IBRA and IGA in general differ from classical FEM simulations by its geometrical
integration as this focuses on NURBS. However, the kinematical formulations discussed
in section 3.3 shall be applied consistently within the framework. CAD provides a
geometry description based upon surfaces and curves, which consistently limits IBRA
to the according dimension reduced kinematic formulations. Thus, this section mainly
discusses the integration of trimmed surfaces and curves, which are either having their
own geometrical description or are defined upon a parameter space of a surface. The
section concludes with the integration of coupled edges, allowing to impress geometrical
or kinematic driven continuities between various geometries. Refer to [149] for the
description of solids.

3.4.1 Numerical integration of trimmed surfaces

A quantitatively good integration of untrimmed NURBS geometries is given by the
Gauss-point locations within the respective knot spans, with the number of integration
points being defined by the polynomial degree of the NURBS-patches. For structural
analysis purposes this provides good results, however, it shall be noted that not always
as many integration points would be required [108], which results in a significant
overhead in computational costs, which is specifically crucial for explicit problems (see
Leidinger et al. [133]).

In contrast, the simulation with trimmed surfaces is significantly more involved [40,
222]. IBRA evaluates element functions over trimmed NURBS surfaces by integration
points inside the trimmed domain. A possible avenue for the evaluation of those is
presented within figure 3.9.
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Figure 3.9: Procedure of trimmed surface integration (modified from [222]).
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• Either the NURBS-described (1 and 3) curves or a polygonized tessellation (3 and
5) is considered as the physical limits within the parameter spaces of the surfaces.
Using the smooth boundary curves (1 and 3) leads to an exact representation of
the trimming domain but involved geometrical operations.

• Considering the tessellation within the geometry space (2) or the parameter space
(4) may result into coarse polygons. Mostly, the tessellation in the parameter
space would provide less points as the curvature of surface is not considered. For
the integration of the surface, this is mostly sufficient.

• Consequently, either patch-wise (6) and span-wise integration (7) may be operated.
Patch-wise integration typically results less integration points, whereas span-
wise segmentation deals with less trimming scenarios. By latter, it is typically
differentiated between trimmed and untrimmed domains. The correct integration
of the trimmed domains is an open research topic, whereby multiple avenues have
been proposed: e.g. AGIP from Breitenberger et al. [40], and other references
[206, 145, 149].

• Integration point defined entities can be formulated within the geometry space
(8).

Further literature on trimming and the achievable quality of the solutions can be
found within [108, 197, 159, 145, 146, 256]. A computationally efficient yet accurate
integration of the bilinear forms of cut elements is an important topic for any immersed
boundary method. A recent comparison of such techniques is given e.g. in [105].

3.4.2 Numerical integration of curves on surfaces/edges

Curves on surfaces are integrated in the parameter space of the underlying patch.
Therefor, the intersections between curve C̃ and knot-lines are found (see figure 3.10).
The outcoming curve sections are integrated by a chosen quadrature rule. Within
the scope of this work, mostly p + q + 1 points have been employed per section
(covering the case of a curve going diagonally through the knot span). This amount of
integration points is on the safe side and it is suggested to reduce this for more efficient
computations.

3.4.3 Numerical integration of coupling edges

Coupling edges are a specific scenario of the previously discussed curve on surface
integration. Here, one side needs to be selected as the master curve, which consequently
will be named with the index (1), the other edge is the corresponding slave edge,
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C̃

Ω

Figure 3.10: Integration of curves on surfaces/ edges.

being (2). The integration will be applied on the master curve, following the mappings
described in section 3.4.2. Theoretically, the selection is random, however, it has to be
noted that eventual numerical differences might appear (see also [246]), which should
vanish with an increased and matching refinement on both sides.

The numerical integration domain is dependent on the trimming curves of both
patches.In the following two different projection avenues shall be outlined (see fig-
ure 3.11). One is considering the parameter curve of one patch as reference, whereas
one is describing the discretization on a interpolated 3d-curve.

1. The discretization is operated on the parameter curve C̃
(1)

:

• find surface knot span intersections of C̃
(2)

(see section 3.4.2)

• project found intersections to global space and map onto C̃
(1)

• find surface knot span intersections of C̃
(1)

(see section 3.4.2)

• merge both intersections

• define integration within the spans

• project integration to global space and map onto C̃
(2)

2. The discretization is operated on the interpolated 3d-curve C̃
(1):

• Interpolate curve fitting to both parameter curves.

• find surface knot span intersections of C̃
(1)

and C̃
(2)

• project found intersections to C(ξ).

• merge both intersections

• define integration within the spans
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(1.) Discretization on curve C̃
(1)

(2.) Discretization on curve C

Figure 3.11: Integration of coupling edges.

• map integration onto C̃
(1)

and C̃
(2)

The mapping from geometry space towards parameter spaces can be a comparatively
involved operation as it requires appropriate initial guesses and is accordingly error
prone. Whereas, procedure 1. relies on the projection of the integration towards only
on patch, procedure 2. requires projections of the integration points onto both patches.
Accordingly, within this scope procedure 1. is preferred. However, both solutions shall
converge.

Once a curve on surface is coupled with a 3d curve, the procedure to detect the
integration can be referred to a simplified procedure 1., whereby the curve C(η) can be
seen as the 3d curve.

3.5 Properties of CAD-based analysis d

Within figure 3.12 is presented the CAD model and the displacement results of an
IGA simulation of a plane structure (Further results are presented within figure 3.13;
an uplifting pressure force is applied at the wing of the plane). The model is taken
from [237] and has initially been designed for CFD purposes and as such, it is used
frequently for benchmarking. The model appears to be suitable for IGA, however,
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Trimmed patches
(see section 3.5.7)

Small inter-connect patch
(see section 3.5.6)

Patch coupling, Varying
discretization

(see section 3.5.6)
Patch coupling, Tolerances
(see section 3.5.5 and
section 3.5.3)

Figure 3.12: Plane common research model geometry [237] including IGA results with
apparent geometry description issues.

requires special attention on some details for reliable analyses results. Among others,
those cover: trimming, patch coupling of 28 patches with varying discretization, small
inter-connection patches, and high tolerances in gaps. If treated weakly, those issues
may result in unfeasible solutions.

Although the CAD-integrated analysis with IGA is based on the exact geometrical
shapes provided from the CAD software, the description might not be well-suited for
simulations. One of the key challenges in using CAD-provided geometries is that the
design and visualization typically need a different, usually lower, level of refinement in
the shape description since the model has to represent only the undeformed geometry.
Whereas the FE model and its mathematical description have to represent various sets
of information, such as the deformed shape and stresses. Accordingly, some issues in the
CAD-based context with respect to direct use for structural analysis shall be discussed
within this section.

It shall be noted, some of the critical challenges resulting from poor geometry descrip-
tions are intrinsically present in the model and would manifest themselves equivalently
in an automated meshing process prior to classical FEM-based simulation [222].
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(a) Back view.

(b) Perspective view. (c) Top view.

Figure 3.13: Plane common research model [237] displacement results from pinched
wing and geometry.

3.5.1 Solid model

B-Rep based CAD models are constructed with 1D curves or 2D surfaces, which is
especially suitable for fast and stable graphical design purposes. Accordingly, the
simulations may rely on 1D or 2D shapes which can be the description for dimension-
reduced formulations such as beams [24] and shells [118, 76, 169, 170]. Those come
along with simplified computational efforts, however, are limited in the expression of
very complex shapes.

If 3D solid-based computation is inevitable, increased efforts are required as CAD does
not intrinsically provide a mathematical volumetric solid description. One possible
avenue is the embedding of the enclosing surfaces into a grid, or a 3-dimensional
B-Spline/NURBS-cube background. This technique is frequently applied within the
Finite Cell Method (FCM) [177, 75] and allows for handling various types of geometries
such as trimmed solid models [190], CSG (see section 2.1) models [243], B-Rep models
which may be flawed [244], or point cloud based models [128].

Another possible avenue for the computation of solids within boundary representation
has been introduced and described by [122, 123, 52]. They propose to construct a
NURBS-based solid from the radial scaling center of the physical domain towards the
NURBS description of the faces, which seems to be another effective approach for
CAD-integrated simulation.
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3.5.2 Surface model vs. mid surface model

Thin-walled structures, which are suitable for the computation with dimensionally
reduced FE elements are often expressed as solids in industrial applications since the
enclosing surface is decisive in the design. This obstructs a direct evaluation with
surface-based formulations since many of them rely on the mid surface of a thin-walled
structure. Figure 3.14a shows two steel plates which are welded. The model is displayed
as the boundary surface model and its reduction towards the mid surface. It shows
clearly that the solid surfaces appears watertight, whereas the mid surface model has
severe gaps and an automated detection of a coupling is highly dependent on the
user-defined threshold. This tolerance can be chosen for certain types of structures.
However, it is not possible to automate this process if there are gaps within the same
chosen tolerance that should remain open or if other objects are close but should
remain uncoupled. Another example, which appears frequently in civil engineering,
is the corner case of two intersecting walls as figure 3.14b shows.b If the volumes do
not overlap, which would be the correct volumetric modelling, the mid surfaces do
not intersect and coupling cannot be detected in an automated way beside a certain
tolerance. If they do overlap, the mid surfaces intersect and the coupling is detected but
the correct modelling of meeting curves in the corner point is still not gained.

To summarize, the extraction towards middle surfaces needs additional understanding
of the specific geometrical issue and accordingly manual work load or very sophisticated,
problem dependent algorithms, especially at intersections.

3.5.3 Inter-patch connections for geometrical continuities

Some CAD programs intrinsically provide operations to join geometry items to fewer
objects if there is a geometrical connection. Intersections are detected within a given
accuracy, and model tolerance and additional interface shapes are appended. Those
operations are typically carried out in a way helping to seamlessly and efficiently
visualize the drafts, however, for engineering purposes, it is often not suitable or not
sufficient.

Considering a broad model tolerance, the join operation would find many coupling
edges or points, which indeed are decently distanced and it would visualize them as a
gap-free object. An example of the coupling edge between two visually non-matching
patches is shown in figure 3.15. Figure 3.15a is displaying the original shape of the two

b[104] presents a Mortar-based approach to model such corners and [175] is presenting the numerical
simulation of a timber connection, where the interface itself is enhanced by a material law to represent
an elastic material layer.
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spatial discrepancy
between patches

(a) Welded steel plates with middle surfaces.

non-matching overlapping

(b) Wall intersection.

Figure 3.14: Projection towards middle
surface.

(a) Uncoupled.

(b) Coupled for visual purposes.

Figure 3.15: Coupling of two patches
with high allowed model tol-
erance.

patches. Within figure 3.15b is shown the same configuration after a join command.
It shows that the visible discrepancy between the two patches is disappearing, even
though that the discretization does not match. The analysis, however, would not be
suitable to perform a stable simulation or maybe does not even detect the ordinary
integration. The gap might also be eccentric for unproper modelling, which introduces
not existing stresses into the structure. Furthermore, the gap is assigned with a certain
behavior when a coupling condition is added. This typically involves different behavior
in the area of the gap than inside the material domain, which might affect the results
depending on the gap size. Choosing a suitable model tolerance (see section 3.5.5)
avoids this or decreases the error to a tolerable level. Considering this while modeling
or repairing the geometries in a way that the wanted connections do not consider overly
large gaps would lead to better solutions.

Furthermore, CAD-integrated join operations do typically just consider couplings
amongst the boundaries of the shapes and each edge usually has only one other
counterpart since the software structure is adjusted to handle boundary models. It may
happen that e.g. T-joints (as shown in figure 2.3) remain undetected and get discarded.
This concerns joints at the boundary involving 3 surfaces or one surface intersecting
with another one inside its domain. Undetected couplings, especially those manifold
joints, are usually not a big problem in CAD software if the geometry is constructed with
sufficient accuracy since the geometries are still close and visually connected. However,
the necessary information for the engineering part is not retrieved. Consequently, it

37



3 Finite Element Methods

(a) Problem description with discontinuity at
top mid line.

(b) Deformed problem.

Figure 3.16: C0 and G1 continuous geometry with possibly undetected G1 discontinuity
in middle of the patch, due to duplicated knots. The knot vector of this
example for p = 2 may read: Ξ = [0, 0, 0, π

2 , π
2 , π, π, π], whereby the inner

knot (orange) is duplicated (for further notes about NURBS see [185]).

is advised to perform further intersection checks even though doing so is frequently
computationally expensive.

Bauer et al. [25] present a range of possible applications for 1D structures, whereby
intersection checks between the presented beams are processed to obtain all required
couplings. Some shell based problems with T-junctions are presented by Hirschler et al.
[102] or Herrema et al. [99].

3.5.4 Geometrical discontinuities

Even though shapes may exhibit visual continuities, it is possible that the corresponding
continuities in the mathematical description are not present c This may result into
unexpected results, once the geometrical continuity is used to express the bending
stiffness, as e.g. the KL-shell [118] or the Bernoulli-beam [24].

Among many scenarios, this happens frequently in the description of circular hulls,
as per 3.16a. Here, the middle knot is duplicated, which results in a C0 (location)
continuity. G1 (bending/rotation) and further would not be ensured. Even if the
geometry were refined, this discontinuity would still exist. The outcome of a simulation
with this specific problem is given within 3.16b. It should be noticed that a considerable
rotational discontinuity can be seen in the center line.

cDiscontinuities are frequently introduced in NURBS-based domains by duplicating knots.
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Figure 3.17: Badly conditioned connection patch.

It is possible to find numerous different geometry descriptions that, without discontinuity,
describe the same shape. However, the initial forms would be distorted. Accordingly, to
not exchange any geometries, the required continuities may be enforced by the bending
strip method approach [119] or by weakly applying the rotational stiffness, similarly as
for patch-couplings [40].

3.5.5 Model tolerance

Dirty CAD descriptions with high model tolerances can lead to gaps between the
provided patches, which might be filled visually by the software and accordingly,
sophisticated to detect. The model quality may be such poor that the CAD utility
cannot set up the coupling conditions within appropriate tolerances. Additionally, with
unbridgeable gaps between patches some coupling methods fail or converge towards
wrong solutions and a proper physical description is not ensured (see also [41, 26]).

3.5.6 Patch conditioning

Many CAD programs provide operations to visually eliminate gaps between existent
patches. Those operations are optimized for visual purposes. However, the additional
patches are repeatedly showing difficult mathematical properties for structural analysis
purposes. Those patches have often substantial differences in the geometry extensions
of the knot spans causing badly conditioned numerical elements. Efficient automated
refinement operations and robust integration techniques are recommended to prevent
this issue. The refinement derives from the respective span length. However, in some
of those patches, boundary effects, introduced by weak coupling approaches might
predominate the kinematic properties of the surface formulations, which may lead to an
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(a) Example description. (b) Not sufficiently refined. (c) Sufficiently refined be-
tweem the two domains.

Figure 3.18: Trimmed example with possible unwanted interaction within the domain

artificial stiffness. d A further critical issue is that even if solving appears to converge,
the solution might still be unreliable. The assessment of the result quality may become
challenging, which could lead to a loss of trust in the numerical method.

This happens for example if a rounded connection patch between two patches is being
created by an automated process. Figure 3.17 is presenting such a problematic patch.
The patch has been constructed during a smoothening corner operation. It contains
only 6 control points. Thus, by connecting it to the neighboring patches it would create
a numerical stiffness. Sometimes it is hard to detect those patches in larger models,
as they are very slim and tiny. However, their effect may have severe impacts on the
solution. Figure 3.12 is showing a similar problem. At the corner of the wings have
been created connecting patches between the top and bottom to create a tight model.
Even though the remaining patches would be greatly refined, those connecting patches
would completely stiffen the wings.

3.5.7 Trimming

Trimming is independent of the knot span description and may therefore arbitrarily
cut through the domain. Knot spans with a small physical domain may result from
this operation and cause additional challenges for the FE solver regarding the stability
of the system. Typically, contributions associated to some degrees of freedom will be
badly conditioned, which might spoil the solutions. Additionally, boundary effects
might outweigh the numerical properties. There are control points that have minor
influence on the shape/solution resulting in very small entries in the respective stiffness
matrix, which is consequently badly conditioned. The resulting solution may contain
close to infinite values. Furthermore, the results for the degrees of freedom on those
control points may differ a lot in all iterations and obstruct the convergence in the solver.

dE.g. the penalty approach is achieving continuity by indicating a spring between the domains. The
selected spring stiffness, namely penalty factor is therefore apparent in the solution. With patches of
small sizes this effect might dominate the results.
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(a) Problem description. (b) Untrimmed. (c) Two patches trimmed and
coupled.

Figure 3.19: Formfinding under pressure load.

Different technologies have been proposed to limit the deflections of those control
points, e.g. modifying basis functions [103, 110, 253], stabilization terms [132] or
conditioning of solvers [114].

Figure 3.18 presents a different problem with trimming. A rectangular cantilever plate
with a split in the middle is modeled by one trimmed patch generating two almost
independent cantilevers. One of them is loaded at the tip and should consequently
deform whereas the other should not deform. Figure 3.18b shows the simulation results
with an unwanted interaction between the two ends, whereas figure 3.18c is sufficiently
refined to properly simulate this problem. This example shall point out the apparent
problematic, which becomes even more severe if the trimming is not aligned with the
knot span description. The necessary refinement in order to generate independent knot
spans that do not share control points and consequently to decouple the boundaries
may spread out over the whole domain due to the tensor product structure of NURBS
surfaces.

One problem with trimmed domains is that even though analysis may be suitable for
some models, the apparent geometry description might be weak or even distorted,
which directly affects the solution accuracy [40, 41, 223, 149].

Another example containing a similar issue due to trimming and eventual quantitatively
weaker results than the untrimmed model is the form-finding problem [36] of a mem-
brane plate with out-of-plane loads [184, 12]. Given that the radius of the support and
the pressure load relate via the Boiler formula, the outcome of this problem should be a
perfect hemisphere. This solution is approximated almost perfectly in the untrimmed
configuration 3.19a. In contrast, the trimmed-multipatch scenario shows severe prob-
lems in the description of the aimed shape 3.19c. With an increased refinement this
problem may appear differently. However, it will always be slightly visible. Here, the
multipatch coupling is implemented by the penalty approach (see [40, 184, 133, 60] for
IBRA), which results in a corrupted stiffness at the interface. Accordingly, to optimize
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the results it is suggested to use different coupling approaches (see e.g. [11, 98, 222])
or a more advanced penalty computation [178].

As a summary, it shall be noted that enabling an analysis with trimmed domains allows
the simulation of complex models without any re-discretization. On the other side it
may introduce flexural limitation, which should be studied carefully to avoid corrupted
results.

3.5.8 Preparation of the model

Some of the previously mentioned issues may suggest a revision of the B-Rep-based CAD
model before eventual simulation. One proposed possibility is the patch degeneration
of multiple patches towards fewer patches [130]. Typically, this introduces slight
chordal errors, however, the positive effects may outweigh the instabilities from the
original model. The outcome of this operation is a more continuous distribution of
control points throughout the patches and a reasonable polynomial order. Therefore,
the model preparation can improve the stability of the simulation for many scenarios.
However, it non-reversibly modifies the CAD model, which itself adds complexity in the
CAD-integrated (automated) workflow and opposes the original concepts.

The long-term goal is to incorporate the requirements for an eligible simulation within
the design phase and not as part of the pre-processing in the analysis step. Then one
model would be sufficient and iterations between the two disciplines become simplified.
Accordingly, knowing about the mathematical properties of a chosen design path, as
explained within this chapter, helps to select the appropriate avenues for a quantitatively
good and seamless design-through analysis workflow within CAD.

3.6 Immersed methods

Embedding physical entities into a non-matching mathematical formulation is a well-
known procedure within numerical approaches [173]. Peculiarly, in CFD simulations
with large-scale models, it gained popularity within the last years as it significantly
facilitates the modeling process [69, 259]. IBRA can likewise be seen as an embedding
problem, as with trimming, the domain finally is not matching with the mathemati-
cal shape description. A similar procedure of trimming has been enhanced to apply
boundary conditions, as Dirichlet or Neumann on any parametric shape within the
primary domain [40, 41]. [23] introduces embedded 1D-based kinematically driven
formulations as beams and trusses within the NURBS-surface shapes, which shows the
tremendous opportunities provided with this effective approach. However, it concludes
the non-matching mathematical description of the additional entities may require a
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embedded area embedded curve embedded point

Figure 3.20: Embedded entities in surface based geometries.

considerably higher amount of degrees of freedom for the accurate prediction of the
expected physical behaviors, which also results in a comparatively slow convergence
compared e.g. with coupled approaches (see section 3.8.1 and [26]). [102] employs a
similar concept, however, embeds more involved shapes and respectively kinematics,
delineated by KL-shells into a different discretization.

For surface-based geometrical entities, three distinctive parametric shapes are imag-
inable for embedded objects, which comprise areas, curves, and points as shown in
figure 3.20. 3D domains would allow additionally to embed volumes themselves.

Consequently, the usage of embedded areal domains shall be studied to examine the
applicability of this approach for masonry structures (see section 4). A beam, as per

E1 = 200 E2 = 600
q = 10

x

uend

L = 10

k1 = E1
l1

= 40 k1 = E2
l2

= 120 f = 10

l1 = 5

Figure 3.21: Embedded entities in pulled beam and respective corresponding 1D-spring
system.
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Figure 3.22: Convergence of pulled beam (see figure 3.21) with the error being defined
by uexp.−u
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figure 3.21 is made upon two dissimilar materials with the stiffnesses E1 and E2,
whereby the overall stiffness of the system can be noted as follows:

1
ktot

= 1
k1

+ 1
k2

= 1
40 + 1

120 ⇒ ktot = 30 , u = f

k
= 10

30 (3.22)

Following, the performance of embedding the respective entities within the domain are
evaluated, with a varying number of elements and polynomial degrees of the shape
functions (considering geometrically linear). The convergence of the problem can be
seen within figure 3.22a for a low number of elements and the respective convergence
with a longer convergence in logarithmic scale within figure 3.22b. The graphs show a
convergence of the solution towards a large refinement, with the higher degrees having
less variations. It displays that the linear discretization is flawless once the element
boundaries overlap with the embedding lines, which suggests a deeper investigation of
this phenomena.

Given that the displacement being uend=0.25 for a single element, it follows that the
respective spring stiffness would be k=40, or the Young’s modulus E=400, which
precisely coincides with the mixed stiffnesses between the 2 domains, which contradicts
with mechanical problem of two springs in row. Considering this effect, refining
the system would result into the problematic element vanishing by becoming small
compared to the entire problem, which resolves into a convergence, as per figure 3.22b.
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(c) 25 elements.

Figure 3.23: Stresses (Cauchy) of pulled beam (see figure 3.21) with varying polyno-
mial degrees.

To gain a deeper understanding of the problematic of various stiffnesses within a single
FEM element, the obtained stresses shall be discussed. Therefor, following problems
are resolved in geometrically non-linear manner. Accordingly, the stresses are plotted
in figure 3.23a for the linear shaped case for 1, 2, 3, and 5 elements. As per the
previous analysis the stresses are analytically correct for 2 elements, which coincides
with the embedding boundary. However, the stresses are crucially overestimated for the
embedded elements, whereby the softer system shows lower stresses as the stiffer part,
which is in contradiction to the reality.

Proceeding this investigation different polynomial degrees shall be analyzed for a
refinement of either 10 elements (figure 3.23b) or 25 elements (figure 3.23c). It
similarly shows an overestimation around the cut element. Furthermore, the higher the
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order of the shape function, the more oscillations occur around the cut. For the linear
case (p=1), 10 elements cut the element properly, however, 25 have a cut element
which shows the same jumps as in the previous test (see figure 3.23a).

It shall be summarized, that even though there exists a convergence with an increased
number of elements, the usage of embedding stiffnesses becomes heavily involved for
non-linear materials, thus, stress-dependent behaviors would be crucially overestimated
at the cut element. Accordingly, without additional stabilization, the approach would
not be generically suitable. This approach will not be considered further, as specifically
for masonry structures it would critically influence the solution. However, as the
embedding phenomena is employed frequently, this discussion was stated within this
dissertation.

3.7 Material Point Method (MPM)

The material point method [216] is a particle-mesh based approach, containing a hybrid
Lagrangian-Eulerian interpretation, which gained significant attention in engineering
simulations, as e.g. soil, and geomechanics and in computer graphics, and movie
industry, as it is capable to adequately express large deformations involving continuum
based history-dependent materials. The numerical approach can be classified within 4
main stages as shown in figure 3.24.

(a) The updated Lagrangian calculation phase is conducted, whereby material points
act as integration points, similarly as known for other FEM methods. It results in a
deformed grid and deformed material points, whereby its new location is defined
by the deflections of the background mesh.

(b) Simulated results from this timestep are interpolated and mapped to the material
points.

(c) Update or reset of the mesh. It shall be noted that this step would allow an
exchange of the background grid, as now the entire historical information is stored
upon the material points and all dependencies are resolved.

(d) The new locally described positions of the particles are detected and subsequently
the internals of the material points are extrapolated to the background grid.

In comparison to the previously described approaches, MPM enhances the standard sim-
ulation by the continuous inter-and extrapolation of information between background
grid and material points (b)-(d), whereby within this stage the method transforms
towards a particle method. Within phase (a) it behaves similarly as trimming known
from IBRA, as per section 3.4 or as an embedded approach, likewise section 3.6.
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(d) Extrapolate internals from
material points to the
background grid.

(a) Updated Lagrangian
(UL).

(c) Reset grid.

(b) Interpolate from the
background grid to internals
of material points.

Figure 3.24: Procedure of MPM.

Remark 3.7.1: Similarities and differences to transient FEM

MPM has strong similarities with FEM, which enabled a fast development of the
method within the last decades. Considering quasi-static and implicit integration
schemes, standard FEM procedures can be reached by reducing the 4 stages
(figure 3.24) to one and only realizing stage (a). Vice-versa MPM contains
numerous procedural resemblance with FEM [96].
As contrast, the explicit integration scheme does not allow this continuous re-
duction, as here, the stress updates are applied within different positions of the
simulation steps and accordingly require a more involved implementation.

47



3 Finite Element Methods

Remark 3.7.2: Smearing effect through continuous inter-and extrapolation

Considering an MPM variation that does not reset the location of the background
grid, however, still executes the inter-and extrapolation before and after each
time step, as figure 3.24(a) and 3.24(c). With this functional modification, one
basic MPM-characteristic can be extracted and it results that an irreversible error
is introduced within each timestep as shown by Wilson [248]. It is expected that
this inaccuracy is even more severe once the mesh is reset to its initial position.

The MPM has shown strong capabilities in the simulation of highly deforming objects,
specifically mentioning soil mechanics and fast contact simulations [112, 97], where the
correct deflection can only be approximated, however the focus is set on the visualization
of a close-to-reality.

Apart from inaccuracies evolving from material points, or respectively integration points
which are not placed at ideal locations, there are two major problems appearing in
the MPM. One is the cell-crossing problematic, occurring once particles pass from one
to another cell of the mesh and the other is the numerical fracture which appears
when within two particles appear another element and accordingly the connection
gets falsely lost. Both issues appear to be significantly dependent on the mesh and
chosen integration, however, can never be completely diminished without additional
stabilization.

Since the introduction of MPM, various approaches have been introduced to minimize
the effects of cell crossing and numerical fracture. Amongst the famous cell crossing-
adjusting approaches shall be mentioned the Generalized Interpolation Material Point
Method (GIMP) [198], the convected particle domain interpolation (CPDI) [199], Total
Lagrangian Material Point Method (TLMPM) [238] and the partitioned quadrature
material point method (PQMPM) [247]. The majority of those methodologies work on
extrapolating the integrational domain towards non-local geometrically neighbouring
elements, which typically results in a modification of the apparent shape functions,
towards smoothening the mesh interface jumps. Considering those modification, the
question arises if generally non-local shape functions within the background domain
may rectify the problems in a similar way. Accordingly, various studies intent a variation
of the background mesh (some of which are summarized within [217, 238]), as with
B-Splines/NURBS [213, 232, 252].

3.8 Multiphysics and multidomain coupling a and b

With the development of FEM methods various novel technologies have been established
to solve varying types of problems. Each FEM physic has different properties and is
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accordingly specially suitable for distinct fields of application. Frequently, problems
appear where a combination of methods is the most suitable approach, which often
involves contact, or a split of the domain. To achieve the coupling between different
physics, those methods have to be broken down to an instance where an inter-facial
exchange of physical properties is possible. Once the system, including the interfaces is
established, it needs to be solved. Hereby, two possibilities exist:

Monolithic the governing equations of all involved approaches are solved simultane-
ously within a single solver.

Partioned the governing equations of all involved approaches are solved independently
within multiple solvers (also known as staggered).

As partitioned problems do not rely on the same solver, those problems can be split into
different software environments, whereby monolithic problems are typically limited to
the availabilities within a single product.

Fluid-structure interaction is one of the most famous engineering multiphysics problems
[250, 210] which has lead research and industry within the past years and is nowadays
available with many varying numerical discretizations. Other famous approaches are for
example contact and impact problems. However, multiphysics is not the only problem
demanding a split of the domain, as sometimes using a single domain is not beneficial
due to mathematical limitation or might be computationally too costly.

IBRA is a prominent example where sub-domains, namely patches require computa-
tional efforts to be connected. Here, the division within sub-domains arises from the
geometrical description in CAD, which itself is driven by optimal geometrical operations
with a minimal amount of control points, which is arguably beneficial for numerical
simulations (see section 2.1). Typically, IBRA relies on monolithic approaches for the
so-called patch coupling, as generally many patches would be involved. However, a
partitioned coupling, which generally covers only few domains would be feasible as
well.

The challenge to apply appropriate continuities between patches and Dirichlet boundary
conditions has as well been addressed in other variants of immersed methods such as
for FCM see e.g. [125, 78, 176].

3.8.1 Monolithic coupling approaches a

A monolithic coupling typically works with enhancing the virtual work with an additional
term for the interconnections between the involved sub-domains, whereby the outcome
is a single linear system. This is specifically advantageous once both domains contain
similar stiffness, which is mostly the case in IBRA. Within the following, approaches
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shall be discussed, which mainly appear in the scope of IBRA. However, those shall
be seen as generic descriptions, as those may used within other numerical methods
equally.

Consequently, the main focus is put on:

– penalty approach
– Lagrange multiplier method

for enforcing continuity between two sub-domains (namely patches within the frame-
work of IBRA). It shall be mentioned that additionally the Nitsche-based [11] coupling
and Mortar methods [43] are other famous approaches in the constitution of boundary
and continuity conditions. However, as those are generally non-local and computa-
tionally more involved they shall not be considered within this scope. Another famous
approach of the monolithic coupling is the multipoint constraints (MPC) [113], however,
it is only valid for limited scenarios in the scope of IGA and thusly not considered,
here.

Penalty approach:

The weak form (see equation 3.2) of the independent sub-domains can be extended by
adding the virtual work for the penalty continuity coupling as following:

δW C0 = −α
∫

Γ(1)

(
u(1) − u(2)

) (
δu(1) − δu(2)

)
dΓ(1) (3.23)

u(1) represents the respective degrees of freedom around the coupling boundary of the
master patch, whereby the index (2) dedicates the corresponding quantities on the slave
side and α is being the selected penalty factor. The virtual work δW C0 between two
patches vanishes once continuity is given.

Consequently, the contribution of the penalty coupling within the system state of
equilibrium can be summarized as:

(K + Cα) · u = −(R + Rα) (3.24)

in accordance, it may be split into the respective sub-domains:[
K(1) + C(1,1)

α C(1,2)
α

C(2,1)
α K(2) + C(2,2)

α

]
·
[
u(1)

u(2)

]
= −

[
R(1) + R(1)

α

R(2) + R(2)
α

]
(3.25)
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with K(i) and R(i) being the stiffnesses and residua of the respective domains. Accordingly,
C(i,j)

α and R(i)
α are expressing the additional penalty contributions, being defined as

following (considering e):

C(i,j)
α = α

∫
Γ(1)

H(i)T
H(j)dΓ(1) and R(i)

α = C(i,i)
α u(i) + C(i,j)

α u(j), for i ̸= j (3.26)

The approach is not introducing additional degrees of freedom and is simple to imple-
ment with a good computational efficiency. Even though that the stability is dependent
upon the penalty factor, generally it is fairly simple to achieve good convergence, how-
ever, with the drawback that the quantitative solutions are corrupted by the penalty
factor. The penalty method is variationally inconsistent as the penalty introduces a
modeling factor which results that the weak form cannot be reverted from the strong
form.

The stability and the quantitative quality of a solution is dependent on the selection
of the penalty factor, which typically is a-priori selected by the user and can vary per
connected degree of freedom (see also [40, 184]). [178] suggests a scheme to evaluate
a suitable penalty factor with a minimal effect on the introduced model error, however,
the estimation is still an approximation of the exact solution.

Lagrange multiplier method:

To avoid the a-priori estimation of the penalty factor the Lagrange multiplier method
uses a function λ (see also [11]) with its own degrees of freedom. Those may be
duplicated from the degrees of freedom on the interface, as e.g. the control points of
the master curve, however, also independent fields may be introduced.

The corresponding virtual work of the Lagrange multiplier method is given as:

δW C0 =
∫

Γ(1)
∂λ(1)

(
u(1) − u(2)

)
dΓ(1) +

∫
Γ(1)

λ(1)
(
δu(1) − δu(2)

)
dΓ(1) (3.27)

with u(1) being the coupled degrees of freedom with the additional field λ for the
Lagrange multiplier. The discrete form of the Lagrange method in matrix vector notation
is given by: 

K(1) 0
0 K(2) ΛT

Λ 0

 ·


u(1)

u(2)

λ

 = −


R(1) + ΛT λ

R(2) + ΛT λ

Λu

 (3.28)

eH(i) =

R
(i)
cp 0 0 · · ·
0 R

(i)
cp 0 · · ·

0 0 R
(i)
cp · · ·

 with i being the respective domain or field and cp the index
of the corresponding control point.
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with K(i) and R(i) being the stiffness and residua of the respective domains. The
additional field Λ for the Lagrange multiplier is defined consequently as (considering
e):

Λ =
∫

Γ(1)
H(1,λ)T

H(1,2)dΓ(1) (3.29)

For the suggested procedure only the corresponding nodes or control points of the
master domain do have shape function values Nλ,j unequal to zero within H(1,λ)T

. H(1,2)

is first master, consequently slave control points.

The Lagrange multiplier approach is variationally consistent and fairly easy to implement
within existing environments. However, the scheme is a saddle point formulation having
zeros on the diagonal of the stiffness contribution, which may result in a unique solution
only if the LBB (Ladyzhenskaya–Babuška–Brezzi) are satisfied, whereby otherwise the
system may be singular. Accordingly, the selection of linear solver is crucial for the
resolvability of the system evolving from the introduction of the Lagrange multipliers,
which in any way can be described as computationally extensive.

Remark 3.8.1: Coupling G1 continuity for IBRA

Coupling the G1-continuities is a special case, mainly important for surface or
curve described formulations within IBRA if the curvature stiffness is relying on
a high order background, as for the KL-shell and the hierarchic-shell family. In
other scenarios, it often is sufficient to couple all involved degrees of freedom
with a C0 continuity between the sub-domains. The virtual work for the enhanced
coupling can be, independently on the chosen approach, described as following:

δW = δW C0/disp + δW G1/rot (3.30)

Once it is provided that the vector a3 is perpendicular to the surface, as it is
the case for the KL-shell, the G1-continuity enforcement can be applied through
imposing the differentiation between the torsional vectors ω

(1)
T2 and ω

(2)
T2 :

Penalty method:

δW G1/rot = −αrot

∫
Γ(1)

(
ω

(1)
T2 − ω

(2)
T2

)
·
(
δω

(1)
T2 − δω

(2)
T2

)
dΓ(1) (3.31)

Lagrange multiplier:

δW G1/rot =
∫

Γ(1)
∂λ(1)

(
ω

(1)
T2 − ω

(2)
T2

)
dΓ(1) +

∫
Γ(1)

λ(1)
(
δω

(1)
T2 − δω

(2)
T2

)
dΓ(1) (3.32)

A more generic coupling could be formulated by enforcing the difference between
the respective a3 vectors on either sides [25, 26, 167]. This could be specifically
beneficial for other shell formulations like the hierarchic shell. In this manner, the
involved shear and thickness contributions would be covered, too.
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Remark 3.8.2: Boundary conditions

Dirichlet boundary conditions are special cases of the aforementioned coupling
formulations, coupling the boundary with defined values. In the following equa-
tions Dirichlet conditions considering prescribed displacements d0 and rotations
β0, around T2 are shown:

Penalty method:

δW C0 = −αC0

∫
Γ(1)

∂λ(1)
(
u(1) − d0

)
dΓ(1) +

∫
Γ(1)

λ(1)
(
δu(1) − d0

)
dΓ(1) (3.33)

δW G1/rot = −αrot

∫
Γ(1)

(
ω

(1)
T2 − β0

) (
δω

(1)
T2 − β0

)
dΓ(1) (3.34)

Lagrange multiplier:

δW C0 =
∫

Γ(1)
δλ(1)

(
u(1) − d0

)
dΓ(1) +

∫
Γ(1)

λ(1)
(
δu(1) − d0

)
dΓ(1) (3.35)

δW G1/rot =
∫

Γ(1)
∂λ(1)

(
ω

(1)
T2 − β0

)
dΓ(1) +

∫
Γ(1)

λ(1)
(
δω

(1)
T2 − β0

)
dΓ(1) (3.36)

Numerical comparison:

Consequently, the example from figure 3.21 is considered, however, instead of embed-
ding the different stiffness two sub-domains are taken which are weakly coupled with
the penalty approach with varying stiffness and compared to the Lagrange multiplier
formulations. The results are presented in figure 3.25a.

It shall be noted that for this example the ideal penalty factor is being around 1011,
whereby, smaller values are steadily converging towards this solution with larger values
making the solving unstable. The Lagrange multiplier method present itself with a
solution accuracy around 10−13, which is close the apparent machine precision and
independent on any penalty factor.

Consequently, the same example is repeated with a varying stiffness between the do-
mains as E1

E2
being either 102

102 , 102

105 or 102

107 . The results of this study are shown within 3.25b,
suggesting that the penalty approach becomes more stable and accurate once the stiff-
ness difference between the patches is increasing, which is additionally aligned with
a generally increased accuracy with a higher stiffness. Simultaneously, the Lagrange
multiplier performs constantly well throughout all tests.
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(a) Example from figure 3.21.
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(b) Logerithmic convergence with increased num-
ber of elements

Figure 3.25: Comparison of convergence of penalty towards correct solution vs. La-
grange multiplier, with the error being defined by uexp.−u

uexp.
.

3.8.2 Partioned approaches b

In contrast to monolithic methodologies, partitioned approaches split the simulation
problem into an amount of sub-problems which are solved independently. To achieve an
equilibrium between the two domains, information is exchanged at a defined common
interfaces, which involves either Dirichlet, or Neumann formulations. Another form
can be a resolved interface which applies corrections on either side. Consequently, both
avenues shall be presented and compared for different problems.

Gauss-Seidel (GS):

For many cases the exchange of information between domains means that deflections
are mapped from one side to the other and applied as support boundary conditions. On
the other domain, the corresponding reactions are evaluated at the external supports
and applied as Neumann conditions on the first domain. Following loop describes
the general procedure of the simplest partitioned coupling, frequently named weak
coupling, as it does not resolve the equilibrium:

1. Solve origin domain

2. Map origin domain interface forces to destination

3. Solve destination domain
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(a) Staggered weak coupling.
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forces
displacements

(b) Staggered strong Gauss-
Seidel coupling.

Figure 3.26: Staggered weak and strong Gauss-Seidel (GS) coupling ([246], adapted
from [205]).

4. Map destination domain interface displacements (and derivatives) to origin

→ Advance in time

The weak coupling is a very efficient and comparatively easy to develop algorithm
which provides accurate results in many scenarios. However, once the in-equilibrium,
namely the forces between both domains becomes excessively large, a proper solve
is unguaranteed and the problem-solution might diverge from the correct result. To
circumvent this and to improve the accuracy an additional Gauss-Seidel loop, ensuring
a resolved equilibrium between the two domains shall be introduced, typically allowing
to resolve more complex problems.

The updated system loop is enhanced accordingly:

Gauss-Seidel loop:

1. Solve origin domain

2. Map origin domain interface forces to destination

3. Solve destination domain

4. Map destination domain interface displacements (and derivatives) to origin

5. Compute residual and repeat 1.-4. until convergence is reached

End Gauss-Seidel loop

→ Advance in time

The presented procedure is habitually called strong coupling and found popularity in
various couplings as e.g. in fluid structure interaction [250], but also impact problems,
as resolved by FEM-DEM coupling [205].
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Figure 3.27: FETI-based coupling [246].

A study [246] showed that this coupling is powerful for domains with highly differ-
ent stiffnesses, including small computation costs and good convergences. However,
once the stiffnesses between the sub-domains approach themselves, the procedure has
challenges in finding feasible solutions and accordingly diverges [246].

Finite Element Tearing and Interconnecting (FETI) b:

The FETI as proposed by [83], connects non-overlapping domains with a dual Schur
formulation [161] and enforces the interfacial equilibrium with Lagrange multipliers.
Later, the formulation was enhanced to transient problems [82] and gained additional
attention through allowing different timesteps within the sub-domains [57].

A comprehensive numerical study has been processed [246] to question the applicability
ranges of either of the approaches, with the outcome that once the stiffness of both
domains approaches themselves GS solutions become instable, while FETI still operates
robustly. However, FETI has disadvantages compared to GS, starting from computational
costs as of the necessity to compute the interface formulation. For geometrically linear
simulations this may be optimized towards a single solve, with a repetitive application
of the inverted matrix. However, this heavily limits the applicability. Furthermore,
compared to GS the implementation is largely involved, which makes it the less user-
friendly approach.
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4 Simulation of Masonry Structures
c and e

Masonry and brick bonds have ever been a popular choice in the construction of various
civil structures including buildings, bridges, monuments, and heritage sites of cultural
significance. Some types of masonry are employed for their architectural and design
properties [144], while other types are chosen due to their mechanical properties,
including strengths and resistances and their relatively low cost and the possibility of
constructing complex shapes without heavy machinery [121]. Compared to the empiri-
cal methods used in the design of many historical structures [92], modern engineering
techniques and tools offer unprecedented insights into structural performance and safety
assessment. Despite the advanced progress of engineering analysis, understanding and
predicting the behaviour of masonry structures remains particularly challenging due
to distinct involved constituents and their complex interactions resulting in multiple
failure modes.

Existing approaches in the assessment of masonry can be categorised into three main
scales, fully detailed micro models (figure 4.1a), simplified micro models/meta models
(figure 4.1b), and macro models (figure 4.1c) [92, 139, 212].

Fully detailed micro-models explicitly consider each component, i.e. bricks, mortar
and the interfaces between mortar and bricks. Such modelling can appropriately
analyse complex geometries and heterogeneous materials and is capable of capturing
localized phenomena such as crack propagation through different constituents and/or
interfaces [138, 139, 142, 74]. However, due to its numerical complexity micro-scale
models are typically used in modeling of detailed small-scale structures, and can be too
computationally costly for analysing full-scaled structures [181].

Meta or mesoscale models simplify some properties of the micro-scale to allow a
computationally more efficient simulation. Typically, the brick-mortar interface and the
mortar layer is condensed into a single interface condition, resulting in a simplified
masonry structure composed of two constituents (illustrative examples are presented
in references [115, 212, 188, 55]). It is not aimed to capture explicit propagation of
cracks at the bi-material interface or within the mortar layer, however capturing cracks
within bricks and the interfaces is possible (e.g. [255] presents a mesoscale simulation
of masonry arches).
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(a) Micro model (b) Simplified meta
model

(c) Macro model

mortar: continuum
material model

brick-mortar
interface brick-mortar-brick

interface
bricks: continuum
material model

brick-mortar: homogenized
continuum material model

Bricks: continuum
material model

Figure 4.1: Scales of masonry simulations.

Macro models, often used for simulating the behaviour of large-scale structures, fre-
quently rely on Reference Volume Elements (RVE) within the modelling and analyses.
The kinematical behaviour of these are captured by approximating the combined be-
haviour of bricks, mortar and their interface [260, 261, 181]. Typically, the micro scale
of certain RVEs are expressed by solid, shell, beam and spring elements within masonry
modelling. While macro models do not capture details such as localized cracking or
strain jumps the overall structural response can be captured accurately [179]. Even
though solid and shell elements can represent the true geometry of masonry structures,
dimensionally reduced 1D and spring elements are extensively used for seismic and
blast simulations due to reduced computational costs [211]. Regardless of the element
selection, critical to accurate simulation of the structure is the ability of micro scale to
capture the kinematics of all constituents and their interactions ([181] describes it as
major difficulty to adequately capture boundary conditions).

The material behaviour of the RVEs, which results into the constitutive law of the
finite element can be derived either experimentally or can be obtained from separate
micro-scale models. Micro-scale models are used frequently in multi-scale modelling
approaches to simulate the behaviour of specific masonry patterns, which are used to
express the behaviour of the full scale structure [181, 182]. Although this approach
effectively links the macro and micro scale behaviours, it is computationally costly
and prone to errors due to certain simplification assumptions made in the micro-scale
model (e.g. idealized geometry, homogeneity, perfect interface, definition of boundary
and interface conditions, etc.). Alternatively, experimental methods to determine
the constitutive behaviour might be capable to relax some of the assumptions within
micro-scale models and thusly can be more accurate. However, in order to achieve
high accuracy, the design of the experiments must consider appropriate boundary
conditions to ensure a scaleable and reasonably well represented behaviour of the
masonry pattern.
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4.1 Macro parameter definition and numerical driven design of the test specimens

Experimental studies on masonry structures vary significantly in the scope of setups
and the applied specimen dimensions. Material properties are obtained from specimen
sizes ranging from quartered bricks and mortar, via macro seized specimen to full
scale wall sections and complete structures and buildings [174, 139, 61, 140, 148].
Nevertheless, many studies provide few justification in terms of specimen size choices
and the influence of the apparent boundary conditions. A systematic approach of the
specimen size selection from a chosen RVE and the design of test methods including
the test setup boundary conditions to accurately capture the behaviour of the masonry
pattern is inevitable.

Consequently, an experimentally driven study aiming a macro characterization of the
mechanical properties of a structured masonry bond suitable for macro-scale numerical
analyses is presented. The experiments themselves were initially simulated across
different configurations, sizes and loading scenarios to determine the minimal specimen
size invariant to boundary and experimental size effects that scales consistently (see
section 4.1). From the gained experience of the simulations, a numerically-informed
experimental program was executed across compression, tension, shear, triplet shear,
and out-of-plane bending conditions to quantify orthotropic material parameters of
the given masonry pattern suitable for macro scale simulation (see section 4.2). The
gained knowledge of the experimental data is considered to formulate a constitutive
damage model, which shall be capable of expressing the major kinematic effects of
the anisotropic material (see section 4.3). Finally are compared some numerical
discretization techniques for masonry and it is shown how the constitutive model can
be embedded into various finite element discretizations.

The novelty of this chapter can be defined through the constitutive relation-driven test
program, resulting in a specifically comprehensive amount of parameters. Furthermore,
existing constitutive laws are enhanced for a qualitatively adequate and computationally
efficient macro scale simulation. This presented scheme addresses a prediction of
masonry structures from experimentally evaluated small scale tests instead of parameter
calibrations from large scale tests to fit the test results.

4.1 Macro parameter definition and numerical driven design
of the test specimens c

Considering a structured masonry bond, an isotropic constitutive behavior would not be
valid, as the nutrient possess direction dependent properties. With a limited increase
of complexity within the allowance of small inaccuracies, the approximation with an
orthotropic constitutive material provides more appropriate results [179]. The aim of
this research is finding appropriate orthotropic material parameters suitable for macro
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(a)
(b)

(d) (e) (f)

(c)

Figure 4.2: Selection of eligible masonry RVEs for the studied masonry pattern.

scale shell based numerical analyses. Accordingly, a reference volume element (RVE)
suiting constitutive prerequisites needs to be justified.

4.1.1 Masonry reference volume element (RVE)

A masonry RVE represents an irreducible volume element, which, when repeated,
properly fulfills the kinematics of any shape of the structure. Therefore, the selection
of RVE is essential to ensure the behaviours of all constituents and their interactions
in a scaleable manner. This study concerns itself with structured masonry composed
of bricks and mortar as depicted in figure 4.1c, with brick details presented in figure
4.3b and a uniform mortar width of 10mm throughout. The applied masonry pattern
allows a selection of different RVEs, some of which are displayed in figure 4.2. Where
all RVEs comply with the previous conditions, (a; eg. [260]), (b; eg. [10, 74, 164]),
(c; eg. [260]), and (d; eg. [221]) cannot be repeated in a homogeneous structured
manner. Either mirroring or offsetting is required to properly scale to structural level.
(e; eg. [5, 182, 74, 9]) and (f; eg. [48], specifically for quasi-periodic bonds), both
fulfill the scaleability, however, as (e) contains a full brick, rather than only cut pieces,
it is favoured within this research. This RVE including all dimensions is illustrated in
figure 4.3d.

(a) Brick.

230mm
110mm

e2

e1

e3

76mm

(b) Brick dimensions. (c) RVE.

10mm

172m
m

240mm

e2
e1

(d) RVE dimension.

Figure 4.3: Brick and RVE dimensions.
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4.1 Macro parameter definition and numerical driven design of the test specimens

Throughout the following numerical analyses, the brick and mortar components of the
RVE were modelled as distinct continua with linear elastic isotropic material properties.
Experimentally derived material parameters of bricks and mortar are discussed within
[228] and summarized as following:

Young’s modulus E in [MPa]
Brick direction e1: 18000
Brick direction e2: 1500

Mortar: 2000

4.1.2 Determination of experiment specimen size

The appropriate minimum experiment specimen size (invariant to boundary and size
effects) is expressed as a multiple of RVEs, and occurs when numerically-derived bulk
elastic moduli no longer vary with additional RVEs.

2D orthotropic material moduli:

The aforementioned numerical RVE is considered to follow 2D plane stress orthotropic
material behaviour, which is determined by:

σ = C · ϵ


σ1

σ2

τ12

 =



E1

1 − ν12ν21

ν12E2

1 − ν12ν21
0

ν21E1

1 − ν12ν21

E2

1 − ν12ν21
0

0 0 G

 ·


ϵ1

ϵ2

γ12

 (4.1)

where:

E1, E2 Young’s moduli in direction e1 and e2

ν12, ν21 Poisson’s ratios

G Symmetric in-plane shear modulus
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(a) E1 and E2.

1τ
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2τ
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2∆21∆1

γ12
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(b) G12 and G21.

Figure 4.4: Parameter definition per direction. Graphics are containing the opposite
sign as the description.

Simulation setup:

According to figure 4.4a and figure 4.4b the orthotropic normal and shear moduli may
be numerically computed by analysing the specimen edge deformations under specific
load conditions.

With the objective of determining the minimum acceptable experiment specimen size,
2D numerical simulations were conducted on systems composed of 1×1, 3×3 and 4×4
RVEs. Displacement control of applied edge displacements (nominally i∆i = 0.01m for
normal moduli and i∆j = 0.01m for shear moduli) was adopted to ensure numerical
stability and avoid varying edge displacements. Restraints were considered under two
configurations as illustrated in figure 4.5: free and fixed. For the example of vertical
compression, free restraints allow lateral movement induced by the Poisson effect,
while fixed restraints prevented such movement (which is expected to dominate during
physical experiments).

62



4.1 Macro parameter definition and numerical driven design of the test specimens

Accordingly, the corresponding edge reaction force FReaction was evaluated which allows
subsequent estimation of averaged stress components. Under this approach, the Young’s
modulus in test direction e1 is determined by:

1ϵ1 =
1∆1

h
, 1σ = FReaction

w · t
, E1 =

1σ
1ϵ1

, (4.2)

while the Young’s modulus in direction e2 is calculated via:

2ϵ2 =
2∆2

w
, 2σ = FReaction

h · t
, E2 =

2σ
2ϵ2

, (4.3)

where t = 110mm is the plane stress brick thickness.

The orthotropic symmetric in-plane shear modulus G (as per equation 4.1), for the
theory of plane stress implies that G12 is identical to G21, which is generally not the
case for masonry structures. Nonetheless, for the purposes of this numerical specimen
convergence study where the variance (instead of absolute values) of moduli over RVE
multiples is important, the symmetric shear modulus is considered as the mean of the
anisotropic in-plane shear moduli:

G = 1
2(G12 + G21) (4.4)

The shear modulus G12 is computed with only 1∆1 ̸= 0:

1γ12 =
1∆1

h
, 1τ12 = FReaction

w · t
, G12 =

1τ12
1γ12

, (4.5)

and G21 being calculated with only 2∆2 ̸= 0:

2γ21 =
2∆2

w
, 2τ21 = FReaction

h · t
, G21 =

2τ21
2γ21

. (4.6)

(a) free support (b) fixed support

Figure 4.5: Free of fixed support in transversal direction.
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Simulation results:

The numerically predicted moduli vs number of RVEs (1×1, 3×3 and 4×4) are illus-
trated in figure 4.6 and confirm that the normal Young’s moduli E1 and E2 do not
depend significantly on the number of RVEs. However, it showed that the effect of the
chosen boundary condition, being free or fixed (Figure 4.5), significantly involves in the
results. Furthermore, it shall be noted that the fixed or free boundary condition largely
influences E1 but has a negligible impact on E2, which is corresponding to the factors
obtained by the relations E1/E2 or E2/E1. Following, it becomes necessary to introduce
a transversely relatively softer layer between the loading plates and the specimens to
reduce the severe effects of the boundary conditions.
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Figure 4.6: Results of numerical computation of E1, E2, G12 and G21.

Validity of numerical determined specimen size:

The numerical studies confirm that the choice of specimen size does have little impact
on derived bulk material properties. Normal and shear moduli were largely insensitive
to varying specimen extents. The specimen size is chosen to be 3×3 RVEs to comply
with most requirements from international codes, as discussed subsequently. Note that
subscript indices follow the direction index of the coordinate system (see figure 4.3b
and figure 4.7).

The EN 1052-1[79] and RILEM TC24-BW [195] standards suggest that the masonry
specimen size for bricks with a length of lbrick,2 ≤ 300mm and a height of lbrick,1 ≤
150mm shall have an overall length of lspecimen,2 ≥ 2 · lbrick,2 = 460mm and a height
of lspecimen,1 ≥ 5 · l1 = 380mm. Furthermore it restricts the height by lspecimen,1 ≥
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4.1 Macro parameter definition and numerical driven design of the test specimens

3 · l3 = 300mm and lspecimen,1 ≤ 15 · lbrick,3 = 1650mm. It is noted that these guidelines
are fulfilled with the 3x3 RVE model with the exception of the lspecimen,1 ≥ lspecimen,2
recommendation which would require a quadratic test setup due to the 2 test directions
considered.

ASTM C1717-19 [17] suggests the specimen size as follows: "Length or Height — The
specimen shall be long enough (for horizontal testing) or tall enough (for vertical
testing) so that its behavior under load will simulate that of the element that the
specimen is intended to represent." (Chapter 5.2). The previous studies intend to
question if other phenomena are apparent within the experimental test setup. Thus,
those shall be taken into account to prove if the specimens dimensions are long or tall
enough.

The ASTM C1314-21 [16], AS 3700-18 [13] and CSA S304-14 (R2019) [66] define
the compressive strength of masonry on masonry prisms instead of wallettes. The
ASTM C1314-21 recommends a height-to-thickness ratio of 1.3 ≤ hp/tp ≤ 5.0 (hp

being the height of the specimen and tp the thickness of the employed brick which
is equal to the thickness of the specimen). This is fulfilled for e1 direction tests with
hp/tp = 4.72 ≤ 5.0, however, e2 direction tests lay outside this range hp/tp = 6.54 > 5.0.
It is noted this is in contrast to EN 1052-1[79] where the e2 direction complies with
height recommendations. Literature suggests that masonry wallettes may exhibit lower
compressive strength than masonry prisms with similar heights [230]. A study by [1]
confirms with numerical simulations that the lspecimen,1/l3 ratio has an impact on the
compressive strength of the specimen. This matches the message that wallettes made of
the same materials have different strengths than prisms. The impact of this link shall be
suggested to be studied within future research.

Within FEM-simulations noticeable differences between 2D plane stress and 3D analysis
may be apparent (refer to reference [10] for the study of various masonry RVEs and
[20] for the study of the compressive strength of masonry prisms) due to Poisson’s
effects and triaxial stiffness effects, amongst others. However, the study presented here
focuses mainly on scalability, rather than exact estimations, which renders the plane
stress assumption pragmatically appropriate.

It shall be noted that the numerically justified specimen size is mainly valid and accurate
for linear elastic properties. Furthermore, it questions certain boundary conditions,
even though, those would require a more detailed assessment. In the proceeding,
properties are measured at internal points, whereby it showed that throughout the
measurement points, localized effects have more severe impacts rather than boundary
conditions. Additionally, the damage relaxation is not justified thoroughly, whereby, the
given specimen size would directly affect possible failure modes, which respectively
have different limit stresses.
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Figure 4.7: Numerically-justified experimental specimen.

4.2 Experimental macro characterization of masonry
structures c

A comprehensive experimental program was conducted with the objective of establishing
a consistent macro-characterisation of masonry material behaviour suitable for future
macro-scale simulations. Employing the boundary and size invariant specimen propor-
tions of 3x3 RVEs illustrated in figure 4.7 (and numerically justified in section 4.1), the
following tests, each characterising certain material parameters, were performed:

- Compression: E1, E2, fc1 and fc2 (section 4.2.3)

- Tension: ft1 and ft2 (section 4.2.4)

- Shear (section 4.2.5)

- Triplet shear: fvo (section 4.2.5)

- Macro shear: G12, G21, fs12 and fs21 (section 4.2.5)

- Bending: Mmax1, Mmax2 (section 4.2.6)

It shall be noted that the large bandwidth of tested parameters across a consistent and
numerically-justified specimen size is particularly unique. The experimental brick and
mortar dimensions are identical to those simulated (illustrated in Figures 4.3b and 4.3d)
except that the experimental bricks contain 2x5 holes filled partly with mortar during
construction. As considerable disparities between the simulated and experimental
results are expected, the primary role of the numerical study was to establish the
minimum viable experimental specimen size, not to predict the experimental results
themselves. Furthermore, since the models shown are still too preliminary, future
developments will need to provide more detailed information about the necessary
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4.2 Experimental macro characterization of masonry structures

(a) DIC setup for the macro
shear tests from sec-
tion 4.2.5.

(b) DIC measurement points and extensometers.

Figure 4.8: DIC setup and measurement points.

specimen size. In total 32 specimens were tested: 6 compression tests per direction (4
undamaged and 2 pre-damaged from tension tests), 2 tensile tests per direction, 4 shear
tests per direction and 4 bending tests per direction.

4.2.1 Instrumentation - Digital Image Correlation (DIC)

Concentrated or distributed forces were applied by hydraulic actuators. The specific
load was controlled by additional load cells for the macro shear tests while compression
and tension tests were displacement-controlled. A DIC measurement system (see [218],
for masonry tests [189, 200]) illustrated in figure 4.8a was employed to noninvasively
measure displacements and strains from speckle patterns glued on the specimens.
Since the objective of the experiments was the macro-characterisation of masonry
properties, localized strains (see figure 4.9a for localized phenomena within the masonry
specimen) within single speckle patterns were neglected, with the focus instead on
relative measurements spanning across multiple bricks. An example set of relative
measure points are illustrated in figure 4.8b. This spanning relative measurement also
confers the additional advantage of removing rigid body motion (as e.g. figure 4.9b) of
the systems to ensure true displacement (and therefore correct strains) results.
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(a) Local movement of selected bricks. (b) Rotated movement of speci-
men.

Figure 4.9: Selected DIC-clusters with qualitative results to show masonry specific
phenomena.

4.2.2 Fabrication of test specimen

To ensure quantitatively correct properties, bricks were halved or quartered if needed to
fulfill the required test specimen setup. The applied bricks are 5×2 holed Commons
clay [18], whereby its mechanical properties are studied within [228]. Premixed
Mortex [157] was used to ensure continuity within all constructed brick walls, whereby
its properties has been tested and is similarly reported in [228]. All samples were
produced on timber studs, however not bonded to the studs. Accordingly, both direction
walls were produced in horizontal brick laying and rotated, if needed, after curing.
The timber studs were used to safely transport the samples to the respective test setup
location without damaging. However, it showed that the specimen had enough stiffness
to be transported without any casting. Figure 4.10b shows some of the samples, in both
directions after finished curing.

Specimen which required adhesive bonding to the timber studs (tension and shear
samples) were glued after complete curing of the mortar. [6] was used as it showed
good bonding to both the brick surface and the timber and had enough stiffness to
not influence the test results. As the chosen epoxy had a low viscosity it needed to
be applied multiple timed to avoid imperfections and thusly a non-continuous force
transmission of forces. Additionally, at least 7 days were waited after application of the
epoxy and testing to ensure maximal stiffness.
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4.2 Experimental macro characterization of masonry structures

(a) Construction of specimen. (b) Finished specimen in correct position.

Figure 4.10: Masonry test specimen.

4.2.3 Compression tests

Compression tests were conducted using an actuator setup with a bottom and top
steel plate shown in Figure 4.11b. The masonry samples were placed between timber
studs to apply an evenly-distributed force into the system regardless of specimen
edge imperfections. Additionally, this reduces the transverse clamping, which effect is
discussed in section 4.1. The relative DIC measurements spanning across bricks render
all measurements truly, and the effects of timber are not taken into account.

Compression test results in e1:

Compression in direction e1 stress-strain curves are illustrated in Figure 4.12a with
undamaged specimen results below (Fc1 and fc1 denote ultimate compressive force and
stress respectively):

Fc1 in [kN] fc1 in [MPa]
specimen 1 588.1 7.61
specimen 2 604.0 7.83
specimen 3 542.3 7.01
specimen 4 546.3 7.05

mean 570.0 7.38
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(a) Direction e1. (b) Direction e2.

Figure 4.11: Compression test setup.

The elastic Young’s modulus E1 of the tests is in a range between 4.4 × 103 and 7.5e3 ×
103MPa, with an approximate averaged value of 5e3 × 103MPa (being a graphically
averaged secant modulus). Furthermore, the initial elastic limit strength was estimated
with 5.2MPa and the residual strength showed being around 1.3MPa. The fracture
energy was estimated with Gc = 1.2 × 104 N

mm . With those material parameters, the
orange softening relation (see figure 4.12a) was estimated with the constitutive law
from section 4.3.

In the following, the specimen with a pre-damage from the tensile tests (see sec-
tion 4.2.4) were tested to measure the impact of the pre-damage in the samples:

Fc1 in [kN] fc1 in [MPa]
pre-damaged 1 455.9 5.92
pre-damaged 2 447.5 5.76

mean 451.7 5.84
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Figure 4.12: Stress strain relation of compression tests. Undamaged tests are displayed
in blue, pre-damaged tests are displayed in grey. The orange graphs show
the corresponding numerical model (see section 4.3).
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The specimen had no visible damages, however, it was noticeable that one or two layers
were not detached anymore. It can be observed that the Young’s modulus keeps being
roughly the same. However, the failure load ft is reduced by around 20%.

Compression test results in e2:

Compression in e2 stress-strain curves are illustrated in figure 4.12b with the key failure
results tabulated below:

Fc1 in [kN] fc1 in [MPa]
specimen 1 203.8 3.67
specimen 2 219.5 3.95
specimen 3 212.2 3.82
specimen 4 259.1 4.76

mean 223.7 4.05

The elastic Young’s modulus E2 of the tests ranged between 2.3 × 103 and 3.6 × 103MPa,
with a graphically-weighted average taken to be 3.1 × 103MPa. The initial elastic limit
strength was estimated with 2.9MPa and the residual strength showed being negligible,
with a respective fracture energy of Gc= 1.1 × 104 N

mm . With those material parameters,
the orange softening relation (see figure 4.12b) was estimated with the constitutive law
from section 4.3 (remaining parameters have been obtained by calibration).

Compression tests introduced additional complexity due to out-of-plane deformations
of the damaging parts (see figure 4.14). Post-failure out-of-plane deflections were often
substantial, as illustrated in figure 4.13b, occasionally leading to DIC results being cut
off. Those effects do not influence the center line of the material and are therefore not
required to be included in the numerical model at the chosen level of detail.

In the following, the specimen with a pre-damage from the tensile tests (see sec-
tion 4.2.4) were tested to measure the impact of the pre-damage in the samples:

Fc2 in [kN] fc2 in [MPa]
pre-damaged 1 149.9 2.67
pre-damaged 2 157.7 2.77

mean 153.8 2.72

In comparison to direction e1, the reduction of strengthness in direction e2 is bigger
with around 32%. Additionally, the Young’s modulus of the samples was significantly
impacted and reduced by the damages (see figure 4.13b). Furthermore, it can be noticed
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(a) Direction e1. (b) Direction e2.

Figure 4.13: Compression failure of masonry samples in direction e1 and e2.

that the fracture zones of the pre-damaged samples is similar or even higher than the
undamaged specimen.

It shall be noted that E1 > E2 is a typical phenomena for hollow bricks, with the brick
under consideration exhibiting a ratio of E1

E2
= 1.6. Other researchers studying different

bricks have noted ratios of E1
E2

= 12000
8000 = 1.5 [160] and E1

E2
= 7520

3960 = 1.9 [241, 139].

e3

e1

compression load

out-of-plane damaging

Figure 4.14: Failure mode in out-of-plane of the masonry samples in compression.
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Compression damage:

The masonry damage sustained during compressive testing ilustrated in Figures 4.13a
and 4.13b may be described as dispersed crushing and/or fracturing instead of localized
discrete cracking. During the damage evolution, the mortar initially appeared to damage
and plastically deform followed by occasional fracturing of the front/rear brick layers,
which drastically reduced the ultimate specimen strength.

The mortar, which more compliant than the bricks, tends to displace outwards and, due
to the strong mortar-brick bond, breaks the bricks in the region around the holes (see
figure 4.14). This is a known damage phenomena, classified within ASTM C1314-21 in
Fig.4(7)B as Face Shell Separation and considered in reference [155].

4.2.4 Tension tests

Tension tests were conducted according to the setup illustrated in Figure 4.15. Timber
sleepers were bonded to the specimen edges to mitigate edge imperfections and apply
the tensile loads in the system, while the sleepers themselves were fixed to rigid parallel
flange channels (PFCs) to ensure even constant load application and restraint. The
top PFC was attached to a hydraulic actuator, with a vertically welded steel plate from

Figure 4.15: Tensile test setup with hori-
zontal brick specimen.

(a) Direction e1.

(b) Direction e2.

Figure 4.16: Tensile failure of masonry
samples in direction e1 and
e2.
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4.2 Experimental macro characterization of masonry structures

which the tensile load was applied and the bottom PFC securely restrained to the bottom
of the actuator setup.

Tension test results:

Stress-strain tension results across both e1 and e2 directions are illustrated in Figure
4.17.
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Figure 4.17: Stress strain relation of tensile tests. The horizontal tests are displayed in
blue, the vertical tests in gray. The corresponding numerical graphs (see
section 4.3) are expressed in orange.

The ultimate loads of the tension results are significantly lower than the compression
tests and it is expected that boundary effects and the self weight of the specimen would
influence the parameters significantly. Accordingly, the elastic Young’s moduli in each
direction E1 and E2 are taken from the compression tests since the elastic zone itself is
larger and facilitates a wider strain range to linearize across. The tensile fracture loads
ft for each direction are tabulated below:

ft1 in e1 in [MPa] ft2 in e2 in [MPa]
specimen 1 0.0848 0.235
specimen 2 0.0967 0.309

mean 0.091 0.272
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flexural overturning/
structural crushing

sliding/
shear failure

stair-like cracking/
shear failure

Figure 4.18: Typical shear failure modes of masonry structures.

Tension damage:

Figures 4.16a and 4.16b illustrate the typical crack patterns of the horizontal e1 and
vertical e2 tensile tests respectively.

The damage progression of both orientations was primarily dominated by discrete
crack propagation along the brick and mortar interface, although the vertical specimens
demonstrated occasionally crack branching through bricks as well. This additional
damage mechanism of the vertical orientation is responsible for its greater fracture load
and fracture energy compared to the horizontal orientation, clearly visible in figure 4.17.
Both orientations display variations in their non-smooth damage evolution, suggesting
that the overall failure mode is locally directed by manufacturing and material defects.

4.2.5 Shear tests

As illustrated in figure 4.18, masonry structures have multiple failure modes such as
flexural overturning (structural cracking), sliding shear failure and diagonal cracking
shear failure. These modes all feature shear failure as a predominant mechanism and
necessitate the understanding of masonry shear behaviour. Corresponding to the variety
of local/global shear phenomena, a range of masonry shear tests may be applied [8]
with References [242, 61] reviewing and summarising popular test methods. Some
tests, such as the triplet test (EN 1052-3 [80] or the diagonal compression test (defined
in ASTM E519-2010 and RILEM LUMB6) are defined in national codes, whereas other
studies focus on specific shear arrangements and are not standardized. Small scale
triplet shear tests may effectively describe sliding shear failure behaviour but have
limited insight into macro-scale shear phenomena such as flexural overturning where
more complex custom testing schemes are required. However, the sliding shear strength
does provide important information for micro and meta scale modelling approaches as
it contains less geometrical effects.

In this study shear tests were conducted across two arrangements: the small three
brick triplet shear test and a custom macro-scale shear test employing the numerically-
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force application

steel supports

(a) Triplet test setup. (b) Typical shear
failure in the
triplet test.

A/1 A/2 B C D

(c) Brick-mortar failure modes (adapted
from [80, 8]). Specification A happens if
mortar and bricks are stronger than the
connection. B is in the scenario that the
connection itself is stronger than the mortar.
For C the mortar is typically stronger than
the brick and for scenario D brick, mortar
and connection have similar strengths.

Figure 4.19: Triplet test setup, typical failure and brick failure modes.

justified specimen size. Not only does this dual-approach offer a more holistic view
of masonry shear behaviour across different scales, it may also indicate the relative
strengths and limits of each shear test for future researchers interested in exploring
particular shear mechanisms.

Small scale triplet shear tests:

The triplet tests were conducted in accordance to Eurocode EN 1052-3 specifications
procedure B [80] (procedure B was preferred over A to avoid bi-axial stress states)
as illustrated in figure 4.19a. Eight specimens, exceeding the prescribed EN 1052-3
minimum of six, were tested, with the outer bricks of each specimen simply supported
while the central brick was subjected to a vertically compressive load from a hydraulic
actuator.

Triplet tests typically experience a limited range of failure modes that primarily depend
on the relative strengths of the bricks and mortar tested, as illustrated in figure 4.19c.
Within this series of tests, failure mode A/2 was predominantly observed accompanied
by few A/1 failures, indicating the brick-mortar interface was weaker than both the
bricks and mortar.
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Figure 4.20: Triplet test shear stress-strain results.

According to DIN EN 1052-3 [80], the limit shear strength τ is evaluated as:

fvoi = Fi,max

2Ab

(4.7)

where F is the applied force and Ab the area of each brick-mortar joint. The triplet test
shear strain is evaluated with: utop

h
where utop is the vertical machine displacement and

h the height of the bricks. Employing the aforementioned relations, the shear stress-
strain curves of the triplet shear tests are presented in figure 4.20. One may observe
considerable variance between results which is attributed to premature small cracks
developing in some of the specimens. This behavior is one of the primary distinctions
of crack type A/2, where cracks develop through weaker areas, against crack type
A/1, where the whole brick typically separates from the mortar. Additionally, the small
number of bricks, small amount of mortar and limited failure planes of the triplet shear
test promote result disparities due to the non-averaging of manufacturing and material
defects (compared to larger scale tests where inhomogeneities are smeared).

The ultimate shear strengths fvo of the triplet shear test are tabulated below:
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4.2 Experimental macro characterization of masonry structures

force F in [kN] shear strength τ in [MPa]
specimen 1 15.19 0.300
specimen 2 15.23 0.301
specimen 3 20.81 0.411
specimen 4 28.04 0.554
specimen 5 12.88 0.255
specimen 6 14.44 0.285
specimen 7 17.32 0.342
specimen 8 14.92 0.295
mean/fvo 17.35 0.343

Macro scale shear tests:

The macro-scale shear tests employed the numerically-justified specimen size to char-
acterise the fully anisotropic in-plane elastic shear moduli G12 and G21 and produce a
stair-like cracking shear failure as per figure 4.18.

To design an appropriate shear test setup of the macroscopic material properties, the
mechanical expression of shear should be studied, which is outlined within figure 4.21.
It shall be noted at this position that numerical studies do generally have more options
than physical experiments, however, sometimes also limits within feasibilities do exist.
Whereas it showed being rather straight forward to justify the specimen size via the
simple shear criteria (c), this would not express the correct shear moduli. Accordingly,
the aim is to activate a material response as per pure shear (a). To obtain this, it was
chosen to not restrain the full top, rather than only a point close to the location of the
load application. Around the support, the top line may rotate slightly to not put any
further force in the specimen by compression or tension.

γp

2

γp/2

L

lcos
γ

L-ll

L

lcos
γγp

γp

γ

(c) simple shear =
pure shear
+ rigid body rotation
+ tension/compression

(b) pure shear
+ rigid body
rotation

(a) pure shear (c) simple shear =
pure shear
+ rigid body rotation
+ tension/compression

(b) pure shear
+ rigid body
rotation

(a) pure shear

Figure 4.21: Decomposition of simple shear in pure shear, rigid body rotation and
tension/compression parts (modified from [194]).

The test setup is illustrated in figure 4.22, in which the lower-left corner of the specimen
is restrained against a mechanical stopper fixed to the strong floor. The lower and

79



4 Simulation of Masonry Structures

chain

roller

actuator reaction
load cell

actuator

reinforcement angles

timber

PFC

Figure 4.22: Shear test setup. The columns are only shown part wise. Both columns
are fixed to the bottom and can be seen as rigid. The active actuator is
connected to one of the columns. The reactionary actuator is connected
to a connection bar between the to columns.

roller support applied force

fixed support

∆l

l0

l 1

∆1

w0

h0

secondary diagonal

principal diagonal

Figure 4.23: Analytical structural system of the shear tests.

top edge is adhesively bonded to timber studs, whereby the upper-right corner of the
specimen is subject to an applied displacement (hydraulic actuator and forces measured
through additional load cell) and the top is vertically restrained (hydraulic actuator
containing a separate force and displacement measurement system) in displacement
control to ensure pure shear behaviour and prevent overturning. To gain a deeper
understanding of the setup, the corresponding analytical structural system of the test is
presented in figure 4.23.
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The measurements from the DIC system were taken from digital extensometers which
produced the output variables w0, h0, l0 and ∆l as defined in figure 4.23. Considering
these output parameters, ∆1 can be evaluated by the geometrical relation:

l0
w0

· ∆l = ∆1 (4.8)

from which γ12 may be determined according to equation 4.5 reproduced below:

γ12 = ∆1

h0
(4.9)

The complementary shear γ21 is determined in an analogous manner.

Macro shear tests in e1:

Figure 4.25a illustrates the shear stress-strain curves of the macro shear tests in e1
(determined along the principal diagonal illustrated in figure 4.23), while the limit
strengths are tabulated below:

force F in [kN] shear strength τ in [MPa]
specimen 1 52.44 0.679
specimen 2 53.42 0.685
specimen 3 66.21 0.860
specimen 4 53.91 0.699

mean 56.495 0.731

From the shear stress-strain curve (see figure 4.25a) the graphically averaged tangent
shear modulus was considered to be G12 = 1.34 × 103MPa.

Primary vs. secondary diagonal in e1:

Although the derivation of shear strains in equations 4.8 and 4.9 may conceptually
be computed along either the principal or secondary diagonal in figure 4.23, it was
found that only the primary diagonal yielded useful data. Specimen 4 shear stress-strain
results computed along both diagonals are presented in Figure 4.24a, demonstrating
remarkably different shear characterization.

The principal diagonal exhibits an approximately linear elastic range, from which it is
possible to derive a shear modulus from, whereas the secondary diagonal suggests a
clearly erroneous infinitely stiff elastic range followed by nearly fully plastic yielding.
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Figure 4.24: Primary vs. secondary diagonal in e1.

The reason for this discrepancy is intuitively illustrated in figure 4.26a where a staircase
crack is apparent along the primary diagonal. Accordingly, measuring shear along the
secondary diagonal amounts to incorrectly interpreting crack opening displacements
with shear strains.

The apparent results additionally suggest, according to the expected deflections as
per pure shear (see figure 4.24b), that the Poisson’s ratio ν is rather minor, which is
expected for this modern masonry type, which contains large holes within the bricks.

Shear tests in e2:

Figure 4.25b illustrates the shear stress-strain curves of the macro shear tests in e2
(determined along the principal diagonal illustrated in figure 4.23), while the limit
strengths are tabulated below:

force F in [kN] shear strength τ in [MPa]
specimen 1 36.61 0.647
specimen 2 28.68 0.501
specimen 3 23.28 0.412
specimen 4 22.40 0.397

mean 27.74 0.489
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(a) Direction e1.
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(b) Direction e2.

Figure 4.25: Macro shear stress-strain curves.

From the shear stress-strain curve (see figure 4.25b) the graphically averaged shear
modulus was considered to be G21 = 0.96 × 103MPa.
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(a) Direction e1. (b) Direction e2.

Figure 4.26: Shear failure of masonry in direction e1 and e2.

Shear damage:

Figures 4.26a and 4.26b illustrate the typical crack patterns that developed in each
test orientation, confirming both exhibit the stair-like cracking motif. The horizontal e1
specimens displayed a faithful reproduction of the stair cracking pattern, with damage
propagating almost exclusively along mortar lines. Furthermore, the cracks developed
primarily on the brick-mortar interface, confirming that although the small scale triplet
shear tests may not predict macro shear behaviour, they correctly predict local shear
failure mechanisms that accrue to form emergent macro behaviour. Contrasting this
singular damage propagation, the vertical e2 specimens appeared to initiate numerous
stair cracking sites in parallel, each of which predominantly evolved along brick-mortar
interfaces. Again, the small scale triplet shear tests accurately reflect the local brick-
mortar interface dominated failure of the larger specimen, but naturally fails to predict
the parallel damage evolution and resulting macro shear behaviour.

Furthermore, it can be noted according to the evaluation of the test results that the crack
opening in direction e2 is much higher than in e1, before loosing the entire stiffness,
resulting the fracture energy and the ductility is higher than in direction e1.

Comparison of triplet and macro-scale shear results:

The triplet shear test is a small-scale test method which provides the sliding shear
strength of the masonry, while the custom macro scale test additionally provides the
shear moduli and the different failure strengths. Nonetheless, it was demonstrated
that the triplet shear tests predicted the local failure mode within the larger-scale tests,
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but could not predict whether damage evolved in serial (horizontal e1 macro-shear) or
parallel (vertical e2 macro-shear). Another feature of the triplet shear tests is that the
prescribed DIN EN 1052-3 limit shear strength equation 4.7 assumes both bricks fail at
the same time, which, due to material and manufacturing defects, is generally incorrect.
Accounting for the fact that failure occurs along one weaker plane, the practical ultimate
shear force may be expressed as:

fpi = Fi,max

Ab

, (4.10)

which amounts to fpi = 2fvoi. Thus, the mean practical ultimate shear strengths obtained
from the triplet test is fpo = 2 × 0.343 = 0.686MPa, which agrees well with the mean
shear strength of the horizontal e1 macro tests τ = 0.731MPa. Contrasting this, the
mean shear strength of the vertical e2 macro specimen τ = 0.489MPa was considerably
lower. This is attributed to the parallel crack initiation, which subsequently propagates
along the weakest of all manufacturing and material imperfections. Once propagating,
this proto-crack serves to further weaken its immediate surroundings, promoting further
crack initiation and growth.

4.2.6 Bending tests

Static out-of-plane masonry behavior is an active research area [235, 94, 91] and is
particularly relevant in preventing catastrophic failure during seismic events [85, 236,
127]. This study employs the numerically-justified specimen size to characterise the
out-of-plane behaviour across horizontal and vertical orientations, particularly in terms
of maximum moment capacity. Although some out-of-plane studies employ a 3-point
bending arrangement, the brittle and imperfection-sensitive nature of masonry precludes
this approach from meaningfully characterising the overall bulk out-of-plane behaviour
of the masonry specimen. Therefore, an air bag driven testing apparatus illustrated
in figure 4.27a was designed and constructed to properly examine the out-of-plane
behaviour of the specimen.

The airbag was placed in-between the specimen and a strong wall and gradually
pressurised during the test, thereby exerting a spatially constant pressure on one side of
the specimen. Steel restraints against the horizontal translations were placed on both,
the top and the bottom edges of the specimen. It must be noted that the assumption of
constant pressure application is limited to small deflections and is not applicable after
large deformation, especially including local damages of the masonry.

From the applied air bag pressure p, the resultant maximum moment in the specimen’s
vertical centre is determined by:

Mmax = p · l2

8 , (4.11)
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(a) Bending test setup side section. The columns (yellow) are only shown
part wise. Two columns are fixed to the bottom and can be seen as
rigid. Two steel bars (blue) connect the two columns and support the
masonry sample on the top and the bottom to allow the bending in
the middle. The air bag is put behind the specimen and shall apply a
constant pressure load on the sample.

(b) Bending test setup with direction e1 masonry sample. (c) Bending test setup with
direction e1 masonry
sample.

Figure 4.27: Bending test setup.

where l is the vertical span between supports running along the top and bottom edges
of the specimen.
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Bending tests in e1:

The failure pressures and moments of the horizontal e1 specimens are tabulated be-
low:

p in [kPa] M1,max in [kNm]
specimen 1 46.927 1.296
specimen 2 33.566 0.927
specimen 3 25.343 0.699

mean 35.279 0.974

Note that bending stress-strain curves are not producible for either orientation due to
the small out-of-plane deformations beyond the reliable limits of the DIC measurement
system.

Bending tests in e2:

The failure pressures and according moments of the vertical e2 specimens are tabulated
below:

p in [kPa] M2,max in [kNm]
specimen 1 40.219 2.124
specimen 2 42.745 2.257
specimen 3 51.970 2.745
specimen 4 41.612 2.198

mean 44.137 2.331

Bending damage:

Figures 4.28a and 4.28b illustrate the bending failures of the horizontal e1 and vertical e2
tests respectively. The horizontally e1 aligned specimens fully cracked and subsequently
hinged along a vertically-centred horizontal mortar line. Furthermore, failure typically
occurred along the brick-mortar interface. The relatively large spread of horizontal e1
results may be attributed to the focused nature of the fracture naturally magnifying
manufacturing and material imperfection. The vertical e2 specimens fail predominantly
via the same brick-mortar interface, however, brick fractures were also observed. This
higher energy failure mode, in combination with the geometric strengthening (via crack
propagation re-routing) of the brick-mortar interface failures, yielded greater moment
capacities with less variability than the horizontal orientation.
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(a) Direction e1. (b) Direction e2. Photo from DIC-camera.

Figure 4.28: Bending failure in direction e1 and e2.

DIC-camera 1

DIC-camera 2

4m

1.6m

Figure 4.29: DIC-camera setup to measure out-of-plane behavior.

Discussion of bending results:

The bending tests within this dissertation were performed to characterize the out-of-
plane bending moment capacities of masonry across horizontal and vertical orientations.
Initially, a secondary aim was to obtain shear parameters required to accurately model
the out-of plane deflections within a shell formulation which includes shear (e.g. Reiss-
ner Mindlin). The accuracy of the DIC was not sufficient to measure bending or shear
deflection within reliable parameters before the specimen experienced damage.

For this setup, 2 DIC cameras were taken with a distance between them of 1.6m and
4m to the specimen, as per figure 4.29.

Looking forward to future studies, it is expected that a larger specimen size may ad-
equately magnify displacements to perceptible limits and/or a specialized sensitive
measurement approach may provide sufficient results to obtain shear parameters rele-
vant for shell type kinematics.
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4.2.7 Summary of masonry macro material properties

The following table summarises the mean results of the preceding experimental pro-
gram:

Test e1 orientation e2 orientation
Compression (section 4.2.3):

E [MPa] 5000 3100
fc0 [MPa] 5.2 2.9
fc [MPa] 7.38 4.05
fcr [MPa] 1.3 0.0
Gc [ N

mm
] 1200 1100

Tension (section 4.2.4):
ft [MPa] 0.091 0.272
Gt [ N

mm
] 15 60

Shear:
Triplet shear (section 4.2.5):

fvo [MPa] 0.343 (0.686*)
Macro shear (section 4.2.5):

G12 [MPa] 1340 -
G21 [MPa] - 960
τmax [MPa] 0.731 0.489

Bending (section 4.2.6):
Mmax [kNm] 0.974 2.331

* assuming imperfection-driven failure, refer section 4.2.5. Check figure 4.31 for the
remaining parameter definitions.

Within this thesis, it shall be referred to the apparent material parameters with Brisbane-
masonry.

4.2.8 Conclusion of material tests

The overall aim of this test series was to characterise the macro-scale orthotropic
mechanical properties of masonry with experimental tests. However, the required
experimental specimen size to avoid boundary and size effects is generally not obvious
and usually not justified throughout literature. Therefore, an initial numerical study of
the proposed experiment was conducted to determine the minimum specimen size free
of scaling effects. Employing this numerically-justified specimen size, a comprehensive
experimental program was conducted to determine macroscopic orthotropic masonry
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material parameters across horizontal (direction e1) and vertical (direction e2) orienta-
tions. Following tests have been operated: compression, tension, triplet shear, macro
shear, and out-of-plane bending.

Complementing this, several limitations of the current work may inform additional
future research projects. One avenue is to revisit the out-of-plane bending tests with
either larger specimen sizes or more sophisticated measuring techniques to derive
additional material parameters. This is important to determine if Kirchhoff-Love or
Reissner-Mindlin assumptions are valid. Another possible aspect would be extending the
current bi-directional study to additional directions (such as [174, 70, 15]) facilitating
full continuum simulations. Furthermore, bi-axial stiffness states are an essential quote
of information for masonry. An additional major drawback is the missing bi-axial
stiffness, which is another crucial parameter within the material properties [70].

4.3 Orthotropic damage model for masonry e

Continuum-based damage models define a conventional way to describe the structural
properties of masonry buildings, specifically to express failures within the structures.
Initially, one damage parameter was applied to describe the softening of the construc-
tion material [143]. Consequently, those damage parameters have been split into
compression and tension damages to allow deeper insights in highly loading dependent
materials [50, 84, 249]. Those concepts have been enhanced further with damage
parameters per direction [33]. Other concepts do not make the damage split within the
stress state but the direction [131] with inter-dependent damage parameters, which
represent prevailing considerations but shapes up fairly complex and accordingly less
appropriate for the apparent masonry properties. Following, within this dissertation,
the focus shall be retained on two parameters d+/d−-damage models, as it contains less
parameters and fewer internal dependencies.

The mentioned material models are adequate in the analysis of isotropic materials
with sensible triggers for the softening zones. Thusly, in masonry, its applications
are so-far mostly for the simulation within continuum-based micro models of bricks
(without holes) and mortar. However, as the structural properties of masonry show
significant correlating orthotropic behavior it is insufficient to fulfill the apparent
direction-dependent estates. Rather than updating the yield surface with anisotropic
surfaces as the Hill-type criterion [101, 100, 141] or Tsai-Wu [234] it is preferred to base
upon a mapping from the real anisotropic space to an ideal mapped isotropic stress state,
as this concept is generally simpler, with the possibility to keep former developments
and mostly leaner computational costs. The concept of the implicit orthotropic yield
criterion was initiated by [35] and later advanced by [172, 171]. Pelà et al. [180, 179]
promoted those models to the simulation of masonry structures. The most significant
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4.3 Orthotropic damage model for masonry

improvement from the macro model of Lourenço et al. [141] has been achieved by the
split in compressive and tensile damages, which allowed to model an exceedingly vast
amount of problems.

Subsequently, a model which merges the latest improvements of the relaxing behaviour
from Petracca et al. [181] and Pelà et al. [179] into a novel material model, which adds
better triggers in the softening within an appropriate orthotropic behavior is presented.
Therefore, the isotropic model is presented in section 4.3.1, with the orthotropic
mapping procedure in section 4.3.2.

4.3.1 Continuum tension/compression damage model

Within this section the continuum based d+/d−-damage model from Petracca et al. [183,
182] shall be discussed with a focus on the applicability for the presented masonry. As
the aim of this research is the simulation with thin walled shell-based formulations, the
following relations are discussed in plane-stress state.

Constitutive relations:

The effective stresses σ̄ (with the notation ·̄ used to mark the effective state) are obtained
from the elastic constitutive tensor Celastic (for the apparent orthotropic plane stress
problems see equation 4.1) and the actual strains ϵ:

σ̄ = Celastic : ϵ (4.12)

Similarly to [50, 84, 249], the effective stresses are split into the positive σ̄+-tensile and
negative σ̄−-compressive constituents, while implying:

σ̄ = σ̄+ + σ̄− (4.13)

The two parts can be computed as following:

σ̄+ =
3∑

i=1
⟨σ̄i⟩ · pi ⊗ pi σ̄− = σ̄ − σ̄+ (4.14)

where, σi is the i-th principal stress, with the corresponding unitary eigenvector pi. The
Macaulay brackets ⟨·⟩ selects the positive values, while being zero for negative σi.
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fc0kb · fc0

ft0

σ = σ̄ = σ̄+ + σ̄−
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(1−α)
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(1 − d+)σ̄+ + σ̄−

σ2
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Figure 4.30: Compression and tension treshold surfaces (adapted from [181]).

Equivalent stress threshold:

The stress thresholds r+ and r− are the maximum uniaxial equivalent stresses which can
be carried within a system. The applied threshold yield surface shall be based upon a
Drucker-Prager criterion, enhanced by [143] and thoroughly defined by [182]. The two
equivalent stress surfaces in tension τ− and compression τ+, are graphically displayed
in Figure 4.30 and discussed in the following:

τ−(σ̄) = H(−σ̄min)
[ 1
1 − α

(
αĪ1 +

√
3J̄2 + k1β⟨σ̄max⟩

)]
(4.15)

τ+(σ̄) = H(σ̄max)
[

1
1 − α

(
αĪ1 +

√
3J̄2 + β⟨σ̄max⟩

)
ft

fcp

]
(4.16)
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with the scalars α and β being used as subsequently:

α = kb − 1
2kb − 1 β = fcp

ft

(1 − α) − (1 + α) (4.17)

Furthermore, Ī1 is the first invariant of the effective stress tensor and J̄2 the second
invariant of the deviatoric stress tensor. σ̄max is used as the maximal principal effective
stress, respectively σ̄min being the smallest principal effective stress. The shear reduction
parameter k1 is introduced to control the compressive strength in the shear state, which
properties are shown Figure 4.30. [181, 182] provide comprehensive studies on the
structural effect of this parameter. Finally, the factor kb is defined by the ratio from the
biaxial strength of the applied material (see figure 4.30).

As the thresholds are defined for any stress state, in some cases it may happen that
the damage surface advances for tension in uniaxial compression or in reverse. To

avoid this, the Heavyside function H(x) =

0 for x ≤ 0
1 for x > 0

is used to ensure following

criteria:

• tensile damage only evolves if at least one principal stress is positive,

• compressive damage only evolves if at least one principal stress is negative.

The effect of the applied Heavyside is deciphered in Figure 4.30 by the active and
inactive threshold surfaces.

Damage evolution:

The previously described uniaxial stresses shall be used as parameters for the irreversible
damage evolution of the material. It is expected that the tensile softening is defined
by the yield strength and the fracture energy with a non-linear softening, whereas the
compression shows a more complex behavior with multiple inputs for the analysis (see
Figure 4.31 for possible damaging zones).

The tensile damage growth is obtained by the subsequent equation:

d+(r+) = 1 − r+
0

r+ exp
[
2Hdis

(
r+

0 − r+

r+
0

)]
(4.18)

Where the thresholds are applied as r+ = max[r+
0 , max(τ+)] with r+

0 = ft0. It shall be
noted that always the maximal τ+ should be considered, to avoid damage relaxation.
The discrete softening parameter Hdis is defined as following:

Hdis = lch

lmat − lch

with lmat = 2EGt

f 2
t0

(4.19)
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Figure 4.31: Compression and tension fracture zones.

The characteristic length lch is used to regularize the fracture zone and is dependent
on the geometry of the finite element. Multiple approaches exist to approximate the
characteristic length [28, 49, 29, 183]. It is possible to accurately calibrate the fracture
dissipation length within structured quadrilaterals, however, more complex, non aligned
geometries and high order geometries will typically produce discrepancies. Within
appendix B is presented a study of possibilities for various length approximations,
specifically with the focus on high order geometries.

As proposed by [182], the compression damage progression is analyzed on an ad hoc
basis under a segmented Bézier curve, which is controlled by the elastic limit strength
fc0, the yield strength fcp, its corresponding yield strain ϵcp and the residual strength
fcr. The damage evolution is defined by the hardening variable Σ(ξ) with its strain-like
counterpart ξ = r−

E
(follow appendix A for a detailed extraction of the Bézier curve):

d−(r−) = 1 − Σ(ξ)
r− . (4.20)

Total stresses:

Including the convoluted damage parameters d+/d− the total stresses are defined by:

σ = (1 − d+)σ̄+ + (1 − d−)σ̄− (4.21)

4.3.2 Orthotropic damage model

In the following the recently described isotropic damage model shall be enhanced to
enable orthotropic behaviours. Rather than updating the yield surface with anistropic
surfaces as the Hill type criterion [101, 100, 141] or Tsai-Wu [234] it is preferred to base
upon a mapping from the real anisotropic space to an ideal mapped isotropic stress state
[35, 172, 171], as this is the simpler and thusly computationally more efficient approach.
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σ∗ = Aσ : σ
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2

ϵ∗
1

ϵ∗

ϵ∗
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ϵ11

actural anisotropic
strain state

ϵ∗ = Aϵ : ϵ

σ = C : ϵ σ∗ = C∗ : ϵ∗

Figure 4.32: Mapping between actual anisotropic and isotropic space (adapted
from [172]).

Furthermore, it allows the application of the more advanced threshold surfaces for
isotropic materials, as e.g. the one discussed in the previous section 4.3.1.

Transformation between actual orthotropic and mapped isotropic space:

The concept of the implicit orthotropic yield criterion was initiated by [35] and lateron
advanced by [172, 171]. By dividing the earlier constitutive models into compressive
and tensile components, [180, 179] applied them to simulate masonry. The models are
based upon a transformation between the actual anisotropic, or in this case orthotropic
stress state to an arbitrary mapped isotropic space (notation (·)∗) and its corresponding
strain-based reverse mapping, as shown in Figure 4.32.
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The mapping from the actual stress state to the isotropic space is defined by the
transformation tensor Aσ is defined as following:

σ̄∗ = Aσ : σ̄ (4.22)

considering the split into tensile σ+ and compressive σ− the mapping relations read:

σ̄+∗ = Aσ+ : σ̄+ and σ̄−∗ = Aσ− : σ̄−. (4.23)

The transformation matrices Aσ+ and Aσ−, which map from the actual orthotropic space
and its actual limit strength to the mapped isotropic space. As the mapped isotropic
space is a independent chosen space, f+∗ and f−∗ can be selected arbitrary, however,
[180] suggests to use f±∗ = f±

1 to simplify the transformation, which are defined by
following matrices (see [172] for a detailed derivation of the constituents):

Aσ+ =


f+∗

ft0,1
0 0

0 f+∗

ft0,2
0

0 0 f+∗
t,12

ft,12

 (4.24)

Aσ− =


f−∗

fcp,1
0 0

0 f−∗

fcp,2
0

0 0 f−∗
12

fc,12

 (4.25)

Additionally to f±∗, this model also requires f±∗
12 , which shall impress the mapped

space shear force, which itself is dependent on the isotropic mapping: f±∗
12 = f+∗

ft0,1
f±

12.
Accordingly, the last entries of the mapping matrices shall devote the relation between
the two shear strengths. a Considering equation 4.13, the stress split is still valid in the
mapped isotropic space:

σ̄∗ = σ̄+∗ − σ̄−∗ (4.26)

Proceeding, the uniaxial stresses can be computed with the mapped isotropic effective
stresses by equations 4.15 and 4.16 and with those the damage parameters by equa-
tions 4.18 and 4.20. With the updated damage parameters the total stresses per loading
are defined as following:

σ+∗ = (1 − d+)σ̄+∗ and σ−∗ = (1 − d−)σ̄−∗. (4.27)

a[180] considers a Drucker-Prager damage surface, which itself modifies the threshold r−
0 with the

biaxial strengths: r−∗
0 =

√
3

3 (kb −
√

2)f−∗. Whereby the Lubliner damage surface is reducing the
uniaxial stress with the contribution of kb (for definition see section 4.3.1). Accordingly, here the
mapped shear forces are not affected, which makes the Lubliner surface simpler in the mapping
between actual and mapped space and additionally maps the biaxial strengths correctly.
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Those updated stresses are transformed back into the anistropic space, where they yield
with the appearing stress strain relation.

σ+ = Aσ+−1 : σ+∗ and σ− = Aσ−−1 : σ−∗. (4.28)

In the actual anistropic stress space, the stress split in total stresses is equivalent to the
stress split with effective stresses, as per equation 4.13.

Mapping of material properties:

The transformation towards a mapped isotropic stress state dependent on the chosen
mapping limit strengths f±∗ implies the dependency of the material lengthens (see
equation 4.19 for the computation of lmat):

l±∗
mat = l±

mat,1 = l±
mat,2 →

2E∗G∗
f

f ∗2 = 2E1Gf,1

f1
2 = 2E2Gf,2

f2
2 (4.29)

this condition implies that the fracture energy in direction 1 and direction 2 is dependent
upon following restriction:

G±
f,2 = (f±

22/f±
11)2

E2/E1
G±

f,1 (4.30)

To avoid this restriction, additional parameters will need a direction dependent mapping
which is considering the angle to the main stress θ b. The following equation can be
used to interpolate the fractional energies:

1
(l±∗

mat)2 = 1
(l±

mat,1)2 cos2(θ) + 1
(l±

mat,2)2 sin2(θ) (4.32)

Similarly to f±∗, E∗ can be chosen arbitrarily, however it again simplifies the transfor-
mation operations significantly if it yields E∗ = E1, as otherwise this would imply an
update of G∗

f , according to equation 4.29.

The tensile post crack behaviour is only dependent upon E, Gt and ft0, which are
consistently mapped with equation 4.32. However, the applied compressive softening

bThe angle to the main stress is being calculated as:

θ =
{

1
2 arctan( 2τ12

σ11−σ22
) for σ11 > σ22

1
2 arctan( 2τ12

σ11−σ22
) + π

2 for σ11 ≤ σ22
(4.31)
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is requiring additional parameters as fc0, fcr and ϵp. The stresses are within a direct
interpolation of the mapped stresses accordingly:

f−∗
c0 = f−∗

f−
cp,1

f−
c0,1 cos2(θ) + f−∗

f−
cp,2

f−
c0,2 sin2(θ) (4.33)

f−∗
cr = f−∗

f−
cp,1

f−
cr,1 cos2(θ) + f−∗

f−
cp,2

f−
cr,2 sin2(θ) (4.34)

The mapping of strain limit ϵcp (see section 4.3.1 and appendix A) is mapped according
to the reference states:

Ê1 = σcp,1

ϵcp,1
Ê∗ = E∗

E1
Ê1 (4.35)

ϵ∗
cp = ϵcp,1

f−∗

E∗

ϵcp,1 cos2(θ) + ϵcp,2
f−∗

E∗

ϵcp,2 sin2(θ) (4.36)

In the scenario that f−∗ = f−1 and E∗ = E1 follows that f−∗

E∗ = ϵcp,1 and thusly
equation 4.36 can be simplified to:

ϵ∗
cp = ϵcp,1 cos2(θ) +

f−∗

E∗

f−1

E1

ϵcp,2 sin2(θ) (4.37)

The Bézier-curve controllers (see appendix A) are mapped subsequently:

c∗
i = ci cos2(θ) + ci sin2(θ) for i = 1, 2, 3. (4.38)

4.4 Numerical discretization methods for masonry

Within this section a range of possible FEM discretization techniques for masonry are
discussed. Secondly, the adoption towards different shapes and shape functions is
outlined.

4.4.1 FEM approaches for masonry simulation

Throughout the recent years, various discretization techniques have been employed for
the structural simulation of masonry. The most popular approaches are the classical
FEM (linearized meshes), FE2, Discrete Element Method (DEM), among others. This
can be discussed generally, independently of the considered scale. However, some
methodologies are more suitable for certain scale considerations than others (see
table 4.1). FEM is generally suitable to express each scale, while being very efficient for
macro scale simulations by simulating the entire domain as a continuum. This can be
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coped with constitutive models, such as the previously described one (see section 4.3).
However, also the application of macro elements, such as e.g. springs can be seen
as a macro scale simulation with FEM. Expression of micro scale mostly involves a
combination of different continua (masonry and mortar) with contact elements in-
between the constituents (e.g. see Lourenço et al.[139]). Meso scales models would
incorporate the brick-mortar-brick with a contact formulation, while keeping the brick
continuum (see Lourenço et al.[142] and Zhang et al. [255]). FE2 approaches compute
the micro or meso scale behavior within the macro scale simulation. Thus, they can be
seen as a combination between all scales. Finally, however, they express a certain macro
scale. This means that typical micro scale phenomena, such as specific strain gaps are
smeared throughout the macro model. In contrast, large deformations and complex
contact behaviours at the interfaces makes the DEM a suitable numerical approach for
meso-models [186, 187, 191], although material calibration and contact aspects are
more sophisticated and sensitive in comparison to traditional continuum based finite
element modelling approaches. In some scenarios, DEM may be employed as well for
micro scale simulations. However, this can be computationally costly, while difficult to
calibrate.

This research aims to facilitate simulations capable to express complex geometries and
structures with justifiable computational costs with full scale buildings under considera-
tion that the structural extend of the walls in two directions is comparatively large vs
the third direction. Auxiliary elements and beams typically have increasingly challenges
when modelling complex structures. Whereas, solid and particle based modeling allows
almost infinite possibilities in the geometrical specification of constructions, typically
the computational efforts prevent the application in structural analyses processes. Thus,
within this chapter the focus shall be set on the description of surface based shell
structures, which allow the expression of many geometrical shapes, under consideration
of reasonable computation costs, as expressed within figure 1.1.

Within this contribution the analysis of masonry structures with CAD-integrated IGA
shall be proposed, which poses within a similar range of applicability as FEM. It is
capable to express the macro scale beneficially. However, due to the high order shape

scales micro simplified micro/ meso macro
FEM o o +
FE2 – – +

DEM o + –
IGA – – +

MPM – – o
– =̂ complex, with limitations; o =̂ possible, not optimal; + =̂ suitable

Table 4.1: Different FEM discretizations per scale.
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functions and limited coupling facilities between the domains, modelling stress and
specifically strain jumps between the materials is rather sophisticated, compared to the
other methods. This makes the discretization less practical for micro and simplified
micro/meso scale model approaches. However, considering shell-based simulations,
IGA, fits greatly in the scope of masonry, while intrinsically enabling CAD-integrated
analysis.

Within this work immersed methods for masonry have been reviewed (see section 3.6).
Accordingly, an independent mesh or NURBS domain, which covers the entire structure
would be considered. Within this, the constituents, namely brick, and mortar would be
numerically embedded. The advantage would have been that one can adapt easily to
varying patterns, or place irregular grids. However, it can be observed that the numerical
estimated macro parameters from section 4.1 that rely entirely on the micro parameters,
and the results of the experimentally tested macro parameters from section 4.2 vary
significantly. This makes the approach of the immersed methods sophisticated, while
already a certain correction would need to be applied to accurately represent the macro
behaviour from the micro scale material parameters. Additionally, it evolved that the
efforts of stabilizing the domains with varying stiffnesses are greater than its benefits.
The respective regularization has to be employed per loading direction, which results in
a complex procedure, while elements with high aspect ratios return questionable results.
The consequence is that elements with multiple domains damage quicker than expected.
The according result plots appear to be visually correct, however, the quantitative results
are not reliable, due to the significantly faster release of the stiffness. Accordingly,
the approach of embedding the different modulo of stiffness has not been considered
further.

MPM was investigated to see if it was an appropriate approach for the apparent masonry
structures (see section 3.7). This avenue was expected to provide more insights into
damaging parts with larger deflections. While being a particle method, MPM still
provides accurate continuum information for structural assessments. However, it turned
out that MPM requires a lot of stabilization for being sufficiently reliable, due to e.g.
cell crossing and numerical fracture. It shall be noted that this is not being considered a
permanent limitation, but it requires additional investigations. Those are suggested for
subsequent research.

Furthermore, masonry can be assessed within a multiphysics environment. Therefore,
either different zones of the structure may be expressed by varying physics, while e.g.
depending on if damages are expected or if not. This may resolve in a computationally
accurate and highly efficient simulation. Alternatively, multiphysics can be used to
express sophisticated boundary and load conditions, such as wind loads, shrinking
foundations, or impacts. The according numerical fundamentals are provided within
this dissertation in section 3.8. However, the focus is kept on the structural assessments
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l1 l2

(a) Linear mesh.

l1 l2

(b) NURBS with p=2.

Figure 4.33: Regularization sizes.

and thusly the methods have not been employed further within the scope of masonry
simulations.

4.4.2 Stabilization to different shape descriptions f

From an implementation aspect, independent on the FEM discretization (FEM, IGA,
or MPM), all integration points have a member of the constitutive law, containing all
required historic variables, such as damage parameters. Considering a stress based
formulation which contains multiple integration points in thickness, each thickness
integration point carries its own representation of the model. In that way a consistent
loading and damaging can be guaranteed.

In material modeling with local constitutive laws, the regularization by the element size
plays a crucial role in the quantitative solutions. The regularization controls the amount
of energy which is dissipated within a specific element (for further information about
regularization see Bažant et al. [28]). The system is controlled by the characteristic
length (see equation 4.19). Initial constitutive models for concrete and masonry have
considered fixed mesh sizes and have employed scaling factors (see Scotta et al. [209]
and Berto et al. [32]), which are directly dependent on the mesh sizes. While considering
the length in the model, the aim to achieve a mesh in-dependency can be addressed.
Perfectly formed quadrilaterals, with linear shape functions can be stabilized easily by
considering the lengths of each side. However, element geometries with higher aspect
ratios will always appear with a slight mesh dependency and will make simulations
difficult.

Within IGA and NURBS, the specific element, or characteristic length extensions are
typically not determined perfectly. Therefore, a good representation may be a knot span
(see figure 4.33). However, with higher polynomial degrees than p=1, the respective
influence zone is non-local and thus the characteristic length is becoming larger (refer to
the blue-marked shape functions in figure 4.33b). It shall be mentioned that this is up-to
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date an open research question. However, an empirical estimation of the characteristic
length for varying polynomial degrees is presented within appendix B.

The characteristic length is estimated at each integration point. Furthermore, it is
dependent on the mean stress direction, which becomes significant while aspect ratios
are unequal to 1. Within the orthotropic mapping, the material length is computed per
direction and mapped accordingly. This form already contains the relevant geometrical
length in the stress direction dependent mapping. The examples from section 5.4 and
from section 5.6 show cases of mesh refinement, while the results seem stabilized
significantly.
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Consequently are discussed some of the previously introduced numerical approaches
from section 3 in combination with the constitutive model and material parameters
from the masonry study from section 4.

Primarily, in-plane problems are discussed. The directional properties from the uniaxial
tests as per section 4 shall be examined by the introduced constitutive material model.
Consequently, the behaviour of the shear wall tests from [241] with varying pre-
compression and different geometrical shapes (full and with window) shall be examined.
This example includes most of the dominant in-plane characteristics and failure modes
of masonry.

Consequently, out-of-plane studies are processed. Initially, air-bag loaded masonry walls
(experimentally tested by [94]) are presented. Those reflect geometrically structural
members of most masonry buildings. The study is proceeded by more complex shapes.
Therefore, a circular arch (experimentally tested by [240] and [147]) is tested under
asymmetric and symmetric loading until failure. Consequently, a masonry cross vault,
tested by [81] is examined numerically.

Finally, predictive studies are presented with a masonry church roof and a masonry
building. It shall give a presentation of the possibilities of the introduced approaches
within more complex problems. Subsequently, a numerical study with a masonry
building is presented. Hereby, the focus is put on the presentation of the parametric
CAD-integrated workflow.

5.1 Uniaxial numerical tests of Brisbane masonry

In this study, the uniaxial behaviours within both directions shall be examined with
the apparent material model, including a perspective to the damage growth. This is
conducted to prove that the orthotropic mapping is working properly, with a focus
on the variated strengths within compression and tension. Within figure 5.1 are
summarized the material properties, with the additional Bézier curve parameters, as per
appendix A. The corresponding numerical test setup is shown within figure 5.2, defining
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Elastic and tension properties:

E [MPa] ν [-] G [MPa] Gt [N/mm] ft0 [MPa]
5000 0.0 1340 1.5 × 10−3 0.091
3100 0.0 960 4.5 × 10−3 0.272

Compression properties:

Gc[N/mm] fc0 [MPa] fcp [MPa] ϵr [-] fcr [MPa]
1.2 5.2 7.38 0.0018 1.3
1.1 2.9 4.05 0.002 0.0

Bézier curve parameters:

c1 [-] c2 [-] c3 [-]
0.65 0.8 1.2
0.65 0.5 1.5

Figure 5.1: Summary of masonry mate-
rial properties from experi-
mental tests as per section 4,
including the required spe-
cific constitutive model pa-
rameters.

e11

1

e2

Figure 5.2: Numerical test setup
within both directions.

the parameter direction and the distinct tests, which are displayed in compression
direction.

The obtained results for compression and tension are presented within figure 5.3. It
shows that both directions can be expressed appropriately and that all control parame-
ters are mapped consistently between the apparent spaces. The additionally presented
damage growth shall communicate the reader an impression of how the material model
is operating.
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Figure 5.3: Stress-strain relation of compression and tension tests in two directions
and according damage parameter growth for the apparent properties of
section 4.

105



5 Examples and Investigations

990mm

10
00

m
m

I.

IIa. IIb.

e1

e2

(a) Shear wall.

I.

IIa. IIb.

220330

990mm

e1

e2

10
00

m
m

32
0

34
0

34
0

(b) Shear wall with window opening.

Figure 5.4: [241] shear walls. The experimental program is split into 2 phases, the
pre-compression and the fixing at this deflection and shearing.

5.2 Shear wall

This study considers a masonry wall which is first subjected to a vertical load (I.) at
different magnitudes. In a second step it is fixed vertically at this deformation (IIa.) and
sheared horizontally (IIb.). Geometrically this problem appears within two different
variations: once as a whole wall (see figure 5.4a) and once with a window opening (see
figure 5.4b). Both walls have a dimension of 1x0.99m.

This example is well known in literature, among others shall be mentioned:

• Lourenço [139]: Micro and macro models
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5.2 Shear wall

Elastic, tension, biaxial, and shear parameters:

E [MPa] ν [-] G [MPa] ft0 [MPa] Gt [N/mm] kb [-] k1 [-] ft,12
ft,21

[-] fc,12
fc,21

[-]
t7520 s,[141]0.09 t1460 t0.30 t5e × 10−3 s1.2 s0.16 s1 s1
t3960 s,[179]0.05 t1460 s,[179]0.25 s,[179]4.8 × 10−3 s1.2 s0.16 s1 s1

Compression and Bézier curve parameters:

fc0 [MPa] fcp [MPa] ϵr [-] fcr [MPa] Gc[N/mm] c1 [-] c2 [-] c3 [-]
s6.8 t10 s0.002 s2.3 s2.0 s0.65 s0.5 s1.5
s5.2 t8.8 s0.002 s3.0 s1.96 s0.65 s0.5 s1.5

Table 5.1: Masonry material properties from experimental tests [241] or evaluated and
introduced within [141, 179, 87].

• Lourenço et al. [142]: Meta models

• Pela et al. [179]: orthotropic mapping damage model

• Petracca et al. [183]: FE2 model

• Fu et al. [87]: orthotropic plastic damage model

• Abdulla et al. [2]: simplified micro model

Due to the high amount of references, the example delivers great possibilities for
comparisons and thus, it appears as a good benchmark. Most of the in-plane masonry
phenomena are apparent: significant orthotropic material, shear failure and biaxial
stiffness effects. This helps to justify if the model is suitable to express the major in-plane
masonry characteristics.

It shall be noted that the apparent literature, typically focuses on either of the geomet-
rical options: full wall or wall with window. This shows that covering this example
entirely remains challenging.

The material properties of the tests are summarized in table 5.1. Some of the macro
scale parameters are known directly from test data t(·) by [241], some are obtained by
micro scale analyses from [139], whereas some are obtained by speculation s(·) and
reverse engineering, from either author or completed with the apparent requirements. It
must be noted that some speculated values are varying throughout distinct publications
as the applied models slightly adjust and apply parameters in a different manner.
Unfortunately, not sufficient experimental data is available to mechanically justify either
of the selected parameters. Additionally, various parameter sets could be valid for the
apparent model. As a further challenge shall be noted that the material parameters seem
to vary significantly between various tests. However, within this numerical study only
one parameter set shall be considered. This may show larger discrepancies compared to
some test results, but should be a step towards a homogenization which would allow
predictions and not purely a result fitting by calibration.
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Figure 5.5: Shear wall from [241]. Computed with p=1 and 50×50 elements.

5.2.1 Wall with varying pre-pressure

The initial example is considering the wall without window, as per figure 5.4a. The
experiments are analyzed with 2 different pre-compression loadings: 0.3MPa and
1.21MPa. As per Vermeltfoort et al. [241] the pre-loading with 0.3MPa appears in 2
repeated experimental tests. It is an important numerical study as it investigates the
capability of expressing varying biaxial strengths of a material.

The stress strain relations of this example are presented within figure 5.5. The strength-
ens of the 0.3MPa pre-loading examples are expressed greatly. However, the remaining
tests are slightly underestimated. The 1.21MPa experimental test denotes that already
significant different material properties are apparent as the elastic zone appears already
stiffer than within the other examples. In both test setups, the softening of the specimen
seems to be faster and more significant in the numerical tests than in the experimental
tests. The results of the experimental study shows that the overall material behaviour
can be estimated correctly. With an increased pre-loading the maximum resistance
increases. The tendencies of the response of the numerical model appears to be cor-
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Figure 5.6: Shear wall from [241] with window. Computed with p=1 and 50×50
elements.

rect, while at the same time overestimating the final strength slightly for the larger
pre-compression.

5.2.2 Wall with window opening

The second example deals with the same wall dimensions as the previous specimen,
while having a window opening with the extensions of 320×220mm (see figure 5.4b).
With this example shall be investigated if the model is capable to deal with different
shapes. The same material parameters are considered.

The stress-strain relation of the problem is shown within figure 5.6. The results are
compared to the experimental data, and the solutions of other literature [141, 179,
87]. The softening curve of the proposed model shows good agreement between both
test results. The initial damaging is covered in a suitable manner, however, the first
significant damaging and softening appears to be overestimated by this model.
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5 Examples and Investigations

In comparison to the other tests, it notes that either of the models has difficulties
in expressing some parts. The micro model of Lourenço et al. [139] matches the
behaviour greatly, however, shows a significant early softening. This test has applied
the material parameters as known from experimental studies, with few additional
estimations. Within, [139]-modified, the material parameters have been calibrated to
obtain a better match with the softening of Wall J2G. The 2 macro models from Pelà et
al. [179] and Fu et al. [87] show a good agreement with the test results, mostly with
Wall J2G. However, both models rely as well on speculated input parameters, whereby
some are in a disagreement with the other literature.

Within figure 5.7 are shown the respective displacements, once in reference to the aimed
current displacements and once with respect to the total displacements. Furthermore
are provided the von Mises stresses and the tensile damage of the digital model. The
evolving damage-results from figure 5.7 denote a crack initiation at the corners of
the windows that are opening towards the supports of the walls amid increasing
displacements. At the top left and basal right part of the specimen is shown a damage
which is not displayed within the referenced crack pattern. This is showing a separation
of the specimen from the concrete top and bottom bars, which can also be observed
within the experimental results. Furthermore, in the damage patterns can be seen that
in both, the experimental tests and the numerical model, a crack happens in the left
upper third and right bottom third. This proves quite effectively that a certain trust can
be given to the macroscopic models and that not only micro models would display this
local phenomena. Finally, the cracks which initiate at the corners of the windows do
not go towards the corners of the specimen, but towards a close point at top or bottom.
The reason of this is that most of the forces, which are supplied from top to bottom
go through the parts left and right of the window. Accordingly those areas are under
compression and thusly do not fail by tensile forces. This explanation can be supported
by the plots of the von Mises stresses.

The tensile damage indicates good agreement with the reference solutions, see figure 5.8,
which displays the test results within the solutions from the numerical experiment at a
displacement of 20mm. It shows thin crack lines where only single cracks appear (top
third left and bottom third right). At the zones of multiple crack lines, the model shows
damage zones instead of thin cracks (corners of the window towards the boundaries of
the specimen).

Within the von Mises plots can be observed that the numerical model develops a stress
distribution, where most of the energy distributes around the window. The areas of
the cracks do not carry any load and split the masonry wall into some structural pieces.
This is a significant result of such a damage analysis, as the force rearrangement might
give suggestions about remaining resistances of a damaged structure. Additionally, it
may indicate that other parts of the remaining undamaged structure or supports might
get high stresses, which could lead towards a failure of connected parts or supports.
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Figure 5.7: Observed damage at [241]-wall tests with varying polynomial degrees of
the background shape descriptions. Computed with 50×50 elements and a
polynomial degree of p=1.

This would be undetected in geometrically non-linear analyses which only considers the
limit stresses.

Finally, the observed displacements show that the expected separation into two main
pieces, with some additional local failures is happening. After a final crack opening those
pieces would mostly have a rigid body movement with a remaining sliding resistance.

111



5 Examples and Investigations

(a) Observed cracks. (b) Damage plot with ob-
served cracks.

Figure 5.8: Observed damage at experimental tests of [241]-wall with window in
comparison to the numerical solutions. The red lines mark the cracks from
the first experimental test, blue from the second.

One of the dominant properties of IGA is that NURBS habitually come along with higher
order shape functions. The damage regularization within those has been arisen as
a significant challenge as shown in appendix A. Accordingly, this test case shall be
studied additionally with a varying order of shape function. Figure 5.9 shows the
damage zones with an evolving top displacement for background shape functions of
polynomial degrees of p=1, p=2 and p=3. The 3 examples have been evaluated with
30x30 elements, namely knot spans in the context of IGA. The regularization achieves
to align the stress-strain relation. However, within the simulated damage patterns can
be observed a significant difference. Within higher order shape functions, the crack
opening would directly influence neighboring elements and the damage zones would
thusly appear much thicker. The cracks, which appear at the top third left and bottom
third right show effectively that for the order of p=1, only one element would show a
damage. The higher the polynomial degrees becomes, the more neighboring elements
would be involved in the crack opening. This effect is driven by the non-locality of
the basis functions. Furthermore, the high order shape function do appear to have
increasing problems around the corners of the window. Thin cracks would be expected
in those zones, however, it appears as rather large and thick damage areas. However,
multiple reasons may thrive this. First, it shall be noted that in the experimental crack
pattern not a single line, but multiple crack lines spread from the window to the bottom
of the specimen. Second, a fracture that is distributed diagonally cannot be supported
perfectly by the aligned knot span mesh of the NURBS. As a result, cracks always have
a zone that is certainly thicker. This is a permanent consequence of using NURBS
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Figure 5.9: Observed damage at [241]-wall with window tests with varying polynomial
degrees of the background shape descriptions. Computed with 30x30
knot spans. The color plot is ranging from no damage: 0 (blue) to fully
damaged: 1 (red).

because of its tensor product-like characteristic, which might result in mistakes in
certain circumstances.

As for most numerical simulations, apart from the polynomial degree the number and
size of applied elements denote important parameters in the accurateness of the models.
Accordingly, a mesh refinement study is presented within figure 5.10 for p=1 and
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Figure 5.10: Observed damage at [241]-wall with window tests with varying a poly-
nomial degree p=1 and mesh refinement from 10x10, towards 100x100
knot spans.

within figure 5.11 for p=2. With increased refinement the appearing crack zones shrink,
which is towards the expectations as the cracks are actually not zones but thin lines.
Additionally, certain cracks cannot be displayed in the coarse mesh as e.g. in the 10x10
mesh the middle cracks on both edges are not apparent.
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Figure 5.11: Observed damage at [241]-wall with window tests with varying a poly-
nomial degree p=2 and mesh refinement from 10x10, towards 100x100
knot spans.

5.2.3 Discussion of results and methodology

A simplified typical shear behaviour of masonry is outlined in figure 5.12. After the
elastic zone, the resistance of the structures is mainly influenced by the tensile strength,
which is benefited by the biaxial loading, whereby the experimental results are giving
evidence about this part. After full delamination of the constituents, the wall is carrying
loads only through the shear resistance between separated pieces. The experimental
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Figure 5.12: Simplified typical behaviour of masonry walls subjected to shear.

results show that the described effects are significantly apparent and can be represented
by the proposed numerical counterpart. The elastic part is mainly sensitive to the shear
modulus G12, whereby the post elastic part is being controlled by the tensile strengths,
the factor k1 and the biaxial multiplier kb. The latter is specifically relevant if pre-load is
supplied to the system.

One of the major improvements of the proposed model is the capability to cover the
biaxial stress states and the resulting internal forces in an orthotropic manner, which
allows the analysis of masonry in different pre-loading scenarios. Furthermore, the
model has a large bandwidth of possibilities to trigger the stress strain behaviour, which
brings stability within the simulation if the material response is known. As contrast,
comparatively many parameters need to be obtained, which is up-to date infrequent, as
typically only few parameters are studied within a series of experimental tests. Thus,
it has to be noted that a large amount of material properties needed to speculated as
not sufficient test data was provided. Seeing the performance of the constitutive law
within a fully comprehensive test setup would be required to specify the generality of
the model.

It can be noted that the suggested developments of this research enable the use of
masonry simulations with NURBS. This has a significant advantage in CAD-integrated
simulations where the user has little control over the polynomial degree that is provided.
However, for fast and accurate simulations lower polynomial degrees do typically
provide better results.
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5.3 Out-of-plane strength of unreinforced masonry wall
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Figure 5.13: Dimensions of masonry wall from Griffith et al. [94].

5.3 Out-of-plane strength of unreinforced masonry wall

To better understand the behaviour of unreinforced masonry walls by earthquake
loading, Griffith et al. [94] have tested a series of masonry walls subjected to out-of-
plane loads by the application of air bags. The study has later been enhanced to cover
the cyclic response of similar walls [95]. Additionally, comparable walls have been
tested within a shaketable setup to assess seismic responses [236]. However, cyclic and
seismic effects shall not be considered within the presented numerical study.

An analytical macro element model to assess the out-of-plane load-displacement rela-
tions has been proposed by the authors of the tests within [235]. The model provides,
mechanically proven insights in the limit strengths and the failure modes of two-way
spanned masonry walls.

Structurally, the experimental study covers a range of masonry phenomena, such as
bending, limit stresses and failure modes. Accordingly, it has gained the attention of
some researchers in the development of numerical models:

• Petracca et al. [182]: FE2 multiscale model

• Abdulla et al. [2]: simplified micro model

• Noor-E-Khuda et al. [166]: explicit macro model

• Noor-E-Khuda et al. [165]: explicit macro model with continuum shell elements
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Figure 5.14: Out-of-plane displacements at point A (see figure 5.13).

The problem description can be found in figure 5.13. The wall is supported by two wall
sections that should resemble a clamping. Within the simulations, these supports will be
treated as independent patches connected by a geometric G1 continuity at a 90◦ angle.
Thus, in total 3 untrimmed patches are considered for the analyses. Within this study,
two configurations are tested: once with a vertical pre-compression of σv = 0.1MPa
(wall 1) and once without pre-compression (wall 2). It needs to be noted that, as per
Griffith et al. [94], both tests have employed significantly different masonry properties
(Ewall1 = 3188MPa vs. Ewall2 = 2240MPa). Material properties of both tests are presented
within tables 5.2 and 5.3. Accordingly, a quantitative structural comparison cannot be
processed. However, the varying failure modes shall be discussed.

The experimental and corresponding numerical results are presented within figure 5.14.
The numerical simulations match the experimental result. As the numerical analyses
are run in load control, the respective load decrease is not covered and analyses stop at
failure states.

Within figure 5.15a and 5.15b are displayed the experimental failure patterns. Both
patterns show significant diagonal cracking. However, the non-compressed wall 2
exhibits additionally a hoizontal crack band at the center of the specimen. This is driven
due to the lack of lateral pre-compression. The crack is separating the specimen into 2
main pieces. The same phenomena can also be observed within the numerical damage
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5.3 Out-of-plane strength of unreinforced masonry wall

Elastic and tension properties:

E [MPa] ν [-] G [MPa] Gt [N/mm] ft0 [MPa]
3200 0.05 1600 7 × 10−3 0.07
2200 0.05 1600 20 × 10−3 0.2

Compression properties:

Gc[N/mm] fc0 [MPa] fcp [MPa] ϵr [-] fcr [MPa]
2 8.0 13.5 0.003 3.0
2 8.0 13.5 0.003 3.0

Bézier curve parameters:

c1 [-] c2 [-] c3 [-]
0.65 0.5 1.5
0.65 0.5 1.5

Table 5.2: Wall 1.

Elastic and tension properties:

E [MPa] ν [-] G [MPa] Gt [N/mm] ft0 [MPa]
2240 0.05 1000 10 × 10−3 0.05
1600 0.05 1000 6.5 × 10−3 0.15

Compression properties:

Gc[N/mm] fc0 [MPa] fcp [MPa] ϵr [-] fcr [MPa]
2 8.0 13.5 0.003 3.0
2 8.0 13.5 0.003 3.0

Bézier curve parameters:

c1 [-] c2 [-] c3 [-]
0.65 0.5 1.5
0.65 0.5 1.5

Table 5.3: Wall 2.

patterns, which are compared within figures 5.15c and 5.15a. It can be noted that the
major failure in wall 2 is the horizontal crack, whereby wall 1 experiences the diagonal
cracking stronger.

It can be noted that the diagonal cracking is displayed thin within the numerical analyses.
However, the diagonal cracks are significant large zones. Part of the argumentation
are the higher order shape functions of p=2. Additionally, the structured grid carries a
strong mesh dependency.

5.3.1 Variation of pre-compression

The previous tests have already intended to study various pre-compression scenarios.
However, due to the varying stiffnesses it is not possible to dictate a precise relation.
Thus, a study has been operated which studies numerically the relation between the
final strength under the variation of pre-compression. For this test hypothetical material
properties are considered.

The stress strain relations of the varying tests are presented within figure 5.16. One
major observable characteristic is, that tests with a small pre-compression exhibit a
more ductile damaging until failure. Tests with a high pre-compression seem to act
elastically until a brittle failure.

All failure loads are compared to pre-compression, including corresponding displace-
ments at failure and presented within figure 5.17. It denotes that the maximal out-of-
plane load capacity for this example is in the range of 0.25-2MPa, while higher and
lower pre-compression loads lead to an earlier failure.
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(a) Crack pattern (wall 1). (b) Crack pattern (wall 2).

(c) Damage plot (wall 1). (d) Damage plot (wall 2).

Figure 5.15: Damage patterns.
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Figure 5.16: Out-of-plane displacements at point A (see figure 5.13) with varying pre-
compression.
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Figure 5.17: Limit states at point A (see figure 5.13) with varying pre-compression.

Additionally, shall be discussed the progressing failure patterns. Within figure 5.18 are
presented some of the damage plots shortly before failure of the structures. It can be
seen that initially, the failure pattern is exhibiting the horizontal crack, while higher
pre-compressions show the diagonal crack patterns.

5.3.2 Discussion of results and methodology

The numerical test have been processed with pure load-control. To better estimate the
relaxation of the post crack zone, alternatives would be required, such as the arc-length
approach. The goal of this study was to calculate accurate loading toward failure and
failure loads. Load control can sufficiently express this.

The numerical results are mostly studied at the center point of the specimen (point A,
figure 5.13). This may be accurate for many scenarios. However, calibrating the model
to fit this behaviour is many times facilitated. It would be important to have multiple
test points within the specimen to check if the shell behaviour is sufficient to accurately
express the complex behaviour of the masonry walls. The model can be calibrated to fit
either shell theory, Reissner-Mindlin or Kirchhoff-Love. Thus, with the limited provided
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(a) 0.0 MPa. (b) 0.0 MPa - perspec-
tive.

(c) 0.1 MPa. (d) 0.1 MPa - perspec-
tive.

(e) 0.5 MPa. (f) 0.5 MPa - perspec-
tive.

(g) 1.0 MPa (h) 1.0 MPa - perspec-
tive.

(i) 2.0 MPa (j) 2.0 MPa - perspective.

Figure 5.18: Damage of varying pre-compression.
122



5.3 Out-of-plane strength of unreinforced masonry wall

material parameters and corresponding results, it cannot be securely said if the model
expresses all zones accurately.

Petracca et al. [182] have simulated the same wall with a FE2 approach. They have
considered half of the wall and have employed symmetry conditions. The suggested IGA
manner would thereby bring the boundary shape functions into the measuring spectrum.
This would affect the size dependent material detrimentally. Additionally, enforcing
clamping at the boundary would either require the bending strip approach [119],
or the weak application of the clamping. This would be dependent on a penalty
factor, which would introduce a model error and thus corrupt the results. Thus, it
was chosen to simulate the entire wall. From a computational aspect the proposed
methodologies are still faster than the approach from [182]. It has been mentioned
that the coarsest configuration has taken 07:12[hh:mm] for the micro scale simulation
and 04:54[hh:mm] for the corresponding FE2 approach. The here proposed simulation
endured 00:21[hh:mm]. Those results cannot be compared one by one as the software
has advanced since then and different machines have been employed. It might, however,
offer a comparison of magnitudes.
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Figure 5.19: Dimensions of masonry arch from [240].

5.4 Masonry arch

Masonry arches are a well known and frequently applied structural form, mostly defined
by a curved rigid span between two supports [14]. A very common analysis method
to estimate the statical strength of masonry arches is the thrust method. Therefor, the
eccentricity between moments and normal forces are considered to estimate if moments
become too strong and would cause the failure of the structure. The approach dates
back some centuries [7, 42] and is yet, still frequently applied within the structural
assessment of historical and modern arches [37]. In contrast to the classical approaches,
the proposed numerical methods shall be exploited within this section to see if the
classical form of masonry arches can assessed properly.

5.4.1 Asymmetric loaded masonry arch

This problem deals with the analysis of a masonry arch with a circular shape which was
tested by Vermeltfoort [240]. The example has been considered within:

• E. Milani et al. [151]: numerical limit analysis

• G. Milani et al. [154]: meso-macro model

• Chiozzi et al. [54, 53]: kinematic limit analysis

The dimensions of the arch are provided within figure 5.19. It is built with a single layer
of bricks, which results in an arch thickness of 100m, equals the brick thickness. The
mortar layer is around 12mm. The inner radius of the arch is 2.5m with a clear span
of 3m and a sagitta of 0.5m. The width is 1.25m. Within table 5.4 are referenced the
relevant material parameters. It shall be mentioned that the example does not consider
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5.4 Masonry arch

Elastic, tension, biaxial, and shear parameters:

E [MPa] ν [-] G [MPa] ft0 [MPa] Gt [N/mm] kb [-] k1 [-] ft,12
ft,21

[-] fc,12
fc,21

t3000 s0.1 s1500 s0.90 s3e × 10−2 s1.15 s0.13 s1 s1

Compression and Bézier curve parameters:

fc0 [MPa] fcp [MPa] ϵr [-] fcr [MPa] Gc[N/mm] c1 [-] c2 [-] c3 [-]
s8 s13.6 s0.003 s3.0 s2.0 s0.65 s0.5 s1.5

Table 5.4: Material properties of masonry arch. The characteristics are regarded
isotropic as this example is structurally one-dimensional. t(·) is known
from experimental data and s(·) is obtained by calibration and speculation.
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Figure 5.20: Vertical displacements - total load of masonry arch.

any compressive damage, as this is far off the range. Furthermore, as the example is
rather 2-dimensional no specific orthotropy needs to be considered, which reduced the
parameter set significantly.

A stress-based Kirchhoff-Love shell has been employed with 5 integration points per
thickness. The total model employed 200x20 knot spans with polynomial degrees of 2x2.
Few material information has been provided, thus, the properties have been estimated
from the different tests.
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Figure 5.21: Post-Processing of masonry arch as experimentally tested by [240].

All four positions are loaded equally until they individually reach 5kN (20kN total).
From this stage on, solely the load at position 2 is raised until the arch fails. The
corresponding outcomes of this investigation are shown in figure 5.20. It can be seen
that the displacements remain symmetric until 20kN is attained. Then, the loading
becomes unsymmetrical and the movements go towards different locations. The authors
of [240] note that the test setup had some problems in the preciseness of the load control,
which shall describe some discrepancies between the model and the experimental results.
However, it can be seen that the ultimate loads are close to the experimentally estimated
results.
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Figure 5.22: Vertical displacements - total load of masonry arch - refinement.

The post-processing of the arch example is presented within figure 5.21. The deflections
of this problem are presented within figure 5.21a. It shows that the failure mechanism
exhibits 3 sub parts, with the highest downwards displacements at the position of the
increasing load. In contrast, an uplift can be observed on the opposite side where
only the initial loads are applied. Figure 5.21b supports the separation within the 3
sub-modules. The failure mode is similar to the classic 4 hinge mechanism (the same
failure pattern has been observed by [151]). It can be seen that the major crack appears
at the load application position. This crack dissipates through the whole thickness and
is finally crucially decisive for the failure of the structure. However, additional cracks
can be observed within the arch. Those do not go through the entire thickness and
thus do not lead to failure at this stage. [240] is noting that a minor crack is appearing
on the top part of the structure, left of load position 1 (ca. 60mm left of it). As per
figure 5.21b, top, the crack initiation is also presented in the digital twin.

To study the insensitivity of the refinement, the example is processed within 3 different
refinement configurations. Once with 10x100, 20x200, and 30x300 knot spans. The
results are displayed within figure 5.22. It must be noted that there keeps being a slight
mesh dependency within the ultimate strength of the respective failing pattern. A slight

127



5 Examples and Investigations

−60 −50 −40 −30 −20 −10 0 10 20 30 400

100

200

300

400

500

pos 2 and pos 3

pos 1 and pos 4

pos 2 pos 3 pos 1 pos 4

displacements in [mm]

to
ta

ll
oa

d
in

[k
N

]

asymmetric
symmetric

Figure 5.23: Vertical displacements - total load of masonry arch - symmetric loading.

variation of the deflections can be observed close to the failure load. However, it can be
seen that those variations seem to be within a reasonable range.

5.4.2 Symmetric loading

The same arch is now loaded with similarly increasing loads at all positions. Thus, it
is now containing a symmetric loading. This is significantly more beneficial for the
carrying behaviour of arches. Within figure 5.23 are compared the numerical results
of the symmetric and asymmetric loading cases. It significantly denotes a difference
of the loading capacity being around 8 times higher than in the asymmetric loading
condition. There is no apparent relaxation and softening phase. Once failure happens,
an immediate snap through of the structure can be observed. Accordingly, damages are
small shortly before the failure (see figure 5.24). Main damages do not occur at the
load application positions, but in-between them.

This examples shows why many masonry arches are actually employed within bridges,
where a filler between arch and pavement ensures almost symmetric and even more
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Figure 5.24: Post-processing of masonry arch with symmetric loading.

beneficial constant loading [156]. In this way more of the carrying capacity of this
structural member can be activated.

5.4.3 Thick arch

Another arch example shall be examined within this study which considers a thicker
structure, built of two brick layers within the thickness. The arch has been tested by
Melbourne et al. [147]. The study considers a series of arches with varying thicknesses
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Figure 5.25: Dimensions of masonry Arch G from [147].

Elastic, tension, biaxial, and shear parameters:

E [MPa] ν [-] G [MPa] ft0 [MPa] Gt [N/mm] kb [-] k1 [-] ft,12
ft,21

[-] fc,12
fc,21

s2200 s0.05 s900 s0.23 s2.8e × 10−2 s1.15 s0.13 s1 s1

Compression and Bézier curve parameters:

fc0 [MPa] fcp [MPa] ϵr [-] fcr [MPa] Gc[N/mm] c1 [-] c2 [-] c3 [-]
s8 s13.6 s0.003 s3.0 s2.0 s0.65 s0.5 s1.5

Table 5.5: Material properties of masonry arch. Properties are considered isotropic as
this example is structurally 1-dimensional.

and shapes. Within this example it shall be referred to Arch G. The dimensioning and
problem setup of this arch is presented within figure 5.25. The arch is loaded with
2 symmetrically applied dead loads (DL) of 10kN each. Then, the live load (LL) is
increased steadily until failure of the arch. The original study lacks of detailed material
properties, thus, those needed to be obtained mostly from calibration (see table 5.5).

This study has previously been considered by Zhang et al. [255] within a partitioned
mesoscale analysis. The research shows good match with the tests, while investigating
a range of possible material variations.

Within the present research this example shall be used to show the effects of different
shell formulations. Therefor, the study is primarily employed with the hierarchic
Reissner-Mindlin(RM) (see section 3.3.2) formulation. Furthermore, the results are
compared towards the Kirchhoff-Love(KL) shell which is applied mostly throughout
this dissertation. The constitutive law from section 4.3 is introduced in a plane stress
formulation and therefor would require additional efforts to consistently enable the
shear deflections from RM. Therefor, the original isotropic formulation is considered for
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Figure 5.26: Vertical displacements - total load of masonry arch.

this example. This assumption is valid as this example is structurally 1-dimensional, as
the width direction is continuous.

The numerical results and the experimental references are presented within figure 5.26.
It appears that the experimental measurement of V2 did not work thoroughly, however,
this shall not be considered consequently. The results seem to match with the experi-
mental measurements in the remaining positions. Within the numerical solutions, the
softening (from around 22kN) is underestimated, expressing the structure stiffer than it
actually is. While reaching the same ultimate strength of 28kN it can be noted that the
numerical approach is well suitable to express the structural behaviour of the arch.

Consequently, the two shell formulations: KL and RM shall be compared to themselves.
The results of this study is presented within figure 5.27. It shows that the arch behaves
slightly stiffer with the KL formulation in the elastic zone. This is expected according to
the theories of the kinematic formulations. However, thereafter the KL stiffness relaxes
significantly faster than the RM counter part. RM shells allow an additional deflection
in the shear direction, which makes it deflecting faster in the initial elastic zone. It is
expected that the restriction of this deflection within the KL-shell theory resolves in
a faster increase of the damage and therefor a faster softening and lower limit load.
However, this theorem is not proven and requires additional research. Furthermore, a
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Figure 5.27: Vertical displacements - total load of masonry arch.

quantitative study including all relevant micro scale tests would be required to enable a
calibration-free simulation and therefor proof which kinematic theory is more accuarate
for this structural problem.

5.4.4 Parametric arch model

One of the fundamental aspects of this research has been the incorporation of numerical
techniques into a parametric CAD-integrated environment. As a result, the necessary
modeling efforts are greatly facilitated. This section discusses the two previously
mentioned arch constructions that have been examined by distinct researchers. It was
able to develop a single parametric model that could be used to model both problems
adequately. The respective grasshopper model is presented within figure 5.28a. The
corresponding shapes are shown within figure 5.28b. By modifying the parameters of:
span, rise, and width the shapes of both models can be generated (see figure 5.28b).
The positioning of loads is more involved. Therefore, additional shapes are created,
which are again dependent on the previous parameters, such as 1

3 , or 1
4 of the span.

Finally, parameters as the specific material properties or the desired thickness of the
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Figure 5.28: Parametric model of both masonry arches which have been discussed
within this section.
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shell need to be adopted. This example shows fundamentally that it is possible to reduce
the workload significantly, while relying on a parametric CAD-integrated analysis.

5.4.5 Discussion of results and methodology

Typically, the failure of arches is associated with [147]:

• Hinge mechanism (mostly triggered by tensile strength).

• Snap through.

• Crushing failure (mostly triggered by compressive strength).

A set of possible failure forms are possible, whereby some are presented within fig-
ure 5.29.

(a) Hinge mechanism. (b) Sliding.

(c) Ring separation. (d) Abutment movement.

Figure 5.29: Typical arch failure modes (inspired by [147]).

It shall be noted that the apparent modeling avenue with the stress-based Kirchhoff-Love
shell is able to detect eventual failure modes of the hinge mechanisms, the snap through
and the crushing failures. To detect sliding failure, higher parameter shell formulations,
such as Reissner-Mindlin shells would be able to present the arch behaviour to a deeper
extend. For the analysis of ring separation, classical shells are probably not suitable. To
simulate the abutment movement, additional support formulations would need to be
modeled into the system.

The presented approach, by using IGA is capable to adequately simulate limit states of
arches. However, it needs to be mentioned that the nature of the high order background
shape functions is in controversy to crack opening and the according allowance of large
deflections. Similarly to the previous examples the damage zones of the cracks would
appear wider than expected and kinks are rather smooth (see figure 5.21).

134



5.5 Masonry cross vault

point 3

point 2

point 1

2.3m

1.15m

load

0.3m

e1

e2

Bond layout:

Figure 5.30: Dimensions of masonry cross vault from [81].

5.5 Masonry cross vault

Within the history of Europe, the first known masonry cross vaults date back to the
Roman empire [88]. Later it was heavily used in the construction of halls and churches.
The structural member is able to carry high loads, due to its geometrical properties.
However, with the improvements in materials the highly efficient structure lost attraction
throughout recent years. While most historic structures have been designed by rule of
thumbs and trial-and-error, the correct and quantitative assessment of such structures
has since been an open research question. Within the 18th century first known analysis
methods have been applied [88]. Within the 19th century, the thrust network or thrust
line analysis, known from the analysis of masonry arches has found its application as
well in the assessment of masonry vaults. Those, however, have appeared with the
following assumptions [106]:

• No tensile strength.

• Unlimited compressive strength.

• No sliding failure between joints.

This is limited in accurateness and can hardly express complex structures. Accordingly,
with the introduction of finite element methods, more possibilities have arisen in
the correct simulation of those masonry structures. Still, the structural analyses of
masonry cross vaults keeps being an open research topic which has gained more and
more attention within the last years [153, 34]. Known references mostly focus on the
following approaches [34]:
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Figure 5.31: Displacements - load of cross vault.

• Continuum-based (Creazza et al. [64], Theodossopoulos et al. [231], G.Milani et
al. [154])

• Limit state analysis strategies (E.Milani et al. [151], Chiozzi et al. [54])

• Discrete Element Method (DEM) (Lengyel et al. [135, 134])

Of the proposed avenues, typically the continuum-based approaches provide the most
comprehensive insights in the buildings. This involves e.g. precise load-displacement
relations and accurate stress plots. The other approaches, however, give very fast
estimations of the limit loads of the structures. Thusly, the here presented continuum-
based approach aligns within the other proposed avenues. In addition to the greatly
matching results from Creazza et al. [64], the proposed avenue contains orthotropic
behaviour, which allows continuing studies.
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5.5 Masonry cross vault

5.5.1 Masonry cross vault from Faccio et al. [81]

The subsequent example is a masonry cross vault, which has been experimentally tested
by Faccio et al. [81]. The cross vault has previously been evaluated in a variety of
numerical models:

• Creazza et al. [64] have shown the applicability of continuum based concrete
damage models for masonry structures.

• E. Milani et al.[151] have considered the example as part of a limit stress analysis
study. In 2017, this study has been proceeded by Chiozzi et al. [54] with a
NURBS-based kinematic limit analysis.

• G. Milani et al. [154] present the apparent problem by a meso-macro model.
Furthermore, various macro models are tested and compared.

The geometrical sizes of this problem are presented within figure 5.30. Unfortunately,
the original authors did not give many geometrical expansions. The vault contains of 4
cut barrels. Its feet are supported strongly in all directions. One load is applied at 0.3m
to the edge of one barrel. The resultant displacements are measured at points 1, 2, and
3.

A CAD model has been created, which contains of 4 trimmed B-Spline patches with
a polynomial degree of 2x2. NURBS are avoided, despite the fact that they would
accurately reflect the geometry. Instead, approximating B-Splines are used. NURBS
would contain a knot duplicity at the top line of the structure and would introduce an
unintended discontinuity in G1 (see section 3.5.3 for further information).This would
introduce errors at a very important and sensitive position.

The qualitative results of this study, right before failure, are presented within figure 5.32.
Failure, within this structure is driven by the delamination of the middle top line and a
crack at each side of the loaded barrel. This failure mode is known to the failure of arches
with similar bonds. This can be observed in the damage patterns from figures 5.32c-
5.32h. The brick layout is providing a failure mode, which induces only limited failure in
the non-loaded barrels. A similar failure mode has been documented by [154]. The limit
load of the numerical analysis is with 11.5kN slightly lower than the experimental limit
load, being 12kN. This proves the applicability of the proposed numerical analysis with
being slightly on the safe side. The load-displacement comparison of test vs. numerical
results are presented within figure 5.31. It shows a sufficient agreement between model
and tests, specifically at point 3. The deflections at point 2 are slightly under, while at
point 1 slightly over estimated. The explanation of the discrepancy may involve that the
numerical model does not contain the ribs of the cross vault, as those are not specified
within the experimental description. Furthermore, the experimental program is not
fully outlined and some dimension required speculation.
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(a) Displacements x50. (b) Von Mises stresses.

(c) Top. (d) Middle. (e) Bottom.

(f) Top. (g) Middle. (h) Bottom.

Figure 5.32: Results for masonry cross vault.

Material parameters were extrapolated using a variety of tests and relationships dis-
covered by the experimental program that was suggested in section 4.2. The numeric
values have been summarized within table5.6. Most parameters have been obtained
from Creazza et al. [64] and G.Milani et al. [154]. It should be emphasized that this
example is more sensitive to the material’s tensile attributes than its compressive charac-
teristics. This is according to historical presumptions that gave masonry an innumerable
compressive strength.

In the following the results shall be compared with available literature. The known
references are plotted within figure 5.33. Creazza et al. [64] seem to match the limit
stress and the deflections fairly well. The analysis has been processed by a calibrated
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Figure 5.33: Displacements - load of cross vault comparison to references from various
literature.

Elastic, tension, biaxial and shear parameters:

E [MPa] ν [-] G [MPa] ft0 [MPa] Gt [N/mm] kb [-] k1 [-] ft,12
ft,21

[-] fc,12
fc,21

[-]

1100 0.1 400 0.1 6.5e × 10−3 1.15 0.13 1 1
800 0.1 400 0.25 20×10−3 1.15 0.13 1 1

Compression and Bézier curve parameters:

fc0 [MPa] fcp [MPa] ϵr [-] fcr [MPa] Gc[N/mm] c1 [-] c2 [-] c3 [-]
6 10 0.003 3 2.0 0.65 0.5 1.5
6 10 0.002 3 2.0 0.65 0.5 1.5

Table 5.6: Cross vault masonry material properties.
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Figure 5.34: Displacements - load of cross vault and cross vault with reverted bonds.

isotropic damage model, known from concrete simulations. The authors note that a
major problem in the simulations have been the correct calibration of the material
parameters. The limit analysis from E.Milani et al. [151] shows off as being slightly
over estimated. G.Milani et al [152] propose a meta-macro model and compare their
results to 2 different macro models. The 2 macro models processed by DIANA [71]
and Deteriorating Simplified Model (DSM) [152, 154] present the characteristics of
the structure, however, slightly over estimate the limit stress. The meta-macro model
expresses the structure reasonably well, while underestimating the limit state. For all 3
models only deflections at point 3 are provided.

5.5.2 Turned masonry bond layout

This study has been extended by a numerical investigation of the bond layout. Therefor
the direction of the bonds has been swapped. Thus, bricks are laying now horizontally
to the edges of the barrels.

The turned layout shows a significant increase of the final stiffness by around 1.5
(11.5kN vs 17.9kN). Furthermore, another failure mode can be observed. As figure 5.34
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(a) Displacements. (b) Von Mises stresses.

(c) Top. (d) Middle. (e) Bottom.

(f) Top. (g) Middle. (h) Bottom.

Figure 5.35: Results for masonry cross vault with reverted bond layout at 12kN.

shows, the structure initially behaves softer, due to the reduced Young’s modulus in e2.
However, the failure is later, which can be related to the higher tensile strength. The
major crack line is not going directly to the center. The cracks are separating a piece
of the structure close to the edges (see figure 5.36e). The same failure mode has been
presented within [151], where the same bond direction has been considered.

Although, the structure seem to carry more, it shall be noted that turning the brick
layout shall not be put as a general suggestion. The employed load case may be more
beneficial for one brick layout, where a different load case may result in conflicting
suggestions. E.g. a continuous load would carry more in the original layout.
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(a) Displacements x50. (b) Von Mises stresses.

(c) Top. (d) Middle. (e) Bottom.

(f) Top. (g) Middle. (h) Bottom.

Figure 5.36: Results for masonry cross vault with reverted bond layout at limit strength.

5.5.3 Discussion of results and methodology

The results show a suitable match with the experiments and previous numerical studies.
However, one aspect shall be discussed from the characteristics of IGA: at the connections
between the patches, disturbances can be observed within the damage patterns. This
is significantly observable within the reverted analysis (see figure 5.36). This peculiar
effect is triggered by the trimmed knot spans in combination with the penalty coupling
of the patches. Furthermore, the slightest error within the tolerances in the coupling
integration may cause significant disturbances. However, for the apparent problem this
is not affecting the results.
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Figure 5.37: Exemplary roof.

(a) From bottom. (b) From outside.

(c) Perspective.

Figure 5.38: NURBS-based CAD model.

5.6 Church roof

The consequent example is inspired by a domed vault church roof, which has been
constructed in the 14th century and is made of masonry. The shape of the roof has been
re-modeled within CAD, and will consequently be analyzed within the framework of
IGA, by applying non-linear shell kinematics.

The shape of the structure is shown within figure 5.38. The entire roof is based upon
a row of repeating members. Each arch has a longitudinal length of 18m and a width
of 10m. For efficiency, only one part will be considered for the subsequent structural
studies. This piece is placed between a set of symmetry support conditions and subjected
to a progressing dead load on the surface. The structural counter-part including its
dimensions are displayed within figure 5.39. The thickness of the roof is considered
with 0.2 m and the surface shapes are modeled with a Kirchoff-Love shell [118]. The
initial part of this study has been processed by a cutting force based shell to put a focus
on the membrane effects of the carrying structure. This has been enhanced by a study
comparing those results with the stress based KL formulation. The CAD model consists
of 2 trimmed coupled NURBS-surfaces. The symmetry and wall supports are discretized
in a strong form by enforcing the support at the nodes. This is possible as those edges
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Figure 5.39: Structural model of church roof.

are non-trimmed. For the vertical supports at the position of the columns is applied a
penalty support, as those are placed at a trimmed edge.

Initially, the tensile damage evolution amid increasing dead load shall be observed
visually, which is displayed within figure 5.40. The compression damage is negligible
within this example as almost no damage is occurring with the applied load. It shows
that most damages are located around the upper right support of the roof structure.
This is as expected from observations of the church, where a noticeable gap can be seen
in this part of the structure towards the supporting wall. Two additional damage zones
appear, whereby one is at a center location and at the lower left corner of the middle
support, which is enforced due to symmetry condition. The damage within the middle
of the hull structure suggests that not the optimal shape has been used for this roof as
this damage may have been avoided by successful optimization techniques. The other
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damage seems to happen due to a slight kink in the shape. Its effects do not significantly
corrupt the results and shall thusly not be discussed further.

5kPa
1

08kPa

10kPa

Figure 5.40: Evolving tensile damage.

From the visual observations of the structural damages shall now be considered a more
quantitative study of the support forces from the right side of the structure. The roof
is modeled once with a damage model and once with linear elastic behavior. The
respective results are presented within figure 5.41. The outcome shows clearly that the
applied damage model prevents tensile forces which are bigger than the tensile limit
strength. The tensile-force peak is going downwards, amid increasing load. Compared
to the simulation, which is not considering damage, the compressive forces are slightly
higher. This is an important outcome, as it suggests that due to the damage a different
load flow happens within the structure. This is an important observation which displays
the possibilities for structural engineering with such damage models.

An additional aspect which shall be considered by this example are the deflections
within the model. Those are presented in figure 5.42. Here, the absolute- and the
y-displacements from the geometrically non-linear and damage model are compared. It
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Figure 5.41: Qualitative support force amid evolving tensile damage.

146



5.6 Church roof

geom. non-linear damaged

Total
Displace-
ments

20mm

0.0mm

y-Dis-
placements

3.0mm

-3.5mm

Figure 5.42: Displacements of the church roof with the geometrically non-linear and
the damage model from top x-y-view.

can be noticed that there is a significant movement in y-direction close to the damaging
support. Still, the largest deflections occur at the center point (point A, see figure 5.39)
of the vault. Hence, the displacements at this point are studied and displayed within
figure 5.43.

The church roof is analyzed in 4 different configurations: the proposed damage model,
once cutting force-based and once stress-based, the linear elastic geometrically non-
linear, and the geometrically linear configuration. The load is gradually increased
until failure i.e. the solution cannot be solved anymore. The results show that the
geometrically non-linear simulation does not vary significantly to the geometrically
linear solution. However, the non-linear effects present an expected slight softening
behavior of the roof. In comparison to this, the roof behavior, which is considering the
damage is significantly softer with much higher observed limit deflections. Finally the
stress based (s-b) formulation notes the earliest failure. This is expected as the cutting
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Figure 5.43: Displacements from geometrically linear, geometrically non-linear and
damage model at Point A (see figure 5.39).
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Figure 5.44: Comparison of refinement and polynomial degree.

force based formulation is only sensitive to membrane forces, whereby, the stress-based
formulation can also consider bending failures.

Additionally, the sensitivity to the polynomial degree and refinement is studied and
presented within figure 5.44. It notes that while having the same refinement level, the
variation of polynomial degree is rather insensitive. However, the resolvability stops
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Figure 5.45: Stress-based (s-b) shell displacements at point A (see figure 5.39) with
varying thickness integration points (ip).

earlier with a polynomial degree of p=3, while p=2 can solve additional solution steps.
This can be described by the cut offs which appear within the relaxation curves from
appendix B. The refinement level appears to have a more significant impact on the
solutions and the final failure. Even though the variation is not immense, it shows that
there keeps being a mesh dependency.

The same refinement study has been processed for the stress-based shell formulation
(see figure 5.45). It can be seen that here the differences between the two different
meshes seem to vanish slightly. The study has been enhanced to investigate the influence
of the number of integration points in thickness direction. It can be noted that the
differences are not significant, while no convergence towards any result is observed
for the coarse scenario. The variation within the refined structure seem vary only for
2 integration points from the other solutions. The results suggest that 2 integration
points per thickness provide the smoothest and at the same time softest lightening of
the structure.
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Figure 5.46: Model of masonry house from Cannizzaro et al. [45].

5.7 Masonry house

The subsequent masonry house is inspired by a set of benchmark studies of masonry
houses: see D’Altri et al. [68] for various boundary conditions, Cannizzaro et al. [45]
for the study of different material models and Cattari et al. [47] for a general summary
of the goals for benchmarks of masonry buildings. Those examples have been created
to estimate the strength of buildings under horizontal loadings, which is specifically
critical with seismic earth quake impacts. Those research projects have been initiated
after the 2016 earthquakes in central Italy.

This example is a 2-story building with a concrete floor in-between. The material
properties from example 5.3 have been employed for the masonry walls. It is inspired
by the architecture from various central Italy buildings.

The structure itself is simple, however, applied within multiple buildings and is mostly
varying throughout them only from the selection of dimensioning parameters. Thus, it
is perfectly suitable to be designed from a parametric model. Accordingly, the major
purpose of the presented numerical example is the explanation of the analysis of masonry
structures in a parametric modeling environment, while triggering few parameters. This
would specifically enable a fast analysis of many buildings and perfectly shows the
benefit of the application of the proposed parametric CAD-integrated IGA workflow.

Within figure 5.47 is presented the grasshopper model of the masonry building, along
with the analytical enhancements. The model displays how deep the geometrical design
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5.7 Masonry house
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Figure 5.47: Parametric model of a generic masonry house.
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Figure 5.48: Displacements at point A (see figure 5.46).
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5 Examples and Investigations

(a) Front. (b) Perspective.

(c) Side. (d) Top.

Figure 5.49: Damage results for masonry house. Damage reaches from blue 0 to red 1.
Displacements are scaled ×200.

interacts with the physical enhancements. Geometrically, the model is mostly dependent
on the 3 lengthens of the house: the length, the width and the height. It additionally
contains a trimming loop for the embodiment of windows and doors. The resulting
geometrical forms are directly connected to the numerical element formulations. Addi-
tional geometrical entities of any kind can be constructed for specific formulations. This
is mostly applied for supports, loads and measurements. The design and analysis model
may be created by linking, disconnecting, or choosing values. This is displayed in the
following by simulating 3 different options: the original design (inspired by [45]), a
larger width, and no windows and doors.
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5.7 Masonry house

The displacements amid increasing loads are presented within figure 5.48. It can be seen
that the model which has a larger width is showing a slight larger final stiffness than the
corresponding model with the original width. However, at lower loads it deforms more
significantly than its counter model. On the other end, the model without openings
performs much stronger with a significant increase of the final stiffness (larger than
1MPa). Those, results seem to be expected, however, with standard methods it may be
hard to find a quantitative comparison. Figure 5.49 is presenting the corresponding
damage patterns in a scaled deformed configuration. The results seem correct with a
general engineering understanding and seem to match with the results from Cannizzaro
et al. [45]. It shows that the loaded part of the building is deflecting significantly more
than the other side and that in total a slight torsion of the structure is visible.

There is no experimental comparison for this example, which makes it complex to
quantify the results. However, this study shows the great potentials which arise with the
application of the proposed CAD-integrated approach. Complex geometrical operations,
which would require a complete remodeling of the analysis part can be processed easily
by only changing the corresponding parameters. Thus, it may facilitate to study different
configurations and therefore optimizes the design processes.
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6 Computer Aided Engineering (CAE)
Workflow

To embed the recent developments in existent multiphysics software frameworks, novel
software architecture and algorithms were developed, which shall be presented within
this chapter. Initially, the aimed CAE workflow is enciphered (see section 6.1), followed
by the integration of CAD utilities with a secluded CAD-kernel (see section 6.2.2)
including essential generalized communication interfaces (see section 6.3) and the
FEM-generalized quadrature point based geometries (see section 6.5), allowing to
unify different finite element physics and procedures for multiphysics coupling (see
section 6.5.3).

CAE stands for the broad union of computer based techniques and software to solve
engineering based problems, whereby it refers to design, analysis and synthesis and their
interaction. Typically, CAE comes along with the application of various Finite Element
Analyses (FEA), reaching from e.g. structural analyses, computational fluid dynamics
(CFD) and optimization of products or processes. Those CAE blocks are broadly grouped
in three main fields: design, and pre-processing, analyses, and post-processing.

The software developments, which are discussed within this section are published in the
open source project Kratos [126]. To facilitate future researchers a better understanding
of the apparent code, this section mostly relies on the Kratos syntax. However, most of
the section is intended to be generic to point out the generality of the proposed software
architecture avenues.

6.1 FEM-based CAE workflow

Considering common work environments for bigger engineering projects, typically the
initial phase starts with the planning and visualization of ideas. By advancing the
handwritten notebook, CAD presents the optimal facilities for creation and parametric
modeling of complex objects. However, from CAD to an eventual simulation it is
frequently a more involved procedure, evolving from the different perspectives, being:
fast visualization versus engineering correctness on the other side.
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6 Computer Aided Engineering (CAE) Workflow

Figure 6.1 summarizes the main required steps towards a fully CAD-integrated simula-
tion by application of classic FEM procedure.

Often the export and respective import of CAD files into pre-processing software is
possible, however, the geometrical information might not be suitable for simulation.
Accordingly, an involved preparation of the model is required, including a restructuring
of shapes into new forms, whereby in many cases it is just more beneficial to completely
redraw the model such that it is optimized for analyses. It shall be noted that in
most cases those operations are non-reversible and the designer or creator of the CAD
model will not benefit from the updates, which might run into problems in an iterative
procedure. Those geometrical forms, either imported or remodeled are in an additional
step transformed towards a FEM-analysis suitable mesh. This step habitually requires a
certain simulation engineering understanding about the numerical properties for the
correct adjustment of refinement to avoid e.g. eventual singularities. Additionally,
within the pre-processing stage the user is required to connect a geometry selection
with the corresponding kinematic formulations, internals, and boundary conditions.
The numerical parameters including chosen physics and materials is exported along
with the geometrical mesh towards a FEM-solver. In some cases the pre-processing
might be within the same framework, however, mostly internal interfaces between the
solving capabilities exist. Even though that data may be transferred easier, the data
at the interface in an embedded pre-processing and analyses are typically similar to
external codes.

The FEM-solver itself can be structured within 3 main stages, the initialization, the
solving and the finalization (see figure 6.1). Each stage is discussed consequently and it
shall be referred to algorithm 6.1 for a procedural overview. (Kratos [126] syntax is
used to allow a better understanding of the applied code for future researchers):

Initialization responsible for reading in all required data and information. Geometrical
forms are imported and being related to materials, physics, and the respective
solver properties. This stage is used to apply mesh refinements and other model
preparations, if required. Furthermore, it deals mostly with initialization of the
required objects of the simulation.

Solving is the main stage of the analysis. Here, an iterative loop is executed until a
certain breaking criteria is reached, either defined by a convergence or a user
defined step or time. Within each iteration, apart from some eventual prepara-
tions, first the linear equation system is assembled, considering the elements and
conditions of the solver. This is consequently solved. If a non-linear simulation
is considered, the assembly and solved is repeated until a desired convergence
criteria is reached or until a defined break point, which is typically seen as the
failure of a simulation. After having reached the convergence, the solutions are
prepared for the next iteration step and for an eventual output.
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Figure 6.1: Classic FEM-based CAE workflow.
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6 Computer Aided Engineering (CAE) Workflow

Finalization is often used for a post-processing of results and a separate output, which
could contain an updated mesh or purely results per nodes, degrees of freedom
and per elements. It shall be noted that many simulation do not consider this step
at all, as output is already done after each iteration.

1 # Imports mesh and prepares memory and simulation

2 Analysis.Initialize()

3 Solver.ImportModelPart()

4 Solver.Initialize()

5 # Run the solution loop

6 Analysis.Solve()

7 while time < end_time

8 InitializeSolutionStep()

9 while not converged

10 Solver.SolveSolutionStep()

11 FinalizeSolutionStep()

12 OutputSolutionStep()

13 # Prepares internals for correct output

14 Analysis.Finalize()

Algorithm 6.1: Classical FEM solver procedure. Kratos [126] syntax is used for a
comparison to the available code.

Finally, after having resolved the numerical problem, the results are taken back to the
pre-processor, or a separate post-processor and are typically visualized or distinctly
analyzed there. From here, it typically requires human interaction to either terminate
the process or in many cases update the initial CAD model which could resolve into
an iterative optimization process until a suitable design is found. This process would
include many involved interfaces from CAD to pre-processing and analysis and from
post-processing to CAD. Accordingly, it shall be addressed to advance this process by
the continuous integration of IBRA as shown in the consequent section.

6.2 CAD-based CAE workflow

To avoid the difficulties arising from the conversion between the different discretizations
from CAD and FEM, a workflow considering solver-integrated CAD utilities shall be
presented. This involves a direct simulation based upon IBRA (see section 3.4), or
can be e.g. a workaround including its own meshing, which however still keeps the
connectivities to the original CAD model.
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Figure 6.2: CAE workflow with integrated CAD kernel.
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Initially the CAD model needs to be prepared and enhanced with physical information
as suggested in section 2.3. This information is later-on being exported within two
groups, the geometry, which is containing pure geometrical model data (see [222] for a
comprehensive explanation and a possible format for this exchange) and a physics and
materials section connecting the geometrical attributes to mechanical properties.

Those information shall be the input of the respective solver, whereby, the typical phases
defined within algorithm 6.1 shall be kept. The initialization stage of the analysis shall
be used to import the CAD-geometries, consequent by an eventual refinement and finally
a discretization into a feasible integration domain, which shall be taken and reformed
into elements. A alternative of directly using the provided geometry description, is by
meshing or tessellating the latter to run classical FEM simulations. Hereby, it may help
significantly to have the exact geometry description, as then, simulation demanded
refinements can be operated without leaving the solver with user involved updates.

Consequently the procedures are theoretically identical to the classical FEM based CAE
workflow (see section 6.1), with the difference that the CAD-based simulation can
continuously communicate with the CAD geometries by eventual geometrical updates,
refinements or eventual reflection and analyses of results on the geometries, including
outputs upon the CAD model [27].

6.2.1 Interface between CAD and IBRA solver

Different stages can be enciphered between the CAD model and an analysis suitable
model, whereby figure 6.3) is summarizing the required pre-processing steps for a
classic IBRA analysis, as per section 3.4, in comparison to the FEM procedures with
a geometry meshing. Whereby, some solvers do provide a vast amount of geometric
operations, some others do not any, or provide only few. Accordingly, the differences
and requirements shall be discussed.

From figure 6.3d no additional complexity is required, as standard FEM-solvers should
be able to cope with this information. Accordingly, information for all integration
points, including evaluated shape functions (a suggested internal data structure for
FEM-codes is outlined within section 6.5) is provided from the external input. This is a
important interface, which facilitates the non-invasive use of many FEM codes, however,
considering the requirement of some derivatives, this interface might be very heavy.
Still, considering the workflow from section 6.2 this might be the exchange between
CAD-utilities and solver.

To reduce the amount of exchange information, figure 6.3c, provides only the location
of the integration points within the respective domains, which requires the facilities
to evaluate NURBS for the assessment of shape functions. Within [222] is proposed
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6.2 CAD-based CAE workflow

a possible format for an exchange at this step. As described per section 3.4, the
operations to reach this information might be methodologically deeply involved within
the IBRA simulation, especially as various inputs and geometry descriptions might
require very flexible treatments to achieve a robust procedure, specially mentioning the
evaluation of trimmed domains, or detection of continuity information might require
sophisticated knowledge. Accordingly, as this interface is a great combination between
required developments within the solver with manageable exchange information, some
commercial products currently rely on it (as up-to date LS Dyna [133]). The transition
from CAD-geometries to a feasible integration domain can either be evaluated within
separate tools or can directly be evaluated within CAD, which itself frequently provides
essential mathematical functions for an eased implementation. As comparison, within
classic FEM procedures, at this stage the location of quadrature points is defined
according to the chosen integration rule.

The exchange from figure 6.3b is a rather theoretical exchange. However, it shall be
noted within some code environments, the separation towards knot spans is known
as elements, as all quadrature points within a single knot span would share the same
non-zero control points. Accordingly, some software would require specifically the
relation towards the groups where it belongs to.

Another essential step, which typically is the first geometry preparation step, is the
refinement of geometries, as per figure 6.3a. It shall be noted that CAD-software can
typically cope with those mathematically quite complex operations fairly well, which
makes many solver developers rely on it. However, it shall be noted that the exchange
information might be significantly different and additionally, certain mesh refinement
operations are a useful tool within the simulation, which increases the flexibility of
the software. This step can be somehow compared to the classic meshing per defined
accuracy, as drafted by figure 6.31. This operation may happen in a dedicated pre-
processer, however, can also be executed by a specific solver, with the given CAD-raw
content. It shall be mentioned that within IBRA, further refinements are still possible
without additional loss of quality, whereas once meshed, further refinements will not
better approximate the exact geometry. While keeping the CAD model within the solver
environment, re-meshing may be done upon the original shape, resulting in a better
shape quality.

It shall be noted that for many purposes, as e.g. contact or solver induced meshing an
interface no later than figure 6.3a would be required as later stages do not necessarily
have a link back to the geometries itself which may carry the essential information.

To summarize, the whole spectrum of depicted interfaces between CAD and a solver is
possible and in general it holds: A solver which is close to CAD needs a very high level
of CAD functionalities and only a little amount of (complex) CAD data, whereas solvers
without any dedicated build-in CAD functions require a big amount of rather basic data
[222].
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Figure 6.3: Selected interfaces from CAD model to analysis, including classical FEM
meshing and isogeometric B-Rep analysis based approaches (modified from
[222]).

6.2.2 Solver-integrated CAD geometry kernel

The integration of CAD facilities require a comprehensive incorporation of advanced
geometries, capable to fulfill the demands from both the design and the analyses,
whereby it showed up that the required geometries can be grouped in 3 types (see
Figure 6.4).

The first group contains of untrimmed geometries, containing the complete description
of the shape. As within this scope mainly NURBS geometries are considered this group
is mainly being either NURBS solids, NURBS surfaces or NURBS curves. Nevertheless,
any type of geometry is eligible to be part of this group, e.g. standard triangles, quads or
lines can be used similarly, as all those geometries are standalone geometries, meaning
that those are containing all relevant information and do not have any dependency to
other geometries.
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6.2 CAD-based CAE workflow

Some special geometries within this group are ones which are described within the
parameter space of different geometries, whereby with the here described problems,
those are mainly curves on surfaces, however, also e.g. surfaces within solids or curves
within solids are being studied. The curve on surface is behaving as a curve considering
its dimensional coordinates, however, the curve description is defined in the local space
of the surface which has its own specific shape (see section 3.1.3). Considering certain
mappings, first the curve shape is being evaluated, second the mapping towards global
space is applied. To cope with the need of generality, those geometries form a single
object, which relies itself on two or more geometries.

Secondly, the group of B-Rep geometries unites a set of sub geometries. Where NURBS
geometries contain of their mathematical description, B-Rep geometries have additional
boundary delineations. For a curve this is start and end point, for a surface these are the
boundary curves (see section 2.1). Exemplary, a B-Rep curve on surface is incorporating
a NURBS surface described in 3D with an embedded NURBS curve described in the
two parameter dimensions of the surface. An important remark at this stage is that the
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Figure 6.4: Geometry groups of CAD-described models.
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6 Computer Aided Engineering (CAE) Workflow

background geometry contains the control points with degrees of freedom, whereby
the embedded curve might exclusively rely on the spatial position of the control points,
which means that different node containers may be applied within the B-Rep geometry
for efficiency. Additionally to the shape, it embraces the information of the reversal of
the curve direction and the delimiting start and end points.

The third group are the coupling geometries, which contain a set of sub-geometries,
combined without a predefined order, nevertheless certain dependencies need to be
fulfilled to succeed water-tightness of the model. Coupling geometries are essential for
the simulation with CAD-based models, as it is a tool to preserve the continuity within
the sub-domains or patches within structural model. Those can be exerted to either
apply pure C0 continuity of dofs between the spatial discretizations, dependent on the
underlying kinematic formulation peculiar conditions as the curvature enforcement,
namely G1, is within its scope and also special contact formulation can be applied
on those boundaries (More generally spoken, coupling geometries are mainly used as
interface containing all required information and connection for the operations described
within section 3.8.1). Because those interfaces are unimportant for CAD visualization,
many systems either have difficulty detecting the coupling interfaces appropriately or
disregard them completely. As a result, to ensure correct detection and description
of the coupling geometries, additional efforts must often be processed, either in the
CAD-API or the corresponding solver integrated CAD utilities (see section 3.5.3).

6.3 Geometrical interfaces

This section shall discuss some avenues to generically interact with all types geometries
within a given solver environment. Initially, it shall be discussed a way to generify
geometrical interfaces with the specific needs and specification from CAD-geometries.
Furthermore, a standard is introduced which covers the interaction with CAD-models,
feasible integration geometries and meshes.

To substantially integrate NURBS and B-Rep forms within the geometrical procedures
of any software framework, interfaces need to be standardized to distinguish different
scenarios for algorithms, such as meshing, integration, search or intersection detection.
Within different stages, certain additional information might be provided. Projection
cases may be a sophisticated and often very costly operations, while sometimes those
require many iterations to find the optimal position. Furthermore, closest point de-
tections are having mostly saddle point problems and thus the convergence may not
be guaranteed for a random starting point. This may make it essential to obtain a
proper initial guess, whereby those may come from a closest point in a point cloud of a
discrete form of the geometry. This point cloud is dependent upon the deflections of the
shape and thusly might be updated continuously. This may not be a crucial issue as it is
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dependent on the amount of points and the complexity of the shape. Thus, sometimes
it may be less involved to recompute the point cloud, rather than keeping the memory
of storing it. However, creating the point cloud within every search may result into
a computational overkill. Following, it may be helpful to group certain operations to
improve the computational efficiency in highly optimized operations.

The efficiency can be optimized significantly for some use case, as sometimes certain
information might be already available from the calling utilities. To make advantage of
this, interfaces are split up within distinct complexities: the ProjectPoint, the IsInside
and the ClosestPoint functions.

ProjectPoint is meant to directly apply mathematical projection functionalities, such as
a Newton-Raphson search. Those methods are usually heavily dependent on the
initial guess (see figure 6.5c) and some convergence parameters. It is specified
that this interface does not make any complex advanced estimations to ensure a
solution quality. Instead, it follows the mathematical algorithms for the provided
input parameters. Accordingly, by using different initial guesses as input, the
outcome of the interface might change. This is required because of computational
efficiency and allows a user control as e.g. sometimes different contact points
might be triggered due to distinct initial guesses.

ProjectPointGlobalSpaceToLocalSpace maps globally defined points into the
local space of the plane or shape spanned by the respective geometry.

ProjectPointLocalSpaceToLocalSpace if point is not inside the physical domain
it maps locally defined points onto the trimming, or natural boundary within
the local space of the respective geometry.

IsInside Even though that this interface is mostly applied for checks if e.g. projections
have succeeded, it may be a computationally costly operation and thusly requires
a specific investigation. If the reference point is provided in global coordinate
system, the method requires a projection in the local space, which may be processes
through ProjectPointGlobalSpaceToLocalSpace. Secondly, the method checks
if the local coordinates are within the bounds of the geometries. This may be
accessed through the IsInsideLocalSpace.

IsInsideLocalSpace checks whether locally defined points are within the trim-
ming, or if not applicable, the natural boundaries of the geometry in its plane.
For most primitive shapes, this is a reasonably cheap operation. However,
for NURBS-based trimmed surfaces this may be computationally involved.
A standard operation to process the test is by creating a tessellation of the
trimming curves and then making an inside outside check from the obtained
polygon, which is a fairly fast algorithm and accurate within the chordal
error tolerance of the tessellation. Dependent on the amount of calls, both
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recreating or storing the tessellation may be applicable and thusly should be
decided carefully.

ClosestPoint is a deeper level of the interfaces, which processes, additionally to the
mathematical projection, a initial guess search for the projections which is crucial
from some projection scenarios. Furthermore ClosestPoint ensures the IsInside
criteria. As discussed previously, the initial guess search might be very involved
and thusly computationally costly, e.g. once point clouds needs to be created.
Accordingly, if applicable it would be more efficient to directly use the Projection-
Point.

ClosestPointLocalSpaceToLocalSpace considering a projection was successful,
however, the mapped point does not lay within the physical domain, i.e. the
trimmed domain, this function provides methodologies to obtain the closest
boundary of the respective geometry to obtain a point which is inside. In
a 1D cases this would be the delimiter of the curve which is closest to the
local coordinate, in 2D cases this mapping would be more sophisticated,
considering a projection to the boundary curves.

ClosestPointGlobalSpaceToLocalSpace is the most comprehensive interface and
accordingly computationally most costliest. In a generic implementation
it may rely directly on the previous methods. In contrast, there the local
coordinates are already provided, whereby here the closest point computation
will require to obtain those first. Accordingly, it does a search of appropriate
initial guesses for the projection, ensuring that the global minimum instead
of a local optimum is found, which in some cases might lead to multiple calls
of the projection function. After getting the projected point, it is checked
whether the resulting point lays within the physical domain, which would
lead to the call of the ClosestPointLocalSpaceToLocalSpace function.

6.4 Analysis embedded Modelers and Processes

The introduction of the CAD-kernel within the analysis process (see algorithm 6.1)
with all required preparations and interfaces suggests that specific stages will need to
be defined, to continuously embed novel procedures without modification of existent
sequences.

In the proceeding, modelers shall be the communicators with the geometry/ internal
CAD models, whereby communications can be i.e. inputs, discretizations, meshing or
tesselations, spatial deliminations for contacts or boundary conditions. Respectively,
solvers handle and communicate with the computation models, which includes for
example the handling of nodes with dofs, assembly of linear equation system and its
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solve. Finally, processes deal with the initiated geometries, or models and accordingly
are initiated, only after the solvers and modelers. After the initialize phase, processes
deal with the entire communication between solvers and the geometry models, as those
provide interface in-between all solver based calls.

It shall be noted that all instances are embedded within a dynamic memory list, accord-
ingly are named in plural within this section, allowing to easily vary the number of used
modelers, solvers and processes by the use case and example.

To cover all tasks and to avoid conflicts, the calls are embedded and structured within
the initialize of the analysis with the respective sequences as shown in algorithm 6.2.

1 Analysis.Initialize()

2 # Import CAD and geometry models

3 Modelers.SetupGeometryModel()

4 # Update and prepare geometry models

5 Modelers.PrepareGeometryModel()

6 # Set up computation ready models

7 Modelers.SetupComputationModel()

9 # Import computation data

10 Solvers.ImportComputationModel()

11 # Prepare computation models before analysis

12 Solvers.Initialize()

14 # Prepare computation models before analysis

15 Processes.Initialize()

Algorithm 6.2: Usage of Modelers, Solvers and Processes.

Referring to CAD-integrated simulations, the first stage, the SetupGeometryModel is
mainly used for rawly importing geometries coming from CAD. This is consequent by the
preparation of the entities within PrepareGeometryModel, being for example a eventual
refinement (see section 6.4). Other possible operations within this stage could include
a meshing or tessellation of the pure geometries, towards a eventual classical FEM
simulation. The last geometry model oriented step, is the SetupComputationModel, which
respectively shall be responsible for creating a analysis suitable model, accordingly is e.g.
evaluating the integration domain for IBRA and creating the elements and conditions.

Within IBRA, the processes might be used for assigning the correct values of load and
boundary conditions. However, various preparations are happening within this phase.
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By following clearly defined interfaces, e.g. as from section 6.3, those modelers and
processes can be generalized and can be used for an efficient simulation with either
classical FEM, IBRA, or more sophisticated approaches involving coupled simulations.

6.5 Quadrature point geometry based unified FEM
simulations

Within classic FEM software architecture geometrical information are generally de-
coupled from the kinematic element formulation, to allow a seamless inter-exchange
without repetition of code. Each element formulation typically contains an access to
property information such as constitutive laws, material properties and physical proper-
ties and a corresponding geometrical object. From this information it shall be capable
of defining the kinematic formulation, resulting into local stiffness matrices and load
vectors.

The geometry itself provides all information required for numerical continuum me-
chanics as the spacial location of integration points, its corresponding shape functions,
evaluations of base vectors and more. However, geometries require to deal with more
as the same set of data may additionally be used for operations as e.g. contact checks
and geometrical delineations. This provides an additional advantage of the separation
between element and geometry.

As the geometry is part of the element, the relation linking element and geometry can
be seen as an aggregation, rather than a composition (see figure 6.6a). The geometry
can exist and act independently, which is a characteristic typically exploited by the
CAD-kernel when the geometries are meant to serve several functions rather than just
completing one part.

To avoid extensive reimplementation a replacement structure has to be found which
fulfills all requirements from eventual element formulations and seamlessly mimics the
behavior of various geometrical objects which itself do not satisfy those conditions.

In accordance to achieve this, it was chosen to take the lowest level of a geometry,
the integration point and create geometries which similarly act as an independent
geometry, however, do contain only the information that a integration point needs
as the integration weight (corresponding to equation 3.11) its degrees of freedom,
namely the nodes and a pre-evaluated amount of shape functions and derivatives (see
figure 6.6b). To make it inter-exchangeable with other geometries, it is a derivation from
the geometry base class, which interfaces and functionalities still deal with accessing
the respective nodes.
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(a) Classic architecture.
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(b) Novel proposed alternative using QuadraturePointGeometries.

Figure 6.6: Aggregation between Element and Geometry in numerical analyses software
architectures.

With this novel geometry, the majority of tasks within a numerical simulation can be
achieved, however, some operations require a larger bandwidth of information, as
maybe a differential variation, a neighbor or contact search or many more. In order
to provide this additional information, it is essential to keep the respective geometry,
which the quadrature point is part of, as a parent, through which, almost all function as
specifically spatial operations can be accessed.

Amid being developed for the seamless and efficient integration of IBRA (see conse-
quent section 6.5.1) in an existent software environment, it showed off as a powerful
tool, coping with much more, as e.g an efficient implementation of MPM including
some unique methodological modifications (see section 6.5.2) and as a novel imple-
mentation technique for many more numerical approaches, being either particle or
continuum based. It provides unique opportunities for novel developments as it allows
a low level interaction for comprehensive problems, which would otherwise require
an own framework. Additionally, it provides data exchange-abilities and interface
connections between various physics, as of the lowest level it can directly interact with
most methodologies (see section 6.5.3).
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6.5 Quadrature point geometry based unified FEM simulations

As drawback of the quadrature point geometries shall be mentioned that for many
scenarios, it may be more memory involved as a separate implementation. However,
this is many times outweighed by the fact that it can be relying on deeply optimized and
largely tested implementations and developments, which would need to be redeveloped
otherwise. To slightly optimize the procedures with quadrature point geometries, for
some scenarios it is suggested to modify the new geometries in such a way that it
may contain multiple integration points, being related to the same degrees of freedom,
which could improve memory consumption and facilitates in some cases the assembly
process.

Remark 6.5.1: Memory of pre-evaluated shape functions in Kratos Multiphysics

Geometries in Kratos have access to a static container through which the shape
function values at Gauss point locations can be accessed, where those are pre-
evaluated once and are valid for all geometries of the same type. This helps
reducing repetitive shape function evaluations and minimizing memory due to the
static container. Additionally, respective interfaces do not need any derivation and
are thusly non-virtual functions of the geometry base class as the structure and
access is given through the container, which itself is provided by each geometry
type. Accordingly, memory and computation costs are optimized for finite element
simulations, involving standard geometry entities.
However, for special geometry types it means that those very essential interfaces
cannot be overridden. To cope with this, the quadrature point geometries, mimic
this container with a non-static container being carried by the respective object,
which allows to use the optimized interfaces. The shape function container can be
updated throughout runtime, however, it cannot be updated or computed while
needed, which means on the other hand that all shape functions are required to be
pre-evaluted and stored, which involves an inevitable additional use of memory.

6.5.1 IBRA simulation with CAD-based geometries

Both, NURBS and B-Rep geometries (see section 6.2.2) would contain sufficient informa-
tion to be directly enhanced as geometries to element and condition formulations (see
figure 6.6a), additionally those provide full facilities for spatial operations. However, it
showed up as unfeasible to directly rely on those entities as of following reasons, being
mainly related to software architecture issues.

Primitives, typically used for CAD to usually have a small amount of nodes and quadra-
ture points, e.g. a triangle has 3 nodes and 1 quadrature point, for the lowest order
integration. However, as contrast NURBS-based geometries may have endless amount of
nodes, namely control points and even a higher amount of quadrature points, whereby
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those are respectively typically not interfered by all control points of the geometry.
The outcome is that for keeping existent implemented formulations, very large shape
function vectors, containing many zeros would need to stored and passed to the ele-
ments. This would result in additional computational overhead including a unnecessary
memory consumption.

Moreover, by keeping the integration together with the full geometry objects, paral-
lelization could not be executed within the element layer, however would need to be
handled within the element itself, which could run into thread control problems with
blocking waiting times.

It shall be noted that by implementing corresponding element formulations to the
novel geometries, those issues could be minimized, however, bringing this together
with existing code does not provide a possible design. To cope with those issues, the
quadrature point geometries, as per section 6.5 were introduced. Those are initiated
in the beginning from the CAD NURBS geometries. The procedures described within
section 3.4 are processed and for each found quadrature point is created a new ge-
ometry and respectively element. Those quadrature point geometries, do only have
the respective non-zero control points and are accordingly more efficient. Additionally,
they have their own shape function container, which facilitates the memory access and
accordingly the parallelization.

The initial process of detecting integration points, which might be quite involved within
a trimmed domain is executed only once, which may also increase the efficiency of the
entire simulation, which as controversy would be resolved at every access through the
B-Rep or NURBS geometry.

6.5.2 The MPM as extension of FEM

Material points, are particles described within a mesh, which is principally similar to
a finite element piece with a single integration point. Accordingly, quadrature point
geometries shape the ideal geometrical counterpart for material point elements.

It results that by using an updated Lagrangian element, which refers to figure 3.24a, the
particle based steps figure 3.24b-c can be applied by processes being executed at the
beginning of each time step. Theoretically, also the end would be feasible, however, then
the degrees of freedoms would be reset which would mean that own output processes
would need to be created, as otherwise, internals can be evaluated by the same known
form from the original implementation.

By keeping the background grid as parent of the quadrature point geometry, the search
can be facilitated significantly by first checking if the material point lays still within the
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6.5 Quadrature point geometry based unified FEM simulations

same geometry and if not new location can be found easily by recursively searching
within the neighboring forms.

Following the previous suggestions, the numerical procedure can be summarized by
enhancing algorithm 6.1, resulting into algorithm 6.3.

1 # Imports mesh and prepares memory and simulation

2 Analysis.Initialize()

3 Solver.ImportModelPart()

4 Solver.Initialize()

5 # Run the solution loop

6 Analysis.Solve()

7 while time < end_time

8 Processes.BeforeInitializeSolutionStep()

9 # (b) - interpolate from background grid to internals

10 # (c) - reset grid

11 # (d) - extrapolate internals to the background grid

12 InitializeSolutionStep()

13 while not converged

14 # (a) - Lagrangian perspective

15 Solver.SolveSolutionStep()

16 FinalizeSolutionStep()

17 OutputSolutionStep()

18 # Prepares internals for correct output

19 Analysis.Finalize()

Algorithm 6.3: Classical FEM solver procedure, using Kratos [126] syntax for a better
comparison.

Finally, it can be summarized that by using the recent developments for the imple-
mentation of MPM a vast re-usability of existent code structures becomes applicable,
which typically implies a highly tested code, with often optimized algorithms. For
the apparent case it means that the updated Lagrangian element from classical finite
element structural formulations is being reused.

By combining (b)-(d) within a single function, the memory consumption can be reduced
drastically, as herewith no additional memory needs to be allocated permanently. This
is achieved as the relevant information can be computed in the old configuration and
then transferred within the same function to the reset configuration.

Additionally, by keeping the close connection between classical FEM procedures and
MPM, both, a non-continuous threshold driven update or a continuous update, known
from classic MPM is similarly possible. Therefor, the process being responsible for the
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particle based perspective is triggering the update only once certain criteria are met,
as a number of steps or a defined stress limit. By reducing the amount of updates the
accuracy of the simulation can be improved as per remark 3.7.2, including also a more
reduced amount of cell crossings keep stability within the simulation and additionally
the computational efficiency can be improved significantly.

6.5.3 Unifying inter physic coupling

As previously described, the usage of quadrature point geometries allows an unidentified
coupled simulation, being on the chosen physic and geometrical description. In that
manner, many numerical approaches can be streamlined by having common interfaces
resulting in a unified data exchange, involving closest neighbor, closest element/condi-
tion towards Mortar-based information transformation.

Algorithm 6.4 is describing the procedure which shall be aimed for by the continuous
integration of coupled multiphsics simulations. 2 independently described analysis are
taken into account, being Analysis1 and Analysis2. It shall be noted that those do not
necessarily need to be within the same code environment, which is an essential feature
considering that mostly, different tools come along with advanced implementations in
varying fields.

Within the simulation, the communication between the procedures are happening
either before or after running a dedicated solution loop. Depending on the physics, the
desired accuracy and the wanted information exchange, the complexity of the inter-
facial operations between the analyses may vary largely. Starting from user defined
connections and exchange relations up to interface formulations, many avenues different
are applicable. However, it showed that for most cases standardized relations may be
formulated. Accordingly, the need of a mapper, which independently detects interfaces
raised. Hereby, again different complexities can be triggered:

closest node maps solution step results from a node on one side to the closest node on
the other domain. It shall be noted that the solution quality may shrink drastically
once nodes are not placed closely between the two domains.

closest element/condition brings information from dedicated elements or conditions,
which typically unifies multiple nodes towards. Sufficient for many discretization,
this exchange brings in inequalities if the geometries itself are not related tightly.

Mortar-based mapping geometrically resolves the interface (see Wilson et al. [246]).
It is the most involved mapper, with typically the best accuracy for the interface
equilibrium.

174



6.5 Quadrature point geometry based unified FEM simulations

1 CoupledAnalysis.Initialize()

2 Analysis1.Initialize()

3 Analysis2.Initialize()

5 Mapper.SetUpMappingMatrix()

7 # Run the solution loop

8 CoupledAnalysis.Solve()

9 while time < end_time

10 while not converged or number of iterations

11 # number of iterations = 1 for weak and for FETI

13 Analysis1.InitializeSolutionStep()

14 while not converged

15 Analysis1.Solver.SolveSolutionStep()

16 Analysis1.FinalizeSolutionStep()

17 Mapper.MapFrom1to2()

19 Analysis2.InitializeSolutionStep()

20 while not converged

21 Analysis2.Solver.SolveSolutionStep()

22 Analysis2.FinalizeSolutionStep()

23 Mapper.MapFrom2to1()

25 if needed

26 Mapper.UpdateMappingMatrix()

28 Analysis1.OutputSolutionStep()

29 Analysis2.OutputSolutionStep()

30 # Prepares internals for correct output

31 CoupledAnalysis.Finalize()

Algorithm 6.4: Coupled FEM procedure, using Kratos [126] syntax for a better cross
comparison.

Depending on the problem and the applied adjustments, the mapping information needs
to be updated after or before each time step, which is mostly the case once the interface
is changing largely, as e.g. in contact simulations.

Accordingly, the mapper itself has three major tasks: creating and keeping the mapping
matrix which defines the relation of the two domains, finding the geometrical relation
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Analysis Application 1 Application 2Mapper

set up mapping matrix

Modeler

find intersections

map integration domain

create mapping matrix

new
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information

get mapping
information

integrate
intersection domain

Figure 6.7: Sequence diagram for the creation of the mapping matrix between two
independent domains from the applications 1 and 2, under consideration
of a Modeler unit.

and exchanging the information. Whereby, keeping the first and latter are problem
independent procedures, finding the geometrical relation might be involved and highly
varying upon the chosen descriptions (e.g. as per section 3.4.3). To cope with this
problematic, the specific operations are once again out-sourced from the original mapper
and applied within modelers (similar to section 6.4). This facilitates to create mappings
between domains of major complexities. However, to deal with the resulting information
a standardized data management is required, which consequently is achieved through a
combination of quadrature point geometries, within coupling geometries. Accordingly,
the modelers create this type of information resulting from the geometrical identities of
the physics. The modeler itself uses this information and assembles a mapping matrix,
which is used for the information exchange.

The modeler embedded mapper sequence to create the exchange information between
two independent sub-domains is graphically enciphered within figure 6.7. It shall be
noted that the shown procedures from the modeler may be provided by pre processing
or is detected in a different way. Accordingly, the here provided suggestions are mainly
valid for the within this thesis discussed approaches, namely classical FEM, IGA/IBRA
and MPM.
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6.6 Cocodrilo: Pre- and post-processing d

The Rhino [193] plugin Cocodrilo [224] has been developed as part of this dissertation,
which copes with the data collection and respective data processing towards solver
interaction. Its contemporary design has been IGA, however, it grew towards a platform
for parametric multiphysics problems, as it is enhanced to parametrically create inputs
for classical FEM, DEM and MPM. It does furthermore provide possibilities for the
post-processing of results. This covers the visualization of deformed geometries, contour
plots, the position of integration points, array plots of internals, and more. The plugin
works seamlessly with Kratos multiphysics [126], however, not limited.

The tool has been successfully employed in research, teaching, and industry. It is
frequently exercised within the courses "Membrane workshop" and "Shell structures".

This section presents the design of the plugin. Further information can be found
within [223].

6.6.1 Interaction with the CAD-data

Generally, multiple avenues exist for the user interaction with a CAD model, which are
also dependent upon when the interaction with the models happen. Most script-based
CAD software would allow to genuinely add the entities within the geometry creation
process, as the user data enhancement can happen at the same time. Most systems rely
on a graphical interface and do not provide access to their internal data management
for the user. Additional procedures have to be incorporated. Within this publication
three possible ways shall be outlined and discussed: the command-based, the GUI-based
and the visual-programming-induced process.

Command-based enhancements:

Commands are the least complex interaction possibility. Each command is implemented
in such a form that it consequently demands certain input, as e.g. the selection of
specific geometry objects of defined types, or simpler inputs as strings or numbers. The
output is either saved as a user data enrichment of the geometrical entities or as a
general data collection at the plugin level.

Commands are typically interesting once few operations need to be processed, however,
they might appear heavy and blocking if much information needs to be collected.
Additionally, an overview of all conducted steps and the supplied information is not
available without additional data visualization in the viewport or reporting commands,
which is generally no blocker, however it lacks a bit in overview.
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GUI-based enhancements:

A GUI shall help the user to quickly get an overview of the available options and
modification parameters. This allows a fairly easy introduction in a novel software,
helps the unlearned user and should also reduce possible misunderstanding within the
modeling process. An example of a GUI for the structural analysis with thin-walled
structures is presented in figure 6.8a.

Within Rhino, it turned out that having a hybrid format between the GUI and the
commands result in a very efficient work flow. Accordingly, the button of the GUI would
call certain commands and provide selected properties, which were provided in the GUI.
The command collects the missing information by letting the user select the respective
geometrical items.

Visual programming-based enhancements:

Lately, parametric design has evolved significantly allowing to make models dependent
upon defined parameters [196, 162]. This allows to easily adapt to changing needs
throughout the design process. Consequently, it helps to streamline certain drafts by
defining the relevant sizes as parameters and later on only adjust those parameters for
an automatic update without having to manually redraw the entire structure.

A prominent parametric design tools is the Grasshopper plugin [93], belonging to
Rhino [193]. It comes along with a so-called visual programming platform, which
allows to include various components, being e.g. geometrical entities or physical
properties. It is upon the user to connect those, by developer defined interfaces, without,
or with barely interacting with the source code, which gives simplified but enormous
possibilities.

Within the scope of Grasshopper-based CAE, there already exist many structural analysis
tools such as Kangaroo [116], Karamba [117] and kiwi!3d [120]a, whereby the latter is
also based upon IGA. Within architecture and some fields of engineering those plugins
have been established as essential parts within the design process.

Within the scope of visual programming, the previously discussed commands are ex-
changed by objects. Those take certain geometrical entities as inputs and pass them
along with the physical enrichments. Finally all data is collected within a model object,
where all entities are combined and an exchange with the solver may be processed.

akiwi!3d is based upon a similar Rhino-plugin concept as Cocodrilo and was designed and optimized
to work seamlessly with Carat++ [46], whereby Cocodrilo relies on the application of KratosMulti-
physics.
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(a) GUI-based.

(b) Visual programming-based.

Figure 6.8: User interaction avenues within the pre-processing for church vault roof
from section 5.6.
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Figure 6.9: Software architecture of Cocodrilo (Modified from [228])

Discussion about the various interaction processes:

It shall be noted that either of the previously mentioned procedures has its advantages
and accordingly, use cases. The command and GUI-based approaches are typically
essential once the design of the CAD model has been completed and is only imported and
processed for the analysis model. In that scenario, selecting the according geometries is
pretty simplified and fast for untrained users.

On the other end, once the analysis shall be included within the design process and the
model variations are more than moving some control points, the visual programming
shows off as the most efficient way. Specifically, once topology is changed, Rhino might
have issues in keeping the correct data in place. In contrast, Grasshopper rebuilds the
whole analysis model from the changed parameters. This is possible since the relation
between the geometries and physics is not stored with respect to an object id but as a
function of the geometric input.

6.6.2 Software architecture

The discussed groups are presented within figure 6.9. They are classed among the global
memory, which is accessible from any place, the local memory, which is attached to
specific entities and the model interactions, which describe the possibilities to enhance,
or modify data trees. Those class groups shall be outlined within the following:
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Plugin The plugin is the namespace and place of the entire code, which shall be dis-
cussed here. Additionally, it is the address for global memory, which is accessible
from any instance. Some of its entities are attached to specific geometries, how-
ever, some data is not specific for an individual geometry object but appears
multiple times. In order to avoid unnecessary large exchange file sizes due to data
duplicates, it is beneficial to store the information once in the global memory and
access it by pointers. This is e.g. the case for Materials and Properties.

Properties Those contain the kinematic formulations and their respective characteris-
tics. Furthermore, the properties might also indicate global solver attributes, as
e.g. required types of degrees of freedom, post-processing values, linear-solver
suggestions and compatibilities, and more.

Materials Within the finite element software, those are often not copied but passed as
reference to all elements, because depending on the chosen constitutive law this
might contain many parameters. Accordingly, the plugin also tries to reduce the
amount of copied information by referencing it at the geometry level and storing
it globally to avoid redundancies.

Analysis Defines the selected analysis type, e.g. structural analyses, transient analyses,
and optimizations or form-finding.

Post-Processing The post-processing can generally be implemented either within the
local memory and attached to the respective geometries or it can be collected at
global memory level and then be distributed once specific options are selected.
Within the presented implementation, it was chosen to use the global memory, as
it turned out as less complicated to structure the available post-processing options
for the user. This avoids large lists of possible post-processing options that are only
partially filled by the respective analysis. This becomes especially useful when the
initial analysis set-up, i.e. the pre-processing, is not available in order to filter the
options.

The post-processing operations are typically quite heavy objects since those may
contain the result information of the whole model with a large set of control
points, or evaluation points.

User Data Directly connects Materials, Properties and additional geometrical informa-
tion with the respective geometry itemsb. Furthermore, it may be used to attach

bIt shall be noted that within certain transform operations, as copies up to trimmings in some cases the
user data might get lost. Stable copy constructor operations are required. Within Cocodrilo this is
processed within the EventWatcher class as onReplaceObject.
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additional, mostly embedded entities, as points or curves. It is also used to pro-
vide identical identifiers to the objects which is for example beneficial to obtain
consistent coupling information.

Commands Are designed with the respective needs of the corresponding CAD program
and should follow the suggestions from section 6.6.1.

GUI The GUI should be adapted according to the respective use case as described in
section 6.6.1. Within Cocodrilo in Rhino, it is a Windows form providing all
features. Essential for a seamless work is a guidance through Delegates which
keeps all GUI-forms up-to date after data updates.

GH-Objects The grasshopper objects are a generalization of the previously defined
Commands, which take inputs and allow outputs. In that way, a complete simu-
lation with pre- and post-processing can be established. Accordingly, it allows a
great flexibility with still a reliable and greatly observable frame.

IO The IO functions are the main function for the interfaces with the solvers. Those
transfer the previously collected data into appropriate input files. Accordingly,
once multiple solvers would be required, those can be enhanced by implementing
an additional IO-class.

Visualizer The visualizer shows entities as element formulations, supports, loads or
other features in order to have an visual impression of the selected options and
conducted assignments. This happens within the display conduit and does not
add geometries to the document but only adds them to the view port, to avoid
problems with the user interaction.

6.6.3 Data preparation algorithms

Within this section and figure 6.10, some of the most crucial steps towards a creation of
feasible input files, which require additional attention, shall be briefly discussed.

Data
Acquisition

Model
Preparation

Solver
Dependent

Output

Figure 6.10: Steps towards an output/solver exchange
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Data Acquisition:

One of the major challenges within the pre- and post-processing is the data acquisition,
which is one of the biggest differences between the Rhino-based commands and GUI and
the Grasshopper induced GH-objects. Within the Rhino-based plugin, the geometrical
data can be obtained from the active document. The geometries contain the user data
with all required information. On the other side, within Grasshopper, it turned out as
feasible to collect all simulation-relevant geometries within a final Model GH-object.
This collection may then be processed with the same procedures as the active document
collected selection.

Model Preparation:

Some of the essential model preparation issues are mentioned within section 2.3,
whereby it shall be noted that some of the discussed points may be resolved, whereas
others remain limitations within CAD-integrated analysis.

The input within this operation is typically a list of B-Reps, containing mostly single
or connected faces, curves and points. At this stage, it is recommended to provide
unique identifiers to all entities c. This is essential to consistently store and transfer all
information, including topology, to the solver.

This step is accompanied by the detection of additional coupling cases, as described
in section 3.5.3. It shall be noted that there are significant differences between the
Rhino- and the Grasshopper-based approaches. Whereas, within Rhino most of the
connection cases may have been provided already, within Grasshopper those may often
be undetected. In Grasshopper, it is possible to join geometries, similarly to Rhino.
However, it is fairly difficult to select embedded or trim geometries, as those can only
be selected by index. This index may not be determined in the beginning, or may
change through eventual joins or when iteratively running the system with slightly
changed parameters. This implies difficulties for the user. Since information is stored on
separate geometries and not attached to the same objects using e.g. edge properties, the
connectivitiy between geometries have to be found in an additional step. Accordingly,
the number of intersection scenarios within the Grasshopper implementation are often
more extensive. However, due to differences within the needs of visual connectivity and
physical connections, it is still inevitable to do checks if geometries are intersecting, also
for the Rhino path.

cIt has been investigated to provide identifiers at the geometry construction stage, or once user data is
defined and enhanced. Keeping the information consistent during the pure design process is rather
complex since even simple operations as e.g. move, scale would recreate such a user data and would
consequently disturb the system.
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(a) Undeformed post-processing
mesh.

(b) Deformed post-processing mesh.

Figure 6.11: Post-processing mesh.

Solver-dependent Output:

Once the data is collected and the model is prepared, the output may be processed in a
solver specific way. However, a possible standardized implementation for the essentially
required geometrical information is shown in [222].

6.6.4 Post-processing

The aim of the proposed CAD-integrated analysis environment is a visualization upon
the initial and the deformed geometries. The general shapes may be expressed by
applying the resulting displacements on the control points. Furthermore, to express
the magnitudes of the results a color plot shall be introduced. This contour plot is
constructed by a mesh to have a fast and continuous visualization, similar to the
rendering. This mesh is connected to the integration points of the simulation. Those
points are often not defined upon the borders since it is not required for the integration
of a surface using Gauss interpolation. Thus to complete the mesh further points need to
be introduced at the borders of the shapes (Ideally, those additional points are generated
by the solver and stocked with respective results to avoid a necessary extrapolation of
information). With this set of points a meshing operation is processed. The possible
outcome is displayed in figure 6.11a and in figure 6.11b.

This post-processing mesh may be used for nodal and integration point variables. The
nodal variables are interpolated to the respective locations, whereas integration point
variables can be applied directly from the post-processing of the elements. Generating
a direct mesh of the integration point variables turned out as more beneficial than
mapping analysis results to the program inherent visualization mesh since costly search
operations can be omitted.
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The aim of this dissertation is the development of a data consistent CAD-integrated
simulation of various structural scenarios for the assessment of masonry. As the CAD-
integrated analysis is discussed more generically within this scope, the two key topics
shall be examined separately.

7.1 Summary of simulation of masonry

A range of masonry structures are presented within section 5. Those cover a variety of
structural elements and loadings, which are apparent within various infrastructures,
buildings, and monuments. This involves in-plane compression and shear tests, and out-
of-plane loaded walls, single curved arches, and cross vaults. Most masonry structures,
like houses, churches or bridges are built of those components. It was possible to
show, that the apparent methodologies are capable to express the typical behaviour
of those structures. However, it needs to be noted that all models have required
an extensive study of masonry material parameters to obtain the correct response
from the digital twin. Those have been captured from various literature or have been
calibrated until match throughout a series of simulations. As the studied models from
available references are distinct, frequently, the respectively employed parameters
do not match across those for the same examples. Another uncertainty within the
simulations remains the mesh/knot span refinement. As shown within appendix B, the
general response may be regularized. However, this is the specific case for perfectly
aligned and quadratic quads. Once the aspect ratios become larger and the mesh
becomes distorted, the regularization can only be achieved within a certain range. This
effect can be identified within the church example from section 5.6, where a mesh
refinement has been processed and the results are varying within a reasonable range.
Additionally, according to the test series of the shear wall example (see section 5.2),
varying refinement degrees would enable different failure modes. This concludes, that
as part of the calibration, the mesh and its refinement enacts a significant role. Thus, as
most available large-scale tests, do not provide a comprehensive amount of micro scale
material parameter tests, the correctness of the numerical results cannot be verified
completely, as it is not known if the matching results are achieved by calibration or by
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the correct estimation of the model. Predicting the behaviour of a completely different
structure with another material keeps being complex.

This problem has been used as the basis to propose a combination of tests, which
need to be processed to revert the apparent controversy and enable a prediction of
the large scale behaviour, while knowing the small scale parameters. Yet, it is not
possible to generically prove this theory as no large scale tests with the employed
material have been processed. However, the out-of-plane unreinforced masonry wall
tests from section 5.3 have been constructed with a very similar masonry type. Here,
the knowledge from the tests was used to facilitate the calibration of the remaining, not
provided parameters. It is not seldom to find some of the micro scale experiments in
specific scenarios and references. However, the combination of all is remain rare.

Another difficulty in the accurate prediction of the structural behaviour is that the tested
micro scale parameter may not be equal to the corresponding parameters from the
numerical material model. This parameter fluctuation is discussed for the compressive
strength within various studies [230, 1]. Codes provide correction factors for the result
variation, e.g. the AS 3700 [13], the CSA S304.1 [66], and the ASTM C1314 [16].
However, those correction factors do not coincide. Thus, the correction factor for
each material parameter is only valid throughout the respective standard and cannot
be transferred without additional manipulation. The same problematic accounts for
the presented masonry analysis framework. A study has been employed to verify
the specimen size, such that minimal size effects are apparent. However, it shall be
mentioned that for some of the employed tests this specimen size might not be sufficient.
While calibrating the model to the material test, this would not affect the results.
Accordingly, this avenue would allow a prediction of structures without knowing the
large scale behavior.

To summarize this section: analysis of various structures is possible. However, prediction
is yet limited by parameter calibration. Accordingly, an experimental test series, fitting to
the constitutive model approach is presented. This methodology is proposed, however,
for its verification, the apparent masonry would need to be studied in large scale
structures. It has been employed by literature results which contain very similar, but
not identical material properties.

The CAD-integrated analysis, with the inclusion of a parametric design environment,
has been proven as an efficient and fast tool for pre- and post-processing. It easily reacts
to model changes, while keeping a consistent and correct analysis environment. IGA has
brought challenges, such as the size effect of high order shape functions. However, those
may have been resolved by additional regularizations. With the examples of section 5,
it has been shown that most apparent effects of masonry buildings can be expressed
properly by the employed methods.
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7.2 Summary of CAD-integrated analysis methodologies

Thus, for the immediate future work it is proposed to verify the presented prediction
framework towards safe design guidelines. To address an even larger community
and to place the methodologies in design codes, material parameters of the most
common masonries and brick mortar combinations may be obtained by industry and
be tabulated. Under the presumption of having those, many masonry types can be
estimated accurately.

7.2 Summary of CAD-integrated analysis methodologies

The CAD-integrated analysis of masonry structures has been the core purpose of the
processed developments. However, the methods have been employed in a generic
way, which enables them to simulate a much larger variety of problems (some of
the applications are presented within [226, 205, 51, 246, 149]). To successfully
achieve this, the principles of the isogeometric analysis for thin-walled structures have
been implemented and enhanced by novel developments, which shall be summarized
consequently:

• A thorough workflow for CAD integrated analysis and design-through analysis
has been established by defining required interfaces between CAD and solvers.
Additionally, bottlenecks within possible models have been identified for which
some solutions have been proposed (see section 3.5).

• Various element formulations (e.g. hierarchic RM shell, 3d shell, director-based
RM shell) have been brought from IGA towards IBRA for the usage within a broad
range of applications with the scope on thin-walled structures.

• Discretization techniques have been generalized in a form that the initial CAD-
geometries are possibly used towards other physics such as MPM (see sec-
tion 6.5.2). In this form a special focus has been put on the exchange ability
between either of the eventually chosen numerical approaches, whereby geometri-
cal methodologies and mathematical couplings have been adapted.

• Innovative software architecture has been proposed to achieve a non-invase
non-repetitive implementation of the required features within the open source
multiphysics software Kratos [126]. This approach allows to geometrically deal
with a large variety of combinations between different shape descriptions and
kinematic element formulations.

• A Rhino/Grasshopper plugin for the CAD-integrated pre- and post-processing
and the consistent data exchange has been developed, discussed, and published
[223] as part of this work (see section 6.6). The developments cover conventional
design flows and the setup of parametric, for geometrical and physical parameters,
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7 Summary and Outlook

models. The proposed tool has been used within research, teaching and industry
and is available under open-source license [224]. With this development, not only
academic examples can be set up, but also larger industry scale problems. All
introduced developments can be accessed and controlled from this plugin. See
[225] for modular construction design applications of this parametric design tool.

At the stage of this work, one of the major limitations of CAD-integrated analysis has
been the restriction towards 2D descriptions. Accordingly, some immediate future
research is suggested to investigate avenues to enable a direct CAD-integrated analysis
for 3D-solid models (see [149] for a three dimensional analysis of B-Rep-described
solids).
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A Uniaxial compression Bézier-curve
based relaxation

Within this appendix, the uniaxial compression Bézier-curve based relaxation introduced
by [182], which is shown within figure A.1 shall be deciphered. The model itself requires
as input E, fc0, fcp, ϵcp and fcr. Furthermore, the locations of the remaining required
stress/strains can be controlled by a set of scalars, namely the Bézier controllers c1, c2,
and c3. However, if preferred, the input can also contain the full set of stresses and
strains, rather than controllers, also different controller definitions are eligible.

With the input of the Bézier controller inputs, the complete set of initial control parame-
ters shall be defined as following:

σj = fc0 , σi = σp = σj = fcp , σu = σr = fcr , (A.1)

ϵp = ϵcp , ϵ0 = σ0

E
, ϵi = σp

E
, (A.2)

ϵ̂j = ϵp + α · c2 , ϵ̂k = ϵ̂j + α · (1 − c2) , (A.3)

with: α = 2(ϵp − σr

E
) ,

σk = σr + (σp − σr) · c1 , (A.4)

ϵ̂u = (ϵ̂k − ϵ̂j)
(σp − σk)(σp − σr) + ϵ̂j , ϵ̂r = ϵ̂u · c3 . (A.5)

Within the damage model the strain-like counterpart shall be tracked as following:

ξ = r−

E
. (A.6)

which is the basis for the evaluation of the hardening variable Σ(ξ):

Σ(ξ) =



0 for ξ ≤ ϵ0

B(ξ, ϵ0, ϵi, ϵp, σ0, σi, σp) for ϵ0 < ξ ≤ ϵp

B(ξ, ϵp, ϵj, ϵk, σp, σj, σk) for ϵp < ξ ≤ ϵk

B(ξ, ϵk, ϵu, ϵr, σk, σu, σr) for ϵk < ξ ≤ ϵr

σu for ϵr < ξ

(A.7)
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A Uniaxial compression Bézier-curve based relaxation
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Figure A.1: Uniaxial compression segmented Bézier-curve based relaxation (adapted
from [182]).

whereby, each Bézier curve segment is defined as following:

B(X, x1, x2, x3, y1, y2, y3) = (y1 − 2y2 + y3) · t2 + 2(y2 − y2) · t + y1 (A.8)

including the the parameters:

A = x1 − 2x2 + x3 , B = 2(x2 − x1)
C = x1 − X , D = B2 − 4AC

t = −B +
√

D

2A
. (A.9)

Furthermore, the fracture energy Gc, which is the shaded area under the Bézier curve
(see figure A.1) can be computed as following:

Gc = Gc,1 + Gc,2 + Gc,3 , (A.10)

Gc,1 = σpϵp

2 , Gc,2 = A (ϵp, ϵj, ϵk, σp, σj, σk) , Gc,3 = A (ϵk, ϵu, ϵr, σk, σu, σr) .

whereby A is the respective area under the Bézier curve:

A (x1, x2, x3,y1, y2, y3) = x2y1

3 + x3y1

6 − x2y3

3 + x3y2

3 + x3y3

2 − x1(
y1

2 + y2

3 + y3

6 ) .

(A.11)

Considering that the explained model is an ad hoc formulation, Gc is not the total
area as it will need to be regularized to comply with the grey shaded area, being Gc

ldis

(see figure A.1). The regularization is applied with a stretching factor S , defined
subsequently:

S =
Gc

ldis
− Gc,1

Gc − Gc,1
− 1 . (A.12)
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The stretching factor S is applied on the constituents ϵj, ϵk, ϵu and ϵr:

ϵn = ϵ̂n + S (ϵ̂n − ϵp) for n = j, k, u, and r (A.13)

It shall be noted that the stretching factor should not be lower than -1, which would
otherwise lead into snap back and accordingly a discontinuity in the softening. To avoid
S < −1, the dissipated length should be smaller than the respective plastic material
length:

ldis < lmat where lmat = 2EpGc

fcp
2 = 2Gc

σpϵp

. (A.14)

191





B Regularization

Locally delineated material models are highly dependent upon the chosen geometrical
entities, whereby, the areal domain denotes how much energy can be dissipated within
a single element. Accordingly, to control the relaxation of the brittle material, the
geometrical extensions need to be considered to achieve appropriate mesh independent
results. As trigger, the characteristic dissipation length ldis, applied per equation A.12
is being used. Within this appendix, regularization shall be studied with the material
properties from section 4.2.3, figure 4.12b within direction 2 are considered.

A unitless square, as per figure B.1 is consequently considered for all tests. It shall be
noted that the number of elements/knot spans are counted and mentioned per test
direction, even though that refinement is performed uniformly in both directions. Con-
sequently, the gray-marked area under the relaxation curve, defined by equation A.10,
is computed as the integral Af . The reference solution is Gf = 1.14 and the discussed
error is applied as ϵ = Gf −Af

Gf
.

Initially, not considering the dissipation length for the problem, for a single element is
expressed by figure B.2. Here, ldis is set manually to 0.5, 1, 2, and 4. The estimated
errors are:

1

1

Figure B.1: Unite square test for regularization.
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Figure B.2: Relaxation with fixed characteristic lengthens.

element length in [-] percentage error in [%]
0.5 95.78%
1 0.18%
2 -50.18%
4 -63.25%

Considering the possibilities in the integration the value for the regularization length 1
can be considered as exact, however, all other values do show severe discrepancies. It
results that even by refining with double the elements, which results in a halved length,
the model would not be usable.

Consequently, ldis is set to the initial length of each element (see figure B.3a) and to the
current length (see figure B.3b). It notes that both regularizations bring stability in the
system. The areal errors ϵ vary between:

number of elements [-] initial lengths - error in [%] current lengths - error in [%]
1 -0.18% 0.23%
10 -4.41% -4.7%
25 -5.98% -6.44%

100 -11.58% -40.67%

Generally, the fracture energies are either underestimated for the utilization of initial
lengths and overestimated for current lengthens. Even though the spectrum of possible
simulations may have been increased significantly with this type of regularization, it
still shows that for a large refinement the accurateness may not be sufficient for many
scenarios.
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Figure B.3: Relaxation with initial length and current length.
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Figure B.4: Relaxation by consideration of integration weight.

On the further end it shall be noted that it yields, as per equation A.14 that a maximum
feasible element length is delineated through the fracture energy. Specifically saying
that if the element is too large in comparison to the available fracture energy, the
specific element is not capable of dissipating that much energy and accordingly the
regularization is not possible anymore.

Another common avenue for the approximation of the characteristic length for a respec-
tive integration point i is by considering the square root of the integration area, as this
is misunderstood as the respective area and accordingly wrongly dissipation zone of the
integration point:

lchar,i =
√

wi · J2,i. (B.1)
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Figure B.5: Varying polynomial degree with initial length L.

This approach gained much attention within MPM, where generally, the integration is
locally through the weight of the particles, with sometimes limited knowledge about
the retaining element. However, it notes that this approach is highly dependent on the
integration rule and thusly not generically suitable. The relaxation curves with this
approach are presented within figure B.4, with the respective errors being:

number of elements in [-] percentage error in [%]
1 99.69%
10 99.79%
25 240.38%

100 65.97%

Considering those results, it notes that estimating the geometrical length of the element
is requiring different approaches. Additionally, this approach is dependent upon the
integration rule. Accordingly, it is rather unsuitable for a stable solution.

The previous observations suggest that using the characteristic length as per element
extension provides feasible results. However, this reaches limits once non-local high
order shape functions are being considered, as e.g. NURBS. This is mostly required
within the scope of IGA (see section 3.4).

Within NURBS the natural element boundaries are not clearly defined. Accordingly, in
this scope those shall be considered as the respective lengthens of the underlying not
spans.

Within figure B.5 are shown the respective results, whereby the areal errors are summa-
rized as:
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Figure B.6: Varying polynomial degree with lchar,1 and lchar,2.

polynomial degree [-] percentage error in [%]
1 -0.18%
2 -28.44%
3 -62.27%
4 -64.90%
5 -65.92%

As those results are not sufficiently close to get reliable results, 2 possible regularization
avenues shall be studied, which consider the polynomial degree of the background
shape functions:

lchar,1 = lchar√
p

, (B.2)

lchar,2 = lchar

p
. (B.3)

polynomial degree [-] lchar,1 - error in [%] lchar,2 - error in [%]
1 -0.18% -0.18%
2 -1.51% 43.51%
3 -45.61% 8.27%
4 -58.36% -15.89%
5 -61.89% -30.53%

It denotes that the primary approach provides better results for a polynomial degree
of p= 2, whereas with larger polynomial degrees the latter avenue becomes more
accurate.
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B Regularization

The approach provides a much larger feasibility range than not considering the respec-
tive polynomial degrees. However, it shall be noted that further research is required to
find more accurate regularization techniques for NURBS forms. Future investigations
may involve the stress measures in large strain regimes, as presented for various material
models within [204].
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