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Abstract: This study explores the integration of large language models (LLMs), like ChatGPT, to
improve attention deficit hyperactivity disorder (ADHD) treatments. Utilizing the Delphi method
for its systematic forecasting capabilities, we gathered a panel of child ADHD therapy experts.
These experts interacted with our custom ChatGPT through a specialized interface, thus engaging
in simulated therapy scenarios with behavioral prompts and commands. Using empirical tests and
expert feedback, we aimed to rigorously evaluate ChatGPT’s effectiveness in therapy settings to
integrate AI into healthcare responsibly. We sought to ensure that AI contributes positively and
ethically to therapy and patient care, thus filling a gap in ADHD treatment methods. Findings
show ChatGPT’s empathy, adaptability, and communication strengths, thereby highlighting its
potential to significantly improve ADHD care. The study points to ChatGPT’s capacity to transform
therapy practices through personalized and responsive patient care. However, it also notes the need
for enhancements in privacy, cultural sensitivity, and interpreting nonverbal cues for ChatGPT’s
effective healthcare integration. Our research advocates for merging technological innovation with a
comprehensive understanding of patient needs and ethical considerations, thereby aiming to pioneer
a new era of AI-assisted therapy. We emphasize the ongoing refinement of AI tools like ChatGPT to
meet ADHD therapy and patient care requirements more effectively.

Keywords: artificial intelligence; LLMs; cognitive therapy; ADHD; ChatGPT; customizable AI bots;
robotic systems in therapy; sensory data integration; AI-driven decision making; occupationaltherapy
innovation; personalized therapy sessions; AI in mental health; computational cognitive tools

1. Introduction

Attention deficit/hyperactivity disorder (ADHD) is a prevalent neurodevelopmental
disorder that poses substantial challenges to individuals’ daily functioning [1]. Recent
advances in therapeutic interventions have broadened the scope of treatment beyond
conventional pharmacological approaches, thereby integrating novel and innovative meth-
ods [2,3].

Among these emerging therapies, music therapy has demonstrated that it can improve
overall well-being in individuals with ADHD [4], cognitive behavioral therapy (CBT) has
been recognized as a practical approach in reducing ADHD symptoms in adults [5], and
robotic assistance shows potential in providing effective and nonpharmacological interven-
tions for individuals with ADHD, thereby offering promising avenues for enhancing the
quality of life and functional outcomes of affected individuals [6].

This research explores the integration of large language models (LLMs), such as Ope-
nAI’s ChatGPT, to enhance and supplement nonpharmacological therapies for children
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with ADHD. It outlines the essential criteria for developing tailored tools catering to the
distinct requirements of individuals with ADHD. Our study aims to forge more pervasive,
interactive, and personalized therapeutic solutions to enhance engagement and overall
effectiveness. Considering the limitations posed by traditional therapy, which include high
costs, location constraints, and lengthy wait times, ChatGPT would serve as a transforma-
tive tool that overcomes all these limitations. It would offer immediate, round-the-clock
support, which is particularly valuable for individuals in remote or underserved areas.
Integrating ChatGPT into therapeutic practices would broaden access to mental health
support, thus ensuring that more individuals could benefit from tailored and engaging
therapy experiences.

This research examines the theory, practical use, and ethical aspects of combining LLMs
(such as ChatGPT) and robotic assistance to significantly contribute to ADHD nonpharma-
cological therapies in intelligent environments. Therefore, the Sections 1.1 and 1.2 provide
a detailed review of LLMs supporting cognitive therapies and human–machine interfaces
in robotic assistants. In Section 1.3, we explain our previous work using robotic assistants
for supporting ADHD therapies and the limitations that ChatGPT will help to overcome,
such as enhancing the interactivity of therapy sessions. Section 2 explains how ChatGPT has
been integrated to support ADHD therapies and is being integrated into robotic assistants.
Section 2.2 explains the therapeutic validation by experts to assess the feasibility of ChatGPT
in an ADHD therapy process using the Delphi method. The results are presented in Section 3
and discussed in Section 4, where we outline the potential future directions and challenges for
research in this area. Finally, the conclusions are presented in Section 5.

1.1. LLMs Supporting Cognitive Therapies

Recent advancements in AI and natural language processing (NLP) have opened
new avenues in the field of cognitive therapies, particularly for individuals with cognitive
disabilities [7]. Among these advancements, LLMs like ChatGPT have emerged as potential
tools for supporting cognitive processes and enhancing learning experiences [8,9].

A notable study by Tamdjidi and Billai at the KTH Royal Institute of Technology
investigated this aspect, where they specifically focused on using ChatGPT as an assistive
technology in reading comprehension for individuals with ADHD. Participants with and
without ADHD were assessed through reading comprehension tests conducted with and
without the assistance of ChatGPT. This study provided insights into the effectiveness of
ChatGPT in aiding reading comprehension. The intriguing findings revealed a general
decrease in comprehension abilities when ChatGPT was used as a learning aid across both
groups. However, an interesting pattern emerged among participants with prior Chat-
GPT experience. Indeed, these individuals exhibited an increase in their comprehension
abilities. This suggests that familiarity and experience with the tool significantly affect its
effectiveness as an assistive technology. Overall, the research presents a nuanced view of
the potential and limitations of ChatGPT in cognitive therapies, particularly in enhancing
reading comprehension for individuals with ADHD [10].

According to the research by Cho and Kim, LLMs effectively engaged patients empa-
thetically and adaptively. However, it also identified limitations in personal interactions and
understanding emotions to the depth that a human therapist would do. Overall, the study
highlighted the potential of LLMs as supportive tools in therapy while emphasizing the
need for further development to enhance their capabilities in building deeper therapeutic
relationships and tailoring responses to individual needs based on their feelings [11].

The study developed by Lin et al. presented Healthy AI as a safety framework for
integrating LLMs into applications. This approach defines Healthy AI as integrating safety,
trustworthiness, and ethical alignment with human values. Indeed, the focus is on creating
healthy AI systems that perform efficiently and adhere to social norms and ethical standards.
The development of LLMs emphasizes the need for AI systems to be transparent and
accountable, thus prioritizing the well-being of users while aligning with societal values
and expectations. Such an approach is crucial for fostering trust and reliability in LLMs,
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thereby making them more beneficial and acceptable in the various applications where
they are used, from customer service to mental health support and cognitive therapies [12].

The research conducted by Gabor-Siatkowska et al. explored the innovative application
of ChatGPT to enhance the training of Terabot, a dialogue system designed for therapeutic
interactions with psychiatric patients. The core of the study lies in leveraging ChatGPT to
generate additional training data, which subsequently led to a significant improvement in
the system’s ability to recognize user intents. Marked by a 13% increase in accuracy, this
advancement underscores the potential of utilizing AI models like ChatGPT not only as tools
for direct interaction but also as resources for augmenting the capabilities of other AI-driven
systems, particularly in sensitive areas such as mental health therapy [13].

In the same field, Moraiti and Drigas discussed the potential of AI tools, specifically
ChatGPT, to assist individuals with neurodevelopmental disorders. They highlighted the
benefits of such technologies in providing personalized learning experiences, assessments,
and diagnoses. While these AI tools show promise in enhancing support and interventions
for people with neurodevelopmental disorders, the authors underscore that they are not
replacements for human therapists and healthcare professionals. The study suggests that AI
can complement traditional therapeutic methods, thus potentially improving the accuracy
and effectiveness of treatments for this population [14].

In the study by Kim et al., the efficacy of ChatGPT 3.5 in diagnosing and recommend-
ing treatments for developmental and behavioral pediatrics (DBP) was evaluated through
its performance on 97 DBP case studies. A panel of three DBP physicians reviewed Chat-
GPT’s outputs, thus assessing diagnostic accuracy, treatment recommendation accuracy
(5-point Likert scale), completeness (3-point Likert scale), and the ChatGPT’s consideration
of cultural and ethical issues. The results highlighted ChatGPT’s strengths in formulating
detailed treatment plans (4.6/5). Still, they noted a significant shortfall in diagnostic accu-
racy (66.2% of the case reports), thereby emphasizing the irreplaceable value of professional
medical consultations [15].

It is essential to keep checking and improving AI models to make sure they can create
medical information that is trustworthy and safe, primarily when used for mental health
therapies and other medical uses. Doing this is critical to making people trust these models
and finding them helpful in different medical areas [16].

1.2. LLMs Meet Robotics to Support Cognitive Treatments

Since the rise of LLMs, numerous adjacent fields have recognized the opportunity to
enhance their scope with their implementation. Robotics is not an exception [17].

The integration of ChatGPT into robots has significantly increased trust in human–robot
collaboration in several scenarios. This improvement is attributed to the robot’s enhanced
ability to communicate more effectively with humans thanks to ChatGPT’s proficiency in
understanding the nuances of human language and responding appropriately [18].

The study by Sai Vemprala et al. presented an experimental study focusing on the
integration of ChatGPT in robotics. It delves into various prompt engineering techniques
and dialogue strategies to assess ChatGPT’s capability to effectively execute a wide range
of robotics tasks. Through prompt engineering and strategic dialogue management, Chat-
GPT demonstrates significant promise in interpreting and executing complex commands,
thereby expanding the scope of tasks that robots can perform. This breakthrough has
implications for the future of human–robot interaction, thus potentially making robots
more accessible and easier to control through natural language commands. This research
highlighted the potential of leveraging advanced conversational AI models like ChatGPT
to enhance the functionality and versatility of robotic systems [19].

The study conducted by Bertacchini et al. explored the application of social robotics
(using a Pepper robot) connected to the ChatGPT for real-time dialogue initiation with
individuals with autism spectrum disorder (ASD). This study is part of a broader research
landscape focusing on the potential benefits of integrating social robots in therapy and
educational programs for individuals with ASD. The study underlines the potential benefits
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of such integrated systems for ASD interventions. It also emphasizes the need for further
research to assess their effectiveness, feasibility, and acceptability in real-world settings [20].

In the same field, the study by Viviane Kostrubiec et al. found that children with ASD
exhibited more progress in their theory of mind skills after interacting with a human partner
compared to a social robot, thus indicating the nuanced dynamics between human–robot
and human–human interactions in therapeutic contexts [21]. Another study highlighted
using a social robot to teach music to children with low-functioning autism, thereby
decreasing stereotyped behaviors and improving various social and cognitive skills [22].
These examples underscore the potential and challenges of leveraging technology, including
social robots connected with advanced conversational AI like ChatGPT, to support the
development and well-being of individuals with ASD.

Exploring the legal practices regarding control and security in using ChatGPT for
cognitive therapies highlights the broader concerns surrounding generative artificial intelli-
gence (GAI) technologies. A critical analysis by K. Wach et al. on the dark side of generative
AI, including technologies like ChatGPT, sheds light on several controversies and threats,
such as the lack of regulation, issues of poor quality control, the risk of job losses due
to automation, violations of personal data, potential for social manipulation, increasing
socioeconomic inequalities, and AI-induced technostress. These findings underscore the
pressing need for regulatory frameworks to ensure fair competition, protect privacy and
intellectual property rights, and mitigate potential risks associated with deploying GAI
technologies in sensitive areas such as cognitive therapies [23].

The absence of studies directly investigating the integration of LLMs like ChatGPT
within ADHD therapy underscores a critical gap in current research. Despite the extensive
exploration of LLMs across various sectors—including their deployment in enhancing per-
formance, their emergent abilities, and their implications for education and healthcare—the
specific application of these technologies for diagnosing, supporting, and intervening in
ADHD remains largely unexplored. This oversight signals a pressing need to delve into
how ChatGPT and similar AI tools could be tailored to meet the unique needs of individ-
uals with ADHD, especially considering their potential in child and adolescent mental
health contexts.

LLMs’ versatility and advanced capabilities in reasoning, language understanding,
and content generation highlight their potential utility in mental health interventions. Yet,
the literature’s silence on their direct application to ADHD therapy points to an urgent
need for focused research. This uncharted territory holds promise for groundbreaking ad-
vancements in mental health care, thus inviting a thorough investigation into how ChatGPT
and other AI models can be harnessed to support ADHD treatment and understanding
and filling a significant gap in the scientific literature and in clinical practice.

1.3. Preliminary Developed Work

Robotics has had a significant impact on supporting individuals with ADHD, particularly
with activity treatments [24–26], language development [27], therapeutic purposes [28–32],
learning outcomes [33,34], and the development of attention and memory [35].

In previous research, we have developed a robotic assistant that accompanies children
with ADHD while completing their school tasks at home (homework). This robotic assistant,
along with motion and proximity sensors located on the desk and chair, can determine
distraction events exhibited by the child, such as playing with the chair or moving away
from the workspace [36,37]. It also identifies smaller-scale distraction events, like playing
over the desk or daydreaming [38]. The collected information about the kids’ behavior
and performance during the homework activities was processed and presented in charters
to therapies and parents through a mobile application to further analyze and evaluate
the treatment [39].

Depending on the frequency of these distraction events, the robotic assistant provides
feedback to the child to regain their attention on the task at hand [40]. One significant
limitation identified in the feasibility analysis of the robotic assistant was its tendency
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to become predictable and, consequently, less engaging over time, as highlighted in [34].
This issue stemmed primarily from the robot’s reliance on a finite set of prerecorded
dialogues and instructions. As a result, the interactions offered by the robot inevitably
turned repetitive after prolonged use. This repetitiveness not only diminished the robot’s
effectiveness in maintaining the interest and attention of children with ADHD but also
limited its potential as a dynamic and adaptive tool in therapeutic settings. Addressing
this drawback is crucial for enhancing the robot’s long-term utility and effectiveness in
engaging with its young users.

The advent of generative AI and LLMs has revolutionized cognitive therapies (as
detailed in Section 1.1) and human–machine interaction (outlined in Section 1.2). There-
fore, we explored the potential to integrate ChatGPT into the human–machine interaction
component of our robotic assistant to address and overcome the challenges previously
identified in the field, as documented in [34]. Incorporating ChatGPT into our robotic
assistant would enhance its interactive capabilities and promise to refine the therapeutic
process, thus offering a more engaging and practical experience for children undergoing
therapy. Therefore, we created a custom GPT for our purpose.

1.4. Custom GPTs

The research by Konstantin Hebenstreit et al. explored the effectiveness of chain-of-
thought (CoT) reasoning in LLMs [41], particularly in zero-shot learning scenarios. Key
findings revealed that specific prompts like “Let’s think step by step” significantly enhance
the models’ reasoning and problem-solving abilities across various models and datasets.
Moreover, this approach is especially beneficial for the GPT-4 model in outperforming
direct prompting methods. It also emphasized the need for more refined datasets to
challenge these models adequately. Overall, the research demonstrated the crucial role of
well-structured prompts in boosting the performance and obtaining the efficient output of
LLMs in complex question-answering tasks. Moreover, to build a conservative model with
efficient outputs, the model must adapt the power of verbal reinforcement learning.

Figure 1 illustrates an AI-driven decision-making process where the user inputs an
AI model, which prompts the system to “Let’s work on a step-by-step approach to get
the correct answer”. The AI model then generates multiple outputs for evaluation. As a
decision maker, the model investigates these outputs, thus assessing the logic behind each
to identify the advantageous and disadvantageous decisions embedded within them. This
reflective evaluation is aimed at a step-by-step refinement to reach the optimal decision.
Following this, the customGPT, acting as a resolver, is tasked with distilling the insights
from the FullList—an aggregation of the AI-generated outputs deemed correct by the
decision-making process. The resolver’s objectives are to format the chosen answer correctly
and present it as a fully articulated text, thereby transforming the AI-assisted decisions into
a coherent and finalized response.

The study by Shinn et al. presented Reflexion, a groundbreaking framework that
enhances the learning efficiency of LLMs in interactive environments, such as games
and software APIs (https://github.com/noahshinn/reflexion, accessed on 21 January
2024) (application programming interfaces). Unlike traditional reinforcement learning,
which demands extensive training samples and fine-tuning, Reflexion leverages linguistic
feedback in the model. This method involves language agents reflecting on their perfor-
mance, storing these reflections in memory, and using this accumulated knowledge to
improve decision making in subsequent attempts [42].

Remarkably, Reflexion showed substantial improvements in diverse tasks like sequen-
tial decision making, coding, and language reasoning. This last improvemeny would be
beneficial for the creation of a novel therapy interaction approach for children with ADHD
due to Reflexion achieving a 91% accuracy on the HumanEval coding benchmark, thus sur-
passing GPT-4’s 80%. The framework is adaptable to various feedback types and sources,
thus making it a versatile tool for reinforcing language agents. This advancement opens

https://github.com/noahshinn/reflexion
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new pathways for efficient, context-aware learning in AI systems, thereby showcasing a
significant leap in artificial intelligence.

Figure 1. Workflow for customizing ChatGPT: User inputs prompts AI to produce options. A decision
maker evaluates these, and a resolver finalizes the best response.

Finally, simple procedures in the model’s internal system can produce an output with
zero-shot learning, as illustrated in Figure 1. This approach can maximize the likelihood of
getting correct reasoning steps and generating an efficient output by zero-shot prompts. In-
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deed, this approach is included in our upcoming testing phases to obtain perfect reasoning
with filtered results for ADHD patients.

2. Materials and Methods

Based on the literature review, we developed a custom ChatGPT to be validated by ther-
apeutic experts before being implemented in a robotic assistant to support ADHD therapies.

2.1. Creation of Our Custom GPT

The literature review shows that custom GPTs are great for building quick applications
for testing purposes, especially when privacy is essential, like in therapies. They keep data
safe and private, which is critical for therapists and their patients. We can choose if we
want to share users’ data with other services, and there’s even an option to keep all our data
out of model training. This makes custom GPTs an excellent choice for testing different
prompts with patients and therapists where keeping information secure and confidential
is crucial [43,44]. Figure 2 illustrates the process for developing a customized ChatGPT. It
details the required information, including the therapist’s name, a description of the custom
ChatGPT’s functionalities, initial prompts as instructions, and supplementary knowledge
provided in PDF files.

All this information was given in the GPT custom configuration. Then, a link was
generated for the therapists to interact with the custom GPT. The tested approach that we
implemented is a Python server using OpenAI’s API on a Raspberry PI 4 Model B with the
generated ChatGPT link. This link allowed the therapists to interact, provide feedback on
the obtained answers, and fine-tune the model.

Figure 2. Flowchart to generate a custom ChatGPT version with its corresponding link to access.
The hardware to deploy the GPT link does not vary the deployment process.
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2.2. Therapeutic Validation

When treating ADHD, various parameters must be meticulously measured to ensure
a comprehensive assessment and effective management of the condition [45,46]. These
parameters are crucial in tailoring treatment plans to individual needs and monitoring progress
over time.

The Delphi method [47] was meticulously applied to evaluate ChatGPT’s efficacy across
several vital categories crucial for conducting therapy sessions with children diagnosed
with ADHD. A panel of ten esteemed experts in therapies for children with ADHD was
assembled and presented with various prompts to gauge ChatGPT’s performance. They
assessed each category by interacting with questions and simulated events through a
specialized interface, which offered a realistic simulation of how the robot would react to
specific inputs, including behavioral events exhibited by the child or commands inputted
through the robotic assistant’s interface.

A rating scale from 1 (representing inferior performance) to 5 (indicating excellent
performance) was employed to quantify the model’s performance. Over multiple rounds,
the experts provided their ratings and justifications for each category. After each round,
a facilitator collated the responses, thereby presenting an anonymous summary of the
panel’s ratings and reasoning. This feedback loop enabled experts to revisit and refine their
assessments in subsequent rounds upon considering the collective insights of their peers.

The process aimed to achieve a consensus on how accurately ChatGPT (and potentially,
the future robot) could fulfill each therapy metric. The average score for each category was
computed, thus reflecting the collective judgment of the ten professionals based on their
interactions and evaluations using the developed link. Applying the Delphi method thus
ensured a thorough, expert-driven assessment of ChatGPT’s capabilities in the context of
ADHD therapy sessions.

The experts were taught how to use the link and informed that it can be used in
English and Spanish. Additionally, the experts were encouraged to try to find all possible
flaws so that the fine-tuning of the model could gradually improve the experience of an
actual therapy session.

Figure 3 shows examples of the interaction between ChatGPT and the therapists to
measure and evaluate three categories: Insight into Patient’s Emotional State, Tailored and
Personalized Responses, and Overall Effectiveness as a Therapeutic Tool. This is just an
example of the step-by-step process used to evaluate ChatGPT’s effectiveness in various
therapeutic categories specifically tailored to children with ADHD. The results of this
analysis are presented and analyzed in Section 3.
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Figure 3. Process for assessing ChatGPT’s performance in ADHD children’s therapy. The analyzed
categories are insight into patients’ emotional states, tailored and personalized responses, and
effectiveness as a therapeutic tool.

3. Results

The results from evaluating ChatGPT are summarized in Table 1. This table shows
how ChatGPT performed when the ten therapists used different prompts to assess its
effectiveness across various standard metrics in these treatments [48,49]. This approach
helped us understand ChatGPT’s abilities and how it might be used in therapy for children
with ADHD. The therapists tested ChatGPT in many ways, thus giving us a clear picture of
what it can do well and where it might need improvement, especially in therapy settings.
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Table 1. Performance evaluation of our custom GPT in several categories of occupational therapy.

Metric Average Score

Emotional Understanding and Empathy

Insight into Patient’s Emotional State 4.2

Empathetic Response to Emotional Indicators 3.9

Consistency and Appropriateness of Empathy 4.1

Validation of Patient’s Experiences and Emotions 3.9

Facilitation of Safe Emotional Expression 4.0

Communication and Language

Clarity and Comprehensibility of Communication 4.7

Coherence and Relevance in Conversation 4.6

Clarity and Conciseness of Information Provided 3.8

Handling Misunderstandings 3.6

Multilingual Interaction Handling 4.8

Engagement and Motivation

Engaging and Motivational Language Usage 4.7

Engagement Level in Therapy Sessions 4.8

Promotion of Active Participation 4.5

Sustaining Patient Interest 4.3

Encouragement of Autonomy and Self-expression 4.5

Positive Session Atmosphere 4.3

Adaptability and Flexibility

Adaptability to Changing Conversation Dynamics 4.6

Response to Novel or Unexpected Inputs 3.9

Ability to Redirect Conversation 4.1

Flexibility in Conversational Style 3.8

Adjustment Based on Feedback 4.7

Incorporation of Continuous Improvement Feedback 4.3

Therapeutic Effectiveness and Suitability

Overall Effectiveness as a Therapeutic Tool 4.1

Meaningful Contributions to Therapy 4.0

Suitability for Diverse Patient Groups 3.3

Recommendation for Clinical Use 3.8

Potential for Future Applications 4.5

Compatibility with Various Therapeutic Modalities 2.4

Cultural and Sensory Sensitivity

Cultural and Linguistic Sensitivity 3.7

Responsiveness to Nonverbal Cues 0.0

Stress and Coping Support

Reduction of Patient Stress Levels 3.8

Support in Developing Coping Strategies 3.7

Enhancement of Communication Skills 4.2

Tailored and Personalized Responses 4.7

Confidentiality and Privacy

Maintaining Confidentiality and Privacy 2.6

Rapport and Trust Building

Building Trust with Patient 3.9

Rapport Establishment 3.9

Creation of a Safe Environment 2.9

Respect for Patient’s Boundaries 2.6

Consistent Therapeutic Presence 3.7
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The therapists highlighted our custom ChatGPT’s exceptional ability to use engaging
language, maintain interest, promote active participation, and foster a positive atmosphere
in therapy sessions. These capabilities were especially notable in how ChatGPT tailored its
interactions to each patient using language and techniques that resonated with them. This
adaptability kept the sessions enjoyable and helped build a rapport with the patients, thus
encouraging them to be more involved.

Furthermore, ChatGPT’s approach to sustaining patient interest through various
methods, including relevant examples, empathetic responses, and interactive discussions,
contributed significantly to its high ratings. Its emphasis on fostering autonomy and self-
expression in patients and creating a nonjudgmental and supportive environment was
paramount in establishing a positive session atmosphere.

Figure 4 illustrates the therapeutic session’s average scores in various performance
attributes, thus potentially evaluating an AI tool like ChatGPT. It encompasses a spectrum
of criteria such as Emotional Understanding and Empathy, Communication and Language,
Therapeutic Effectiveness and Suitability, Stress and Coping Support, Rapport and Trust
Building, Engagement and Motivation, Adaptability and Flexibility, Cultural and Sensory
Sensitivity, and Confidentiality and Privacy. Most attributes were rated favorably, with
average scores between 3 and 4. However, there is notable variation. The attribute of
Confidentiality and Privacy received the lowest score, thus signaling a potential area for
enhancement. In contrast, Communication and Language was rated the highest, thus
indicating it as a particular strength of the therapeutic tool or session under evaluation.

Figure 4. Final results of the clinical evaluation of our custom ChatGPT in each metric of an ADHD
therapy session.

Therapists highlighted that it is inappropriate for children to be prompted to share
secrets with an AI, particularly under the pretense of guaranteed confidentiality. As
depicted in Figure 5, the custom ChatGPT’s encouragement of secret sharing was critically
examined. The preferred protocol is for the ChatGPT to direct children to discuss sensitive
matters with their parents or caregivers. This strategy adheres to ethical standards and
guarantees that the AI navigates the child’s disclosures responsibly, especially in situations
requiring adult oversight or action.
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Figure 5. Example of a specific prompt that evaluates our custom ChatGPT in the Confidentiality
and Information Handling metric.

Similar challenges were observed in the “Cultural and Sensory Sensitivity” category.
ChatGPT’s capability to adapt to cultural and linguistic differences, while commendable,
could have been more flawless. It encountered difficulties recognizing certain colloqui-
alisms or idiomatic expressions, particularly when faced with a mixture of languages, such
as Spanish and some usual words adapted from the Quechua language—the latter being a
prominent indigenous language. ChatGPT often overlooked or omitted the specific words
in question in these scenarios.

A significant limitation of ChatGPT is its inability to generate responses to nonverbal
cues. This aspect is particularly crucial in therapeutic settings, where body language
is vital in understanding and responding to a patient’s needs and emotions. The lack
of sensitivity to these nonverbal cues is a notable gap in ChatGPT’s application in such
therapy contexts. However, this will be considered in the robotic assistant’s sensing process,
which incorporates a camera to detect these commands.

4. Discussion

Based on the analysis of the results, we will consider that implementing a custom
ChatGPT in a robot to support ADHD therapies presents considerable potential. Its advan-
tages include personalization, where ChatGPT can tailor interactions to each patient’s unique
needs and responses, thus potentially enhancing the therapeutic experience. Consistency is
another benefit, as a ChatGPT-equipped robot can offer stable support, which is crucial in
ADHD therapies where routine and predictability play vital roles. Additionally, ChatGPT’s
capability to understand and generate natural language can significantly increase the en-
gagement and interactivity of therapy sessions for children with ADHD, thus making them
more dynamic and effective. However, we also found a range of complex challenges and
considerations. Key among these is the need for emotional intelligence.

Significantly, ChatGPT and its use by a robotic assistant should complement, not
replace, human therapists (as also mentioned by the studies [14,21]), as the human element
is critical, especially for children with ADHD. Over-reliance on technology poses a risk, thus
potentially impacting the development of social skills and real-life coping mechanisms, and
technical limitations, such as misunderstanding inputs or handling complex scenarios, must
be addressed. For future development, integrating ChatGPT with sensory technologies
could enhance its effectiveness, and continuous learning and improvement are crucial
to meet the unique needs of ADHD therapy. Before implementation, these technologies
should undergo rigorous testing and clinical validation to ensure their safety, efficacy, and
adherence to regulatory standards.
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4.1. Integration of the Custom GPT into Our Robotic Assistant

Based on the insights gained from AI-driven decision-making processes, Figure 6
shows how the integration of the custom ChatGPT with the robotic assistant can be done.
This novel approach involves feeding real-time sensory data into an AI model, which
then processes this information to make informed decisions. The model outcomes are
then communicated to the robot’s output peripherals, thus allowing for tangible user
interaction through voice recognition and a UI (user interface) on the robot’s screen. The
diagram shows how to capture this seamless flow, from data acquisition through sensors to
executing commands by robotic elements facilitated by a Raspberry Pi at the core of the
operation.

Figure 6. Integration of the Custom GPT as the intelligence component of the robotic assistant to
support ADHD therapies.

Following the depiction of our AI-driven system, it is crucial to address the operational
continuity of our robotic assistant under varying connectivity conditions. Indeed, one of
our future methods is designed to ensure that the robot will be equipped with an offline
AI version, thus providing consistent functionality even without an internet connection.
This offline model is critical for maintaining the robot’s effectiveness and adaptability in
diverse environments. It allows the robot to process data and make decisions autonomously
without relying on server latency, so it provides almost instant feedback.

Figure 7 shows a proposal to support this functionality by combining a cluster of
four Jetson Nanos, NVIDIA, Santa Clara, CA, USA, thus providing 16 GB of RAM [50].
This hardware foundation is coupled with the advanced Mistral AI model, which boasts
7 billion parameters [51]. The Mistral model’s exceptional capabilities in reasoning and
language understanding significantly surpass other models with many parameters, thereby
setting a new benchmark in reasoning and language understanding. This model with
fine-tuning will be used in offline and online cases instead of just an OpenAI model.
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Figure 7. Design of the treatment environment with the creation of an offline Custom GPT based on a
cluster of Jetson nanodevices and Mistral AI.

4.2. Principal Complexities and Ethical Responsibilities Inherent in Its Deployment

Privacy Issues: The integration of ChatGPT in therapeutic contexts prompts significant
privacy concerns, particularly when handling clinical data. Despite immediate, round-the-
clock support benefits, our study highlights the necessity for rigorous privacy protocols.
The low score in ’Confidentiality and Privacy’ indicates an urgent need to enhance data
protection measures. Future iterations must enforce encryption, access controls, and
compliance with healthcare privacy regulations to safeguard sensitive patient information.

Cultural Sensitivity: Our findings also point to cultural differences as a pivotal
factor. While ChatGPT demonstrated adaptability, challenges in ’Cultural and Sensory
Sensitivity’ suggest that further refinement is needed to accommodate the nuanced needs of
diverse populations. Mixed language scenarios, such as the interplay between Spanish and
Quechua, revealed limitations in ChatGPT’s current linguistic processing capabilities. In
the future, our custom ChatGPT must incorporate advanced language models and cultural
data to provide more sensitive and inclusive therapeutic support.

Generalizability: The generalizability of ChatGPT’s application across different popu-
lations is another critical aspect discussed in our study. While our current focus has been on
children with ADHD, the potential for extending ChatGPT’s use to other age groups and
mental health conditions is promising (as also demonstrated by [20–22] in ASD treatments).
Therefore, this study advocates for subsequent research to validate ChatGPT’s effectiveness
in broader demographics and varied therapeutic scenarios.

Long-term Effectiveness: Lastly, the long-term effectiveness of ChatGPT in thera-
peutic settings requires continuous attention. Our study underscores the importance of
ongoing system training and monitoring to maintain and improve efficacy. As therapeutic
needs and language evolve, so must ChatGPT’s learning algorithms to ensure that its
interactions remain relevant, effective, and supportive of therapeutic goals.

While ChatGPT shows considerable promise in enhancing ADHD therapies, we
acknowledge the complexities and ethical responsibilities inherent in its deployment.
Addressing privacy concerns, cultural sensitivity, generalizability, and continuous improve-
ment is paramount to AI’s responsible development and integration in healthcare.

4.3. Future Challenges

Recent studies, including the work by Canyu Chen and Kai Shu from the Illinois
Institute of Technology [52], highlighted the growing concern of LLMs being potentially
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exploited to create misleading or false information. This poses a significant threat to online
safety and public trust. Indeed, the complexity lies in the fact that misinformation generated
by LLMs can be more challenging to detect for humans and automated detection systems
compared to misinformation written by humans. LLMs like ChatGPT, with their advanced
capabilities in language generation, can produce convincingly human-like content, thus
making the distinction between factual and fabricated information increasingly difficult.
So, LLMs can be adapted to detect threats [53].

As AI technologies become more influential in the digital age, there is a growing need
to create new methods and tools. These are essential for spotting and reducing the effects
of false information produced by LLMs, thus helping maintain the online information’s
accuracy and trustworthiness. This research showed that ChatGPT needed fine-tuning
based on expert feedback. However, it still needs more adjustments to explore various
scenarios to avoid misunderstandings or giving false information to children with ADHD
during their occupational therapy sessions.

Currently, LLMs face difficulties in ensuring safety and stability, mainly when deal-
ing with prompt injection (PI) that includes sensitive topics, which generate adversarial
replies [54]. There is room for improvement regarding jailbreaking attempts in LLMs,
thus dealing with inconsistent LLM replies by reverse engineering the prompt to jailbreak
or hack the system. However, new ChatGPT models (ChatGPT 4) decreased the rate of
generated adversarial content [55], which is based on semantic understanding [56]. More-
over, malicious content and hallucinations could be mitigated by adding a reinforcement
learning layer to act as a filter before sending the output to the user [57].

One significant future challenge in AI is ensuring the development and implemen-
tation of responsible AI. This encompasses a wide range of ethical, social, and technical
considerations to prevent undesired consequences such as unfair bias leading to discrimi-
nation or the lack of transparency and explainability in AI systems. This involves tackling
complex issues like ensuring fairness in decision-making algorithms, providing clear expla-
nations for AI decisions (especially in critical applications like healthcare and legal), and
maintaining user privacy and data security [58].

Despite the absence of specific discussions on legal practices directly tied to using
ChatGPT in cognitive therapies, the highlighted concerns indicate a broader context of legal
and ethical challenges that need addressing. The call for regulation and quality control
mechanisms is pertinent to ensuring that ChatGPT is integrated into cognitive therapies to
safeguard patient privacy, provide data security, and maintain the integrity of therapeutic
interventions. This perspective invites further research and dialogue among policymakers,
legal experts, healthcare providers, and technologists to develop comprehensive guidelines
that navigate the complexities of applying AI in mental healthcare responsibly.

Developing a comprehensive methodology for responsible AI requires collaboration
across various domains, including technical development, legal and ethical guidelines, and
organizational governance. This future challenge is pivotal in ensuring that AI technologies
are not only advanced and efficient but also trustworthy, equitable, and beneficial to society.

5. Conclusions

This research conceptualized the innovative integration of ChatGPT within ADHD
therapy, thereby identifying and addressing the gap in current therapeutic approaches.
Methodologically, this research adapted ChatGPT to better suit the therapeutic needs of
children with ADHD, thereby considering privacy, cultural sensitivity, and the capability to
interpret nonverbal cues. Through empirical validation and using the Delphi method, we
rigorously assessed ChatGPT’s effectiveness, thus marking a novel approach to evaluating
AI tools in therapeutic settings. The evaluation of our custom ChatGPT in simulated thera-
peutic contexts, particularly in occupational therapies for children with ADHD, revealed
its strengths and areas requiring further development. This research emphasizes relevant
findings:
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• Personalized Therapy: ADHD varies greatly among children, thus necessitating tai-
lored treatments. ChatGPT can customize therapeutic conversations and activities
based on each child’s needs and progress.

• Accessibility: Traditional therapy’s cost, location, and wait times limit access. ChatGPT
provides immediate, round-the-clock support, which is precious for those in remote
or underserved areas.

• Engagement and Motivation: ChatGPT’s interactive dialogue and gamified sessions
can keep children with ADHD engaged and motivated, thus enhancing therapy’s
effectiveness.

• Consistency and Reinforcement: ChatGPT ensures regular reinforcement of therapeu-
tic strategies, thus aiding in habit formation and symptom management.

• Reducing Stigma: Interaction with ChatGPT can minimize mental health stigma, thus
encouraging children to express themselves freely in a nonjudgmental space.

• Data-Driven Insights: By analyzing interaction data, ChatGPT offers insights into
therapeutic outcomes and ADHD challenges, thereby guiding more effective future
treatments.

• Support for Caregivers and Educators: ChatGPT also could aid caregivers and educa-
tors with strategies to manage ADHD symptoms and create supportive environments.

Given these potential benefits, it is clear that exploring ChatGPT’s application in
ADHD treatment for children is not just a matter of academic interest but a necessary
step towards innovating and improving mental health interventions for one of the most
common childhood disorders. This exploration could lead to significant advancements in
personalized care, accessibility, and overall effectiveness of ADHD treatment strategies.

However, concerns were raised about the ’Confidentiality and Privacy’. Therapists
emphasized the ethical implications of encouraging children to confide secrets in an AI.
This suggests that ChatGPT needs to guide children towards sharing sensitive information
with human guardians or therapists, thereby adhering to ethical guidelines and ensuring
responsible usage in therapeutic settings.

Challenges in ’Cultural and Sensory Sensitivity’ were also noted. ChatGPT’s limited
ability to recognize and adapt to cultural and linguistic nuances, especially in mixed lan-
guage scenarios, indicates the need for more sophisticated language processing capabilities.
Moreover, its inability to interpret nonverbal cues, which are crucial in therapy, suggests a
gap in its application. Addressing these limitations is essential for enhancing ChatGPT’s
effectiveness across diverse cultural backgrounds and improving its sensitivity to nonverbal
aspects of communication.

Future challenges include the potential misuse of LLMs like ChatGPT in generating
misleading information and the difficulties in detecting such content. The development
of new methods to combat misinformation and ensure the reliability of information is
paramount. Additionally, improving the safety and stability of LLMs, particularly in
handling sensitive topics and minimizing adversarial responses, remains a critical area of
focus. The integration of reinforcement learning layers and other advanced techniques in
future models, such as ChatGPT, shows promise in mitigating these issues.

The journey towards responsible AI, encompassing ethical, social, and technical as-
pects, is crucial in realizing the full potential of AI technologies in a manner that is beneficial
and equitable for all users.
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