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ABSTRACT
Objectives To explore the views of intensive care 
professionals in high- income countries (HICs) and lower- 
to- middle- income countries (LMICs) regarding the use and 
implementation of artificial intelligence (AI) technologies in 
intensive care units (ICUs).
Methods Individual semi- structured qualitative interviews 
were conducted between December 2021 and August 
2022 with 59 intensive care professionals from 24 
countries. Transcripts were analysed using conventional 
content analysis.
Results Participants had generally positive views about 
the potential use of AI in ICUs but also reported some 
well- known concerns about the use of AI in clinical 
practice and important technical and non- technical 
barriers to the implementation of AI. Important differences 
existed between ICUs regarding their current readiness 
to implement AI. However, these differences were not 
primarily between HICs and LMICs, but between a small 
number of ICUs in large tertiary hospitals in HICs, which 
were reported to have the necessary digital infrastructure 
for AI, and nearly all other ICUs in both HICs and LMICs, 
which were reported to neither have the technical 
capability to capture the necessary data or use AI, nor 
the staff with the right knowledge and skills to use the 
technology.
Conclusion Pouring massive amounts of resources into 
developing AI without first building the necessary digital 
infrastructure foundation needed for AI is unethical. Real- 
world implementation and routine use of AI in the vast 
majority of ICUs in both HICs and LMICs included in our 
study is unlikely to occur any time soon. ICUs should not 
be using AI until certain preconditions are met.

INTRODUCTION
Intensive care medicine has long been at the 
forefront of efforts to use routinely collected 
digital health data to improve patient care,1–3 
and it is seen to be particularly well posi-
tioned to use the advances in artificial intelli-
gence (AI) given the amount of data typically 
generated in intensive care units (ICUs).4 It is 
expected that applications of AI in ICUs will 
primarily be focused on machine learning 
to assist in disease identification, prediction 

of disease progression, disease phenotyping, 
recognising unique patterns within complex 
data and guiding clinical decision- making.5–7 
Other potential applications include algo-
rithms taking a physically embodied pres-
ence, such as in smart autonomous ventilators 
or infusion pumps.8 9 Despite the anticipated 
benefits AI technology, a large ‘implementa-
tion gap’ between what has been developed 
and what is used in clinical practice continues 
to grow, with most developed ICU AI models 
remaining in testing and prototyping.10 11 
Challenges for the successful development 
and implementation of AI tools in ICUs have 
been increasingly researched and discussed 
in recent years,4–17 including: (1) various 
technological challenges around obtaining 
high- quality data; ICU data is often hetero-
geneous and noise- prone, and de- identifying, 
standardising, cleaning and structuring the 

WHAT IS ALREADY KNOWN ON THIS TOPIC
 ⇒ Existing research on intensive care professionals’ 
views about artificial intelligence remains limit-
ed and only includes participants from four high- 
income countries.
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 ⇒ This is one of the largest qualitative studies to date 
to examine the views of intensive care professionals 
regarding the use and implementation of AI tech-
nologies in intensive care units, involving 59 par-
ticipants from 24 countries. It shows that the vast 
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to capture the necessary data or run AI algorithms, 
nor the staff with the right knowledge and skills to 
use the technology as designed.
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data can be difficult4–6 11 14; (2) a number of general 
ethical, legal and regulatory issues, particularly around 
data protection and sharing5 6 18; (3) the vast majority 
of ICU AI models are not robust or ready for clinical 
use; they have been developed using retrospective data, 
without external validation or prospective evaluation6 15; 
and (4) obtaining the trust and acceptance of clinicians 
and other stakeholders.5 6 Indeed, it is important to better 
understand intensive care professionals’ views and accep-
tance of AI to help identify key barriers and facilitators to 
AI technology being implemented and adding value to 
intensive care medicine. At the time of designing and initi-
ating this study, there was a lack of empirical studies on 
intensive care professionals’ views about AI. However, in 
the past 2 years, a few quantitative and qualitative studies 
have been published.13 14 19 20 These studies have found 
general positive attitudes and expectations of ICU profes-
sionals towards the use of AI, but also primarily identified 
technical barriers to the implementation of AI in ICUs. 
In addition, they identified some non- technical factors (a 
lack of AI knowledge among ICU professionals, high clin-
ical workload, no clear AI policy, a lack of funding for digi-
talisation and a culture of doctor- knows- best). However, 
these studies have consisted of three small survey studies 
involving one centre13 20 or two centres19 from the Nether-
lands or the USA, and an interview study including partic-
ipants from the USA and three European countries (the 
Netherlands, Belgium and the UK).14 Existing research 
on intensive care professionals’ views about AI there-
fore remains limited and only includes participants from 
four high- income countries (HICs). Furthermore, HICs 
have so far dominated the discussion over AI and related 
ethical issues.21 In an era of increasing global collabora-
tive health research efforts, this imbalance is problem-
atic. Lower- to- middle- income countries (LMICs) are also 
increasingly using healthcare data science and AI.22–25 
This study therefore aims to explore the views of inten-
sive care professionals in both HICs and LMICs regarding 
the use and implementation of AI technologies in ICUs.

METHODS
This study is presented in accordance with the Consol-
idated Criteria for Reporting Qualitative Research 
reporting guideline.26 See online supplemental infor-
mation 1 for additional details on methods used in the 
study. Intensive care professionals were primarily selected 
through purposive sampling to ensure that participants 
were from different backgrounds and regions.27 The clas-
sification of a country as an HIC or an LMIC was taken 
from the Statistical Annex of the World Economic Situ-
ation and Prospects 2022.28 Additional participants were 
identified using snowball sampling.29 59 intensive care 
professionals (physicians, nurses, pharmacists, phys-
ical therapists) from 24 countries agreed to participate. 
Interviews were held via telephone or video call between 
December 2021 and August 2022. All interviews were 
conducted in English, except for seven interviews which 

were held in Spanish. A researcher- developed semi- 
structured interview guide was developed to guide the 
discussion (see online supplemental information 2). It 
should be noted that the interviews were conducted prior 
to the release of ChatGPT and other chatbots powered by 
large language models (LLMs).30 Interviews were audio 
recorded and transcribed and were analysed in their 
original language using conventional content analysis 
with the assistance of the qualitative software MAXQDA 
(VERBI Software).31

RESULTS
Among the 59 intensive care professionals who partici-
pated in the study, 69.5% were physicians (41/59), 18.6% 
were nurses (11/59), 6.8% were pharmacists (4/59) and 
3.4% were physical therapists (2/59). Overall, 23.7% of 
participants were from Europe (14/59), 16.9% were from 
Asia (10/59), 15.3% were from North America (9/59), 
13.6% were from South America (8/59), 11.9% were 
from the Middle East (7/59), 10.2% were from Austral-
asia (6/59) and 6.8% were from sub- Saharan Africa 
(4/59). Furthermore, 66.1% (39/59) of participants were 
male presenting (table 1).

Status quo—patient data collection, documentation and 
utilisation
Most participants described a pervasive lack of digital data 
collection and documentation, and a chronic underutil-
isation of patient data in ICUs in both HICs and LMICs. 
In relation to patient data collection and documentation, 
most ICUs were reported to be paper- based or partially 
digitalised. Although patient data may be being collected 
with electronic monitors in these ICUs, it is typically 
documented manually either in paper- based records or 
in electronic health records. Consequently, the amount 
of available digital data was reported to be limited in 
most ICUs. With regard to the use of patient data for 
purposes other than patient care, although most ICUs 
are using data for national quality benchmarking data 
sets, the secondary use of patient data was reported to 
be extremely limited or non- existent by most participants.

Only a few participants working in a small number of 
large tertiary hospitals in HICs reported that patient data 
in their ICUs were primarily being automatically collected 
and documented digitally and being extensively used for 
secondary purposes. However, these were outliers and 
participants reporting that most other ICUs within the 
same country or even city as these fully digitalised ICUs 
were only paper- based or partially digitalised. Further-
more, even in most fully digitalised ICUs, it was reported 
that data is still required to be manually verified at regular 
intervals due to regulatory requirements to ensure data 
validity. Nevertheless, participants noted that in practice 
large amounts of data would often be confirmed without 
detailed verification. A minority of participants reported 
that verification is not required in their ICU; they want 
the raw data and did not think that nurses at the bedside 
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were best placed to check data validity and that their time 
would be best spent on other tasks (table 2).

Views about using AI in ICUs
Perceived opportunities
Although there were large variations in knowledge of AI 
among participants, and the vast majority are currently 
not using AI technology in practice, all participants in 

both HICs and LMICs had a generally positive view of 
AI. Participants saw huge potential for the technology 
to be very helpful and improve patient outcomes in the 
ICU, although not all participants had a clear idea of 
what or how benefits would happen. Many participants, 
however, highlighted the potential benefits of AI in rela-
tion to their workload given the number of patients they 
needed to simultaneously look after and the impossibility 
of keeping track of all the information being constantly 
generated in the ICU. AI was seen as a tool to support 
intensive care professionals deal with this data overload 
and to do their jobs more effectively and efficiently; by 
providing an early warning system for patients deteri-
orating, predicting which patients are at greatest risk 
and reducing errors. Many participants also noted the 
potential for AI to improve workflows, such as helping to 
manage ICU bed capacity or improving the accuracy of 
documentation (table 3).

Concerns about use
Most intensive care professionals, however, also held 
some well- known concerns about the use of AI in clinical 
practice. There were no important differences regarding 
the concerns expressed by participants from HICs and 
LMICs. Five key concerns emerged from the interviews:

Validity
A major concern raised by participants was regarding the 
risk of AI technology being biased and not generalisable. 
Participants were very concerned about AI applications 
not being applicable in real life to the majority of patients, 
particularly in ICU where there is such a heterogeneous 
group of patients. Participants were also concerned that 
AI technology would not work as well with minorities who 
are already disadvantaged (eg, Indigenous communities 
or those with limited healthcare access) if those groups 
are not sufficiently present in the training data set.

Explainability
Some participants thought explainable AI was necessary 
as they always needed to understand exactly why they were 
doing something when working with critically ill patients, 
and that a lack of understanding could generate fear and 
undermine the trust of clinicians and patients. However, 
most participants were not concerned about ‘blackbox’ 
AI applications and thought that evidence that an appli-
cation was helpful and safe was far more important than 
explainability. These participants noted that they did not 
understand how many other technologies used in the ICU 
worked and that clinical judgement should not be based 
purely on an algorithm but should combine a range of 
patient information and professional expertise.

Responsibility
Most participants saw the issue of responsibility being 
dependent on how AI was used. If AI was used in place 
of a clinician, making changes to patient care inde-
pendently, then the question of who would be respon-
sible if things went wrong was seen as very problematic by 

Table 1 Participants demographics

Characteristic Total

Gender

  Male 39/59 (66.1)

  Female 20/59 (33.9)

Position

  ICU physicians 41/59 (69.5)

  ICU nurses 11/59 (18.6)

  ICU pharmacist 4/59 (6.8)

  ICU therapist 2/59 (3.4)

  Other 1/59 (1.7)

Region

Europe 14/59 (23.7)

  Germany 3

  France 2

  Switzerland 1

  Spain 1

  The Netherlands 4

  UK 4

Asia 10/59 (16.9)

  China 2

  Hong Kong 2

  India 2

  Japan 2

  Philippines 2

North America 9/59 (15.3)

  Canada 3

  USA 5

  Mexico 1

South America 8/59 (13.6)

  Argentina 3

  Columbia 5

Middle East 7/59 (11.9)

  Qatar 4

  Israel 2

  Jordan 1

Australasia 6/59 (10.2)

  Australia 4

  New Zealand 2

Sub- Saharan Africa 4/59 (6.8)

  Botswana 2

  Malawi 1

  Rwanda 1

ICU, intensive care unit.
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many. However, if AI was used as just another tool to help 
clinical decision- making, then participants thought that 
there was no significant problem and responsibility would 
remain with the clinician.

Dependency
Many participants raised concerns about clinicians 
becoming too dependent and trusting of AI technology 
in the ICU and not using their own clinical judgement 

or skills. Participants saw this as part of a wider problem 
related to increasing digitalisation. Although this tech-
nology potentially has benefits, participants reported 
many junior staff becoming too reliant on technology, 
which was leading to (1) deskilling of staff, who can no 
longer do certain tasks themselves (eg, calculate dosages) 
because the system is down, and (2) a dehumanisation 
of care, with staff spending too much time looking at the 

Table 2 Status quo—patient data collection, documentation and utilisation

Theme

Code Subcode Example quote

Data collection and documentation

Implementation stage Paper- based ‘We collect it manually. So, we have an admission book. So, when a patient come, we collect the personal 
information of the patient, there is like the name of the patient, where the patient is coming from…But then, 
on our daily monitoring…we have now the observation where we record all the vitals signs…we do that in the 
admission book, as well as the patient files. We do it manually. We don’t have like, electronic documentation.’ P2 
ICU Nurse LMIC
‘Most of the systems in [Country] are still paper based. Certainly, in the ICU, we are probably well, 10 years 
behind our [Country] cousins and probably 15, 20 years behind the US in terms of the way that we manage data.’ 
P47 ICU Physician HIC

Partial digitalisation ‘But the way that is transferred, there is that all the information is stored in the monitor, for example, or in a 
ventilator. So, it’s in there. You won’t lose. It’s in there. But then you have to go write down the numbers and then 
move to the computer and transfer those numbers in there. So, for us, that’s the big limitation. Because first, you 
cannot do it minute by minute. And second, it’s very time consuming for a person to transfer that. And third, you 
are not sure that the number that she’s transferring is a real number.’ P5 ICU Physician LMIC
‘Okay. So, we have an electronic medical record…It’s introduced manually. So, we don’t really have like an 
automatic process where the data is stored. So, basically doctors and nurses put the data in the Electronic 
Medical Record. So, that’s the way we have to restore information.’ P18 ICU Physician LMIC

Full digitalisation ‘Yeah, 95% of it is now electronic. So, starting from the vital signs, these are imported through-, collected 
through a central monitor, which is monitoring every single patient bed. And from that central monitor, it goes into 
a centralized database. And we’re using the [Company name] system. And it’s recording minute by minute data. 
But for verification, and the nurse would chart the data every hour. And if there’s an event, which requires more 
frequent charting, for example, patients deteriorating or some sudden event, the nurse can then chart more data 
between hours. In terms of the lab data, it is collected via the hospital electronic database. So, our database 
goes and fetches data from the hospital database…So, we have to use-, we have to juggle a few systems at one 
time.’ P3 ICU Physician HIC
‘So, I can say confidently at this point, it’s 100% electronic documentation as far as vital signs goes. We have a, 
like a background software that transports patient’s vital signs, for ICU patients almost minute- by- minute to like a 
secondary software that we have that’s called [Name)…So, all the vital signs get automatically transcribed. Labs 
usually gets also documented from electronic medical records, also to that software. So, they're all on the same 
place. The-, like all the drip rates are manually entered by the nurses when they’re started, ended, up titrated or 
down titrated. All the nursing assessment…they all go in there by manual entry.’ P6 ICU Pharmacist HIC

Variations within 
countries and regions

‘So, I’ve experienced a really wide variation….I’ve worked in four different hospitals throughout [Country). And on 
one end, the hospital has been almost completely paper based, with a separate computer system for pathology 
values, a separate one for discharge summaries, all the vital signs are recorded manually. All the blood gases 
are recorded manually. And those are all sort of electronic data storage apart from blocks of text. The other 
extreme has been, the hospital I’m working in that moment, which is just fully integrated. So, everything is all on 
one system and includes all the observations which are recorded manually by the nurses. So, there’s huge sort 
of data and variables available for where I am working at the moment. And it’s all integrated across the sort of 
lifespan of the person in the hospital.’ P8 ICU Physician HIC
‘Yeah. So, the online EMR that they use at [Hospital] it’s called [Software name), and that has everything in 
it, it’s like your bloods, medications, vital signs, everything is integrated into the one system. And even you’ll 
take a blood sugar, and it will automatically go across to the online system. Whereas [City] was pretty much all 
paper- based, all of the lab systems and everything were all segregated systems, and often things were then 
transcribed, the blood results will be transcribed onto paper. So, if you’re going to collect data about obs and 
things, you have to go around and individually, look at each patient.’ P28 ICU Nurse HIC

Secondary use of data

Types None ‘At the moment, no. So, 100% is for clinical care.’ P3 ICU Physician HIC
‘Not that I’ve seen. So mainly, it’s patient care, follow up of patients.’ P25 ICU Physician LMIC

Quality benchmarks ‘In places where there’s manual data collection, it’s primarily been for benchmarking reports…But most 
ICUs, probably about 95% of ICUs in [Country] collect data that’s submitted to a central body that provides a 
benchmarking report. And so, that would be the only sort of routinely collected clinical data that’s sent off for 
benchmarking and reporting back. I’d say in the hospitals I’ve worked in, which had EMRs, or, you know, yeah, 
like databases, definitely it all got used for secondary purposes and quite frequently and quite a lot. And in places 
where it was manually extracted, then hardly ever.’ P8 ICU Physician HIC

Research ‘The answer is yes. So, especially being a-, like an academic medical centre, we have like ongoing research all 
times within our critical care.’ P6 ICU Pharmacist HIC

HIC, high- income country ; ICU, intensive care unit; LMIC, lower- to- middle- income country.
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Table 3 Views about using AI in ICUs

Theme

Code Subcode Example quote

Perceived opportunities

Potential to improve 
outcomes

‘Yeah. So, I do think that the artificial intelligence is needed in the ICU. And I’ll tell you why. Because as a critical care 
physician, normally I have between ten and 12 patients that I have to take care. And then for me, it’s almost impossible 
to keep track all of all the information that is being generated every single minute in the ICU…Every single minute, what 
is happening with this patient. There are many, many, many little variations in the vital signs, many little variations in the 
dose of the medications. But is practically impossible for a human to keep track of all of that. And then when that’s in a 
24 hours period then even more impossible…And sometimes in the ICU, we have this data overload. So, we really cannot 
handle. So, I do think that is important.’ P5 ICU Physician LMIC
‘I mean, I would say there’s definitely, definitely a huge, huge potential of improving patient, the outcomes by 
incorporating AI and patient data. And I mean, I can see it through some of the research that I’m doing. I can see it 
through some of the research that others are doing in the field of critical care in AI. There’s so much data. It’s probably 
one of the few fields that has so much data for individual patients and also for various patients.’ P7 ICU Pharmacist LMIC
‘I think it’s hugely useful. I think it’s going to potentially improve efficiency, improve outcomes, standardize management a 
lot more.’ P45 ICU Physician HIC

Concerns about use

Validity Bias ‘I think some things that people might worry about whether it’s representative, I guess, particularly in some of the 
communities that I have worked in, that whether AI is actually applicable to you know, indigenous people or people from 
different backgrounds. And I think that would provide some resistance to its uptake as well. And it would be a concern 
that I'd have as a clinician in terms of its validity and the people that I'm using it for.’ P8 ICU Physician HIC
‘If you have developed your predictive model on a subset of patients that is some and-, it’s somehow biased, it doesn’t 
reflect all patients. You know, there can be racial or biases, or all sorts of potential ways that your predictive model 
doesn’t apply to everybody. And so, but that’s just about getting the science right.’ P55 ICU Physician HIC

Generalisability

Explainability Essential ‘What’s necessary in healthcare is explainable AI, we really need to know why the conclusion came up. Both for our own 
understanding for trust for the patient and the rest of the healthcare ecosystem, and also medical legal purposes, we 
need to know why the machine thought this was the right answer.’ P1 ICU Physician LMIC
‘Whenever people don’t understand how something works, it generates fear, it generate, you know, this feeling that they 
are not in charge. And that’s something for a critical care physician, you need to allow them to be in charge, you know. 
And in general in medicine, you don’t want to take away the decision capacity of the doctor. You don’t want to do that. 
You want to provide a tool, you know, that you are not replacing the doctor. Just making sure that they’re aware of the 
different alternatives. And at the end, they’re the ones making the shots.’ P5 ICU Physician LMIC
‘I think you should always understand exactly why you’re doing something especially when you’re working with people 
who are really, really unwell. If I always have to be able to explain why I’ve made a decision then probably the computer 
also should be able to explain why it’s made a decision.’ P28 ICU Nurse HIC

Not a key 
concern if it 
works

‘Well, let’s put it this way. If the back box works…everybody’s going to be happy. People aren’t going to be happy once 
the black box stops working or once people use the back box for unintended cases.’ P15 ICU Physician HIC
‘I mean, implementation is a difficult subject because AI, the better AI gets and the more powerful AI gets, the less we’ll 
be able to understand why it comes to certain conclusions. And honestly, to me, this is actually one of the big benefits of 
AI, that AI can do things that we can't understand.’ P20 ICU Physician HIC
‘This is a hard one, because it depends. I think it depends more about the trust that people have in the in the in the 
technology. I think if you have evidence that the system works, even if it’s not explainable, I mean, I would personally be 
comfortable in using it. I think for most users, they would…I think it’s because I’m biased. I’m biased towards AI. I believe 
there was some studies looking at how you influence people using AI based on how much explainability they have, 
and people tended to request more explainability to trust their recommendations. I think as a general rule, it is probably 
important to try to provide explanations.’ P32 ICU Physician HIC
‘Coming from anesthesia, we have these black boxes. If you look at them for anesthesia monitoring, the precise 
algorithms are patented and we don’t have a clue. We just get a number. If you’re good, you can look at the raw EEG 
and sort of get an opinion whether the number is way off or the ballpark figure is correct. There are now monitors coming 
out looking at pain levels interoperatively. Same thing essentially, that’s a black box. Being an anesthetist, I don’t mind 
black boxes. I need to be aware when the black box could give wrong information. If you have a pain monitor that tells 
you everything is fine, and you’ve got a patient who’s hypertensive and tachycardic, is this a situation where the monitor 
might have a problem or is the patient actually in pain or is it just a hemodynamic problem and it’s not a pain issue? 
Being able to trust the machine to take these things apart would be extremely valuable. So I think the black box, if you’re 
used to using it, if you have a feeling for the limits, I’m not too reluctant to use something like that. As I said, we are used 
to that.’ P38 ICU Physician HIC
‘No, I don’t think so. A lot of clinicians aren’t data scientists and just don’t have the fundamental knowledge to be able 
to interpret an AI machine learning model. We could say a lot about the current methods we use, for example, of patient 
monitoring. I couldn’t accurately explain all the technology that goes into, for example, an arterial line. Yet I use the 
output for that and can understand fundamentally how it works. But I don’t necessarily understand the full physics and 
everything that goes behind it. I would say the same is with AI.’ P44 ICU Physician HIC
‘No, I don’t. I think if there was enough data to prove that it was safe, then I would say I don’t need to understand how it’s 
doing it for it to work. There’s so many things that we do at work that I don’t understand. I don’t really understand how a 
pulmonary artery catheter gives me data or how a dialysis machine does almost anything that it does. But I’m reassured 
by its safety profile and the rigorous processes of following up, its continuous safety monitoring. It wouldn’t concern me 
that I didn’t understand how it was doing what it’s doing.’ P45 ICU Physician HIC

Continued
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computer screen to the detriment of personal care of the 
patient.

Disparity
Some participants were also concerned that there will 
be large disparities in the application and use of AI tech-
nology in ICUs, which is going to widen the gap between 
richer and poorer settings.

Barriers and challenges to implementing AI in ICUs
Three overarching barriers to implementing AI in ICUs 
emerged (table 4):
1. Digital infrastructure: Participants from both HICs 

and LMICs identified the current digital infra-
structure of institutions as a major barrier. Most 

participants reported that their institution has neither 
the technical capability (hardware and software) to 
capture the necessary data or run the algorithms, nor 
the staff with the right knowledge and skills to use the 
technology. Some participants in LMICs reported not 
even having a stable electricity supply. This pointed to 
ongoing structural problems in the organisation and 
delivery of healthcare, and many participants in both 
HICs and LMICs described how they worked in bro-
ken healthcare systems where funds were limited to 
varying degrees, and investing in digitalisation and AI 
is not a priority. They suggested that many decision- 
makers either did not understand the value of digi-
tal technologies for improving patient care or were 

Theme

Responsibility Dependent on 
use

‘I think if you look at the AI tool as a tool that would function in place of a clinician then definitely liability would be an 
issue. But if you look at it as a tool, in addition to all of the other tools that helps in decision- making, and helps in patient 
management, then there should not be that liability issue. It’s kind of like saying, well, you know, you did the labs for 
the patient, and there’s a lab error. You as a clinician, you should look at the full picture and make that decision that this 
doesn’t match with the rest of the pieces that I have. So, I think again, if you look at it as that tool coming in and making 
that decision of saying, well, this patient has lung cancer or doesn’t have lung cancer, and then you start chemotherapy 
right away based on that machine then that’s where there is a liability issue that ideally, I think they should go hand in 
hand with the clinical, with the clinician’s decision or with the full assessment of the patient.’ P7 ICU Pharmacist LMIC
‘I think ultimately yeah, clinicians will have that accountability. So, it’s about how we would be applying AI just as it would 
be the same as how we would be applying any other technology that we use in intensive care…But I think yeah, I think 
ultimately, it’s still a technology. It’s not a sort of sentient being. So, ultimately, I think there yeah, in the intensivists will 
still be responsible for whatever happens.’ P8 ICU Physicians HIC

Dependency Deskilling ‘First thing that popped in my mind is probably the recent deskilling. A lot of things, even from paper charts to electronic 
system, is a big step up…We made a lot of things very automated almost. So say, for example, on paper chart, the 
doctors would want us to have to write down exactly what amount of drug and in what diluent to put in and what the 
dose range would be. So by practice, they would then be familiar with it. Whereas right now, all they have to do is select 
the drop click, and everything is prebuilt on the system for them. Probably one of the worries I would get is if we take that 
tool away from them, then would they then struggle to then perform what they should have been doing in the first place?’ 
P33 ICU Pharmacist HIC
‘Yes. Drug calculation before everyone’s doing everything on paper, and I think if the system was down, I personally I 
think I forgotten how to do some of the like noradrenaline, how to calculate it, like quickly on the spot, like I don’t think 
we’re-, before it was something we would do it every single hour. So, it was basically drilled in your head. And now on the 
computer, suddenly, if the system is done, it’s like, what do I do now?’ P35 and P36 ICU Nurses HICs

Dehumanisation ‘But I guess the other concern would be the dehumanization of it. So, I worry sometimes that the junior doctors are 
nowadays quite reliant on technology and looking at the screen rather than at the patient. And I think there is a risk of 
sort of going the other way. Forgetting that it’s the patient there.’ P3 ICU Physician HIC
‘Let’s see, I think the dehumanization? I don’t know if the term is clear, but that fear of being attended by machines, let’s 
say, people always expect the decision or the face to be given to them by someone else. And we believe that, I think 
that, if used properly, artificial intelligence is going to help us so that people can take care of those things that have to be 
done because we don’t have time, but people in general think that if we use artificial intelligence, it dehumanizes care. 
They distance themselves from the patient, and the patient feels that the caregivers are distancing themselves from the 
patient.’ P10 ICU Nurse LMIC
‘I think efficiency’s improved. It’s so easy to search for a keyword in someone’s medical record and find a specific entry 
from three months ago made by one person. You can access things from home or from your office without waiting 
physically for a file. As soon as patients come in through ED, you’ve got their history available. Lots of things like that. 
I think environmentally it’s, I presume it’s better, although I’m not actually sure what the environmental impact is of all 
the computers that are required to manage it. But certainly not wasting paper’s useful. I think there’s an efficiency in 
ordering a test and knowing that the receiver is going to get it immediately, and not waiting for a piece of paper to find 
its way down to radiology or something. Legibility of notes, and particularly medication charts I think has improved a lot. 
The things that I think have deteriorated, so I noticed junior medical staff and nursing staff spend so much time at the 
computer, often to the detriment of what’s actually happening with the patient. Particularly patients who are awake or not 
as ill, that really just need more of a personal touch. I think that the computer becomes partly a distraction, but also just a 
job that takes a lot of time. Which speaks to the inefficiency of the system, I guess, and I’m sure there are better systems 
than ours. But ours, the nursing staff spend a lot of time looking at the computer screen rather than the patient and the 
surroundings.’ P45 ICU Physician HIC

Disparity Will widen gap 
between rich and 
poor

‘Of course, the richer or affluent places, they’re going to have more technology. They’re going to have the ability to 
implement these things. These poor county hospitals and predominantly rural black places in the US, they’re not going 
to be spending the money on that. They’re not going to have it. For sure there’s going to be disparities in the application 
and benefit from it. Until there’s, like at some point in 50 years, every hospital will have a basic amount of EHR and 
technology. Once you get to that everyone has a certain basic amount, then these tools will be everywhere. But that’s 
probably a long ways away.’ P39 ICU Physician HIC

AI, artificial intelligence; HIC, high- income country; ICU, intensive care unit; LMIC, lower- to- middle- income country.

Table 3 Continued
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Table 4 Barriers and challenges for implementing AI in ICUs

Theme

Code Subcode Example quote

Digital infrastructure Technical capability lacking ‘We don’t have the equipment. We need internet, we need trainings. We need to train people on that. I 
mean we need time to get used to it. At the same time, we need the computers in the department for 
that…But yeah, some of the things that would maybe delay implementing it will be like the equipment, 
maybe the orientation of staff on the equipment.’ P2 ICU Nurse LMIC
‘If you don’t have the infrastructure and the ability to gather the data and then run these algorithms on it, 
it’s going to be difficult. I think though that most of Western Europe and the US, and rich countries, are 
going to have, in the near future, fairly completely electronic systems. [Country] trying to get there, we're 
just bit far behind…Obviously that’s a barrier.’ P39 ICU Physician HIC
‘The main obstacle is actually the availability of a hardware and software together that can make things 
possible. The second obstacle is the people who will know how to use it, and to activate it.’ P43 ICU 
Physician HIC
‘In most low- and middle- income settings, I think this is, you know, when I’m working with my public 
health hat on access to high quality, reliable data is like the number one problem for public health research 
related, but also in this case, thinking about how to develop AI systems. And I think that is, without a 
question, the biggest challenge. Because it’s not just a problem of like the fact that we’re mainly working 
in paper- based records. But it’s also the fact that, you know, our electricity comes in and out. Our monitors 
when they stop working people don’t, you know, there are many, many layers to this to the point where 
we would be having reliable collection of data that can be used in this way. So, I think it’s-, that’s a 
challenge. And it’s not simply the fact that we don’t have an EHR to document data. There are many other 
components that feed into that.’ P50 ICU Physician LMIC
‘The thing is if we want to try to integrate artificial intelligence into my hospital in particular, we don’t have 
the technology so far. And the other big limitation, you know, is the electronic healthcare system. Because 
this piece of software is crazy expensive, and trying to integrate whatever you are generated from data 
perspective, that could be challenging….Yeah. So, what is missing is a way that the data is transferred 
directly from the ventilator to the electronic healthcare system. And for doing that, you need a piece of 
hardware and software that allows you to extract the data from the ventilator and put it in the chart. And 
the thing is, in Colombia, we have many different makers from for the ventilators, for the fusion bombs, all 
of that sometimes is tough…’ P5 ICU Physician LMIC
‘But the biggest problem is the missing digitalization of the data, a lot of also University Hospitals in 
[Country] are working on paper, so they have no data available on a server. That’s the biggest problem.
(Question: Could you estimate how many hospitals would have currently the possibility of using AI 
technology?)Probably 20–25% of the hospitals actually…But I think this will change in the next five years, 
probably. We’ll arrive probably to 50 or 60% of the hospitals who are used then have all the data available 
in digital form. But it depend also from the politicians.’ P14 ICU Physician HIC
‘We probably haven’t had the bandwidth to think about the other things. Because as you say, if you don’t 
have digital data the rest is irrelevant. I would love to have digital data…But you know, let’s start with 
some basic stuff first, which is a monitor that doesn’t have to be turned into a paper record by a nurse 
every hour. I guess the advantage of paper is, you know that it’s secure. It’s physically in one place. It can’t 
be accessed by anyone else. But you know, the disadvantage to that is it’s secure and can’t be accessed 
by anyone else. So, you certainly can’t do analysis on it. Yeah, I think we’re a long way behind.’ P47 ICU 
Physician HIC

Staff with right knowledge and 
skills lacking

Insufficient funding available ‘The [Country] system is, the geography’s huge. The patients they have to service, the land mass 
is huge. They haven’t updated and put enough money into our system. We have two year waits for 
hip replacements, two year waits for cataract surgery, chronically underfunded. We’ve had aging 
population with mass migration on top of that…Our system is so broken that the electrification or EHR 
computerization of our healthcare system was not a high priority in the funding list. Some provinces have 
been more aggressive, the wealthier provinces…I think [Country), and certainly the less affluent parts of 
[Country] that don’t have this basic infrastructure, AI is not a priority. There’s no money going into that at 
all.’ P39 ICU Physician HIC
‘So, the first thing is that we don’t have enough money to implement any additional systems other than 
increasing capacity to provide critical care. And it’s not to say that all these things are considered a nice to 
have. But if you gave me a million dollars, and said, you can either spend this on an AI learning system, or 
you can open another two ICU beds, I know what I’m going to choose, and it’s not the AI learning system. 
So, I think the biggest barrier we currently have is simply funding.’ P47 ICU Physician HIC
‘I would say that the biggest barrier in South American in general. Because for you to be able to collect 
everything into the dataset, then you need to have a piece of software that can extract data, transfer that 
to the system. And that for doing that, you need to invest money. You can imagine ICUs in South America, 
they don’t have money to buy ventilators. Of course, they prefer not to invest money in a piece of software 
that they don’t see how it can affect the patient care.’ P5 ICU Physician LMIC

Continued
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too burdened by the existing financial strain on their 
health system.

2. Knowledge and understanding: Participants also iden-
tified a lack of knowledge and understanding about 
AI and the clinical context these tools will be imple-
mented in as a significant barrier. Participants felt that 
this affected professionals’ and patients’ acceptance 
and willingness to use AI, and that the disconnect be-
tween clinicians and technical partners too often leads 
to non- optimal AI tools. Indeed, one participant de-
scribed most AI applications as ‘solutions looking for 
problems’ that do not exist in the view of clinicians. 
Participants also reported that some colleagues’ views 
about data ownership and competition led them to be 
unwilling to share data, which was also reported to be 
a substantial challenge that undermines AI implemen-
tation.

3. Regulatory: Large variations in regulations regarding 
data protection within and across countries were also 
highlighted by participants as an important barrier. 
Some institutions and countries were reported to be 
significantly stricter than others with regard to data 

sharing and the secondary use of data. Although par-
ticipants all agreed that protecting patient privacy was 
essential, they also felt that the current situation could 
potentially harm patients because it is undermining re-
search and their ability to improve care.

Facilitators for implementing AI in ICUs
Three key suggestions for facilitating and improving the 
implementation of AI in ICUs emerged (table 5):

Demonstrating the value/limits of AI
Participants thought that clear and consistent evidence 
from robust research studies confirming the utility and 
reliability of AI applications would be the most important 
facilitator for increasing the acceptance of and willing-
ness to use AI applications in ICUs. Participants also saw a 
need for a clear explanation of the strengths/weaknesses 
and advantages/disadvantages of each application.

Closing the gap of understanding
Participants made two main suggestions for improving 
the current gap of understanding between clinicians and 

Theme

Knowledge and 
understanding

Disconnect between clinicians 
and technical partners

‘There are times where I wish as a clinician, I had the abilities to do everything myself, including like, data 
extrapolation, writing my own data. Because sometimes I feel like there is sometimes-, not a disconnect, 
but lack of connection between your data analyst or data scientist that helps you develop your project or 
helps you, like that’s their project, and you’re trying to help them that the-, my lack of understanding of 
artificial intelligence vs their lack of knowledge from clinician perspective, which is understandable for both 
parties, leads to sometimes like two sides not understanding each other as well as they should be.’ P6 
ICU Pharmacist HIC

Insufficient focus on what is 
needed

‘I think it would be good to see what people really want from AI. Instead of saying, okay, here’s the new 
technology and here’s what it can do. Maybe we need to think about, what is it that we’re lacking in our 
current practice that we feel we need? And then see if AI can quickly fill that void. That may be a better 
way to push AI forward and gain acceptance. Rather than saying: “Hey, look, here’s AI, it can do all these 
things.’” P3 ICU Physician HIC
‘So the idea that I have, we know the problems. IT doesn’t know-, they don’t know what problems we are 
suffering. So, the IT, they providing solutions for a problem, which are most of the time not existing in our 
eyes. So, this disconnection that makes things with doesn’t match. Why you’re advertising? Why you are 
selling me this machine? I don’t need it.’ P43 ICU Physician HIC

Views or data ownership and 
competition

‘Most of them don’t share it because of commercial aspects and secrets. I have a lot of anger, it’s not 
ethical, it’s not their data, and…I think that it’s not a commercial aspect, it’s the ego aspect. They want to 
publish papers in the New England Journal or whatever. They want all the data.’ P52 ICU Physician HIC
‘I would say both. I would say data protection laws, and it’s political. Competition between academic 
centers. We have the bigger data set. So if we open it, people are going to publish using our data. Very 
classical.’ P32 ICU Physician HIC

Regulatory Large variations in data 
protection

‘It’s not too much of a major issue in [Country). If it’s data that I’m pulling from my own institution, it’s 
de- identified and I’m using it for research purpose. I think the issue becomes when you start doing 
multicenter studies and how do you kind of pull data from different institutions, and then it goes into one 
pool. There are some institutions that are more strict than others, and some countries that are more strict 
than others. So, I think this is where the difficulties come into. And I think countries and institutions are 
realizing that they need to be less strict about those criteria. Because, yes, we are protecting the privacy of 
our patients by having all these measures. But then at the same time, there’s potential harm if you’re doing 
all this to these restrictions, that there’s no-, or there’s minimal research that people are doing. So, you 
don’t understand your patients fully. You don’t give them the full care. You don’t have research. So, it’s, I 
mean, it’s you have to kind of weigh things both ways. I’m not saying that you just kind of you know, open 
things and have all the data freely available. But at the same time, too many unnecessary restrictions, 
I think makes it difficult to conduct research, and then that has its own issues there. So, it’s kind of a 
balance between both.’ P7 ICU Pharmacist LMIC
‘Yeah, I think it’s a huge issue. Again, there’s huge regional variation. So, in some states all the hospitals 
have a shared system, and you add a baseline to set a clinical level, you’ve got access to all the other 
hospital information. So, it makes things like linking data very easy. Because it is already linked within 
the state. The state that I’m in does not do that. And so, it’s all separate, which already just makes it like 
practically very difficult. Let alone, you know, having to deal with de novo sort of ethics, submissions, and 
trying to actually get that all together.’ P8 ICU Physician HIC

AI, artificial intelligence; HIC, high- income country; ICU, intensive care unit; LMICs, lower- to- middle- income countries.
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Table 5 Facilitators for implementing AI in ICUs

Theme

Code Subcode Example quote

Demonstrating the 
value/limits of AI

Evidence of AI utility 
and reliability

‘I think some strong studies will help of course, if you can show that AI helps tremendously with prediction of 
mortality or prediction of hypotension or with mechanical ventilation with better outcomes. And those results 
are constantly produced and coming from different countries, then I think it will be difficult for a doctor to 
ignore it.’ P27 ICU Physician HIC
‘I think more randomized control trials should be done to prove that these technology can really improve 
the patient’s outcome, not just to choosing a model, but to see whether the model, the usefulness of the 
model, to improve reduce mortality or reduce costs. If we can prove least in the large RCTs, this will be a very 
important indication.’ P29 ICU Physician LMIC
‘I think one thing that will help is very, very solid research. And not only by people wearing pink glasses and 
saying, “Oh it’s so good.” But really solid research. I think, given the current way we practice medicine, I think 
that’s the best way to establish new techniques. The whole technical side. Well, people are all enthusiastic 
about it, that will happen. But really validating stuff and also making clear that once validated…What do we 
need? For instance, how many times do you need to update a model? All these kinds of things are below the 
surface, whereas I think they’re extremely important.’ P31 ICU Physician HIC
‘I think you’d have to prove its value. So whether that’s making life easier for clinicians or making outcomes 
better for patients. I think you’d have to show that there’s a value in it.’ P45 ICU Physician HIC

Clear explanation 
of strengths/
weaknesses and 
advantages/
disadvantages of

‘As far as implementation goes, I think there has to be a clean explanation of the strengths and weaknesses 
and disadvantages of the software, that this is not like a God to predict everything for you. Like you still 
have to use your clinical knowledge and your brain basically, at the end of the day before making a decision. 
And don’t just say purely, well because what the algorithm told me I have to do this. It’s really how to utilize 
the algorithms rather than abusing them for the purposes of clinical decision- making processes.’ P6 ICU 
Pharmacist HIC

Closing the gap of 
understanding

Training and 
education

‘I think it’s very important to start early, and they need to be primers on data science, machine learning and 
AI, right? From the med school level now, start educating people on what it’s all about.’ P1 ICU Physician 
LMIC
‘The way I see AI it’s like a new discipline within medicine, for example. I as an ICU doctor, I will not go to the 
lab and challenge your potassium result. Right? So, I rely on the lab, making sure that that potassium result 
is correct. Measuring potassium is very difficult, like it’s not an easy thing, you have to think about hemolysis, 
you have to think about the quality of the blood, you have to think about whether the blood has been 
standing long enough. You have to think about whether your reagents were correct, whether the controls 
were correct, whether your machine is competing correctly, whether it was the same, the right patient. So, 
there are so many things that we take for granted anyway, in reading a simple potassium result. So, I don’t 
think that would be one of the things that I really concern me. So, I would not say: “Okay, I’m not going to 
use AI unless I understand all the algorithms.” I don’t think that would be the case, but certainly, I think a new 
discipline. So, for example, like a doctor trained in AI, who’s working in the hospital with good confidence 
of other teams like about critical care physician to use it. So I would see, the way forward would be a new 
specialty within medicine, where they have specialist trained in artificial intelligence, who are equipped with 
the skills required to make valid predictions, make valid algorithms, and then I’ll trust that person, rather than 
me trying to learn through it again, which would be impossible.’ P3 ICU Physician HIC
‘I would say education is a large part of it, you know, getting people, not just clinicians, both data scientists, 
IT and clinician, everyone, to kind of understand the concept more, see the value of it, see what it means. 
And how do I actually apply it? How do I develop models? How can I incorporate that? And then that would 
get people a bit outside their comfort zone so that they can kind of take on the next steps sort of. I would say 
education would be a big part of it.’ P7 ICU Pharmacist LMIC
‘I think it needs to become part of the curriculum that we teach critical care clinicians. I think clinical 
informatics in some way needs to be taught. And how, what we don’t get taught is we use a lot of these 
IT systems and electronic medical records as clinicians, but we don’t ever get taught around the backend. 
How do we use it? How do we actually use all this stuff that we put in and this data that we aggregate, 
but we barely touch. So, what, so for me, it’s about gradually teaching people how to do it. And then as a 
result, if you do have these large data sets, what’s the way of working with some expert in a local area or in 
a collaborative group to work on a project that develops something. And so, they’re that sort of, they’re the 
things that would in my mind, help people become, understand the issues, but also build a skill set that helps 
the next generation do it better.’ P19 ICU Physician HIC

More inclusion of 
clinicians

‘And also, have discussions with people who develop these things so that they can interface and interact with 
doctors and nurses, and they don’t build something which won’t get used. So, a lot of the apps that are built 
are crazy good in terms of the technology. But no doctors were asked what they wanted.’ P1 ICU Physician 
LMIC
‘It should be designed by the people who actually will use it and will need it. I think it cannot be designed by 
anybody who’s not familiar with the processes…you need the collaboration between the end user and the 
programmer at the start.’ P40 ICU Physician LMIC
‘This connection between the physicians and the IT guys. This is the most important thing. We have 
disconnected.’ P43 ICU Physician HIC
‘Additionally, it ultimately depends on who builds the model that is used. But I feel like clinicians definitely 
should be involved.’ P9 ICU Pharmacist HIC

AI, artificial intelligence; HIC, high- income country; ICU, intensive care unit; LMICs, lower- to- middle- income countries .
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technical partners, to increase the acceptance and the 
clinical utility of AI in ICUs:

 ► Training and education: Many participants noted the 
need to improve training and education of both 
clinicians and data scientists, so clinicians have a 
better understanding of AI concepts and data scien-
tists understand the clinical context better. Although 
participants saw the need to improve all intensive care 
professionals’ knowledge and skills in this area, some 
participants also advocated for a new (sub)specialty 
where clinicians are trained in AI as it was unrealistic 
to think that all clinicians could be trained to the 
required level.

 ► More inclusion of clinicians: Participants strongly felt 
that there needed to be more consultation and 
involvement of clinicians from the beginning in the 
design and development of AI applications for ICUs, 
to improve the connection between clinicians and 
developers and the resulting product.

Improving ecosystems
Participants also saw the need to improve the wider 
ecosystem, including: ensuring that there is a proper 
system of data collection and documentation, that 
funding bodies are aware of bottlenecks so funding 
is directed to efforts to translate research into practice 
rather than just generating more accurate prediction 
models, that grant panels have the right expertise to eval-
uate multidisciplinary research and enhance the poten-
tial for academic/commercial partnerships.

DISCUSSION
This is one of the largest qualitative studies to date 
to examine the views of intensive care professionals 
regarding the use and implementation of AI technolo-
gies in ICUs, involving 59 participants from 24 countries, 
including countries from Europe, Asia, North America, 
South America, Middle East, Australasia and sub- Saharan 
Africa. This study found general agreement among 
participants’ views regarding the use and implementa-
tion of AI in ICUs, which were largely in line with existing 
empirical research with ICU professionals.13 14 19 20 Partic-
ipants had generally positive views about the potential 
use of AI in ICUs but identified important technical and 
non- technical barriers to the implementation of AI. A key 
finding of this study, however, was important differences 
between ICUs regarding their current readiness to imple-
ment AI. It was striking that these differences were not 
primarily between HICs and LMICs as might be expected. 
Rather, the key difference was between a small number 
of ICUs in large tertiary hospitals in HICs, which were 
reported to have the necessary digital infrastructure for 
AI, and nearly all other ICUs in both HICs and LMICs, 
which were reported to neither have the technical capa-
bility to capture the necessary data or run AI algorithms, 
nor the staff with the right knowledge and skills to use the 
technology. Although technical barriers to implementing 

AI in ICUs have been widely discussed,4–6 11 14 intensive 
care medicine needs to be careful not to gloss over the 
importance of the current readiness of ICUs to implement 
and use AI, otherwise it will risk building a house of cards. 
Pouring massive amounts of resources into developing AI 
without first (or in parallel) building the necessary digital 
and knowledge infrastructure foundation needed for AI 
is unethical.32 We do not see the possibility of real- world 
implementation and routine use of AI in the vast majority 
of ICUs in both HICs and LMICs included in our study 
any time soon, and we do not think this ‘last mile’ of 
implementation33 will be reached unless the necessary 
digital and knowledge infrastructures are built first. We 
are of the view that ICUs should not be using AI until 
certain preconditions are met. Intensive care societies 
from around the world need to come together and reach 
a consensus on what these preconditions should be.

Limitations
This is a qualitative study that did not collect statistically 
representative data. However, we included a range of 
intensive care professionals from 24 HICs and LMICs, 
which makes it likely that this study has captured key 
aspects of a multisided issue. A bias might exist toward the 
reporting of socially desirable attitudes,34 however, given 
our results that are rather critical of current practice, we 
believe that such a bias is limited. The study was carried 
out across 24 countries, and there may be some regional 
and country- specific differences that might limit the 
generalisability. Nevertheless, many of the key issues are 
associated with aspects that are common in all countries 
(eg, limited digital data collection and documentation, 
and an underutilisation of patient data in ICUs), these 
findings are likely to be of wider international interest. 
There is currently no established definition of what 
constitutes AI, and a definition of AI in medicine was not 
provided to participants. As noted in the results section 
there were large variations in knowledge of AI among 
participants, and concrete examples were provided where 
needed. However, this may have affected the ability of 
some participants with limited knowledge of AI to answer 
some questions. The study was also undertaken before 
the explosion of interest in the use of LLMs and the chat-
bots that they power. The AI discussed in this manuscript 
therefore does not include LLMs.
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