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Abstract

This dissertation examines COVID-19’s impact on data journalism through the lens of

Computational Social Science methods. It reveals the increased use of infographics,

discovers expanded collaborations between data and science journalists, and observes

divided perceptions of predictive reporting. It underscores the importance of interdis-

ciplinary collaboration and the application of mixed-method analysis in understanding

newsroom dynamics and audience engagement.
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Zusammenfassung

Diese Dissertation untersucht die Auswirkungen von COVID-19 auf den Datenjournal-

ismus mithilfe von Methoden der Computational Social Science. Sie zeigt die vermehrte

Nutzung von Infografiken auf, untersucht verstärkte Kooperationen zwischen Datenjour-

nalisten und Wissenschaftsjournalisten und beobachtet geteilte Einstellungen zu predic-

tive journalism. Sie betont die Bedeutung interdisziplinärer Zusammenarbeit und die

Anwendung von Mixed-Method-Analysen zum Verständnis der Dynamiken in Redaktio-

nen und der Einbindung der Nutzer.
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Chapter 1

Introduction

“The plural of anecdote is data”1

- Raymond Wolfinger, Political Scientist

“The plural of anecdote is data,” a maxim attributed to American political scientist

RaymondWolfinger. It encapsulates the essence of this dissertation through the interplay

of the COVID-19 pandemic and data journalism, using Computational Social Science

methods. The COVID-19 pandemic, starting in 2020, marked an unprecedented and

transformative moment in modern history. Beyond its immediate and profound impact

on public health, the pandemic catalyzed societal changes and innovations, reshaping

how we live, work, and communicate.

Also, journalism underwent a significant transformation due to the impact of the pan-

demic. As people increasingly relied on information to navigate the virus and their

world, journalism evolved to meet their needs and provide clarity amidst confusion. In

this rapidly changing landscape, data journalism emerged as a pivotal and resilient ap-

proach that uses the power of data to convey complex information, raise the perspectives

from individual cases to a societal level, and turn anecdotes into data.

This dissertation explores the changes brought to data journalism during the COVID-

19 pandemic, unveiling how the crisis catalyzed innovation while leveraging Computa-

tional Social Science methods to uncover these influences. Through four papers, this

dissertation navigates the multifaceted dimensions of this relationship, offering a nu-

anced understanding of journalism’s response to the crisis and the broader implications

for media practices in the digital age.

1.1 Background and Motivation

The COVID-19 pandemic, which emerged in late 2019, has had profound and far-reaching

impacts on various facets of society like health, mobility, and workplaces (Barouki et al.,

1According to his recount, Professor Wolfinger said this in a graduate seminar at Stanford dur-
ing the 1969-1970 academic year after a student dismissed another student’s factual state-
ment as an anecdote. It has since been used numerous times in different, even twisted, con-
texts. See https://web.archive.org/web/20130628221221/http://listserv.linguistlist.org/cgi-bin/wa?
A2=ind0407a&L=ads-l&P=8874 and https://blog.revolutionanalytics.com/2011/04/the-plural-of-
anecdote-is-data-after-all.html for further context.

1

https://web.archive.org/web/20130628221221/http://listserv.linguistlist.org/cgi-bin/wa?A2=ind0407a&L=ads-l&P=8874
https://web.archive.org/web/20130628221221/http://listserv.linguistlist.org/cgi-bin/wa?A2=ind0407a&L=ads-l&P=8874
https://blog.revolutionanalytics.com/2011/04/the-plural-of-anecdote-is-data-after-all.html
https://blog.revolutionanalytics.com/2011/04/the-plural-of-anecdote-is-data-after-all.html


Chapter 1 Introduction

2021; Kniffin et al., 2021; Daly, Sutin, and Robinson, 2022).

One of the many areas affected by this global crisis is journalism (E.-J. Lee, 2021).

Although the industry is in a state of constant flux (Spyridou et al., 2013) with innovation

management being a constant and critical element of media management (Mierzejewska,

2011), Covid-19 was a change on another scale (José A. Garćıa-Avilés, 2021; José A.

Garćıa-Avilés et al., 2022). Journalists had to leave their newsrooms to work from home.

Sources were only available via phone or video. On the other hand, the uncertainty

of the situation led to enormous demand for journalism, rising digital subscriptions,

and new skills for journalists (Quandt and Wahl-Jorgensen, 2022), offering new ideas

for a revised societal role for journalism by calling for care and offering communities

relevant information (Hess and Waller, 2020; Fernández-Pedemonte, Casillo, and Jorge-

Artigau, 2020). In the wake of this crisis, data journalism has surfaced as a potent and

essential method for conveying intricate information to the general public (Pentzold and

D. Fechner, 2019; Danzon-Chambaud, 2021; José A. Garćıa-Avilés et al., 2022).

Understanding the relationship between COVID-19 and data journalism is important

because it can shed light on how crises can drive innovation and transformation within

the field of journalism. Furthermore, integrating Computational Social Science methods

offers new avenues for studying these influences in a data-driven and systematic manner.

1.2 Research Questions & Objectives

The rise of data journalism has been studied continuously for some years now. Focus

was placed on perspectives like the work with data as a source (Howard, 2014), adapted

training requirements (Weiss and Retis, 2018; Burns and Matthews, 2018), or its di-

vergence of diverse fields and practices (Coddington, 2015). Great attention was also

paid to integrating data journalists within the newsrooms (Parasie and Dagiral, 2012;

Hermida and M. L. Young, 2019).

Newer studies emphasized developments like the publications of predictive models and

the visualizations of their implied uncertainties (Pentzold, D. J. Fechner, and Zuber,

2021; Pentzold and D. Fechner, 2021).

Most of these publications, however, are based on surveys or manual coding of pub-

lications, a common methodology in data journalism studies (Ojo and B. Heravi, 2017;

Loosen, Reimer, and De Silva-Schmidt, 2017; Auväärt, 2023), which leads to the main

contribution of the planned work: it aims to measure connections, prevalence, and prop-

agation of data journalistic work with Computational Social Science methods. This

enables comparable and repeatable measurements to track changes over time. It also

allows quantifying these variances. Furthermore, using datasets bound to behavior adds

another dimension to the validity of observations.

To guide this dissertation, we will focus on these broad research questions:

RQ 1: How has COVID-19 influenced the practice of data journalism?

2



Chapter 1 Introduction

RQ 2: How effective are Computational Social Science methods in systematically

analyzing the impact of COVID-19 on data journalism practices in terms of accuracy

and comprehensiveness?

To further concretize the questions, this work seeks to achieve the following research

objectives:

Objective 1: Quantitative Analysis of Data Journalism Outputs

The first research objective is to quantitatively analyze data journalism outputs within

German newsrooms during and after the COVID-19 pandemic. This analysis aims to

provide insights into the extent of the increase in data-driven publications during this

period.

Objective 2: Utilization of Computational Social Science Methods

The second research objective is to demonstrate the efficacy and utility of Compu-

tational Social Science methods in systematically analyzing the impact of COVID-19

on data journalism practices. This objective underscores the importance of employing

advanced methodologies to study complex phenomena.

Objective 3: Increased Understanding of COVID-19’s Influence on Data

Journalism

The third and final research objective is to understand better how the COVID-19 crisis

has reshaped data journalism and its role within the media landscape. This objective

contributes to the broader discourse on journalism’s response to crises in the digital age,

enhancing our knowledge of journalism practice during pivotal historical moments.

To achieve these objectives, this dissertation is structured around four papers:

Paper 1 - ”Election predictions in the news: how users perceive and respond to visual

election forecasts” explores how users perceive and respond to visual election forecasts

in news media, particularly in the context of election predictions, which evolved as a

concurrent approach of predictive journalism next to models forecasting the spread of

COVID-19.

Paper 2 - ”Popular and on the Rise - But Not Everywhere: COVID-19-Infographics

on Twitter” provides an in-depth analysis of the popularity and prevalence of COVID-19

infographics on Twitter, shedding light on how these visualizations were used to com-

municate pandemic-related information.

Paper 3 - ”Unleashing Data Journalism’s Potential: COVID-19 as Catalyst for News-

3



Chapter 1 Introduction

room Transformation” delves into the transformational impact of COVID-19 on German

newsrooms, measured by authorship outputs and cooperations.

Paper 4 - ”More inclusive and on wider sources: A Comparative Analysis of Data and

Political Journalists on Twitter in Germany” conducts a comparative analysis between

sexes, and data and political journalists on Twitter in Germany, examining their prac-

tices and interactions — and aims to illustrate the use of Computational Social Science

methods to understand social groups better.

1.3 Significance and Contributions

This dissertation aims to significantly contribute to journalism studies, Computational

Social Science, and crisis communication by addressing these research objectives through

a combination of four papers. It provides a nuanced understanding of how the COVID-

19 pandemic has shaped data journalism practices, offers insights into user perceptions

of visual forecasts, explores newsroom transformation, and analyzes the practices of

journalists on social media. It seeks to increase practitioners’ and researchers’ under-

standing of newsroom innovation processes. By employing Computational Social Science

methods, this dissertation further aims to prove the value of their application within

communication studies.

4



Chapter 2

Literature Review

The following literature review sections aim to create a common basis for understanding

the evolution of data journalism, its innovative potential for journalism, and the role of

technology — starting with a definition of the object of the study.

2.1 Definitions and Structure of Data Journalism

2.1.1 Definitions and Characteristics

“Comment is free”, wrote The Guardian’s editor CP Scott in 1921, “but facts are sacred”

(S. Rogers, 2013a). These words were laid down as an editorial manifest of the British

The Guardian newspaper.

While facts were mostly conveyed in textual form for a long time, the early Twenty-first

century was accompanied by a new way of publishing those “sacred facts”: data-driven

journalism, often shortened to data journalism.

One of its earliest descriptions was written in 2006 by Adrian Holovaty, an Ameri-

can journalist and web developer (Holovaty, 2006). He argued that for many forms of

news and information, a typical journalistic story might not be the best-suited form of

storytelling. News that was based on quantifiable information could get repurposed for

further use. Quantifiable information that journalists would already collect, although

not in a structured way, could be saved in a database, analyzed, and visualized to the

public. Holovaty gave examples, like sport, crime (Holovaty, 2005; Holovaty, 2008), or

fire statistics, of classic examples of what we would clearly regard as some form of data

journalism today.

But Holovaty already gave a glimpse at ideas that were even more innovative at

the time: analyzing obituaries or wedding announcements, agendas of parliaments or

political advertisements in electoral races, analyzing the approximate age, birthplace, or

formal charges of Guantanamo inmates, or researching the claims of politicians, which

led to the creation of the fact-checking website PolitiFact (Waite, 2007).

Holovaty’s blog post led to some discussion about whether or not the presentation of

structured data had the right to be called journalism. In 2009, Holovaty commented on

those arguments with a: “Who cares?” (Holovaty, 2009). In this post, he also labeled

5



Chapter 2 Literature Review

the combination of structured data and journalism as “data journalism”. Although this

was framed in a question, it is one of the initial appearances of the term.

Over the years, data journalism has been defined in various ways, some very broad,

some aiming to increase specificity.

While some journalists define data journalism as journalism using datasets, others

focus more on the storytelling and presentation aspects (Hermida and M. L. Young,

2019, p. 35-36). For instance, Cushion et al. defined data journalism as the “use of

data by journalists” (Cushion, J. Lewis, and Callaghan, 2016, p. 1200), very close to the

description Holovaty gave in 2006. Anderton-Yang et al. (2012) referred to journalism

professor Philip Meyer, who pointed out the value of processing information in an age

where information is abundant. He argued that data should be analyzed to structure

it and present the results in their importance and relevance to the audience. This idea

was further emphasized by Antonopoulos and Karyotakis (2020), who described data

journalism as a way of enhancing reporting with the use and examination of statistics

to increase insights into a news story or to uncover previously hidden aspects in forms

like interactive online content, or through data visualization tools that can create tables,

graphs, or maps.

Berret and Phillips (2016, p. 9) also included using computational methods, algo-

rithms, machine learning, or other emerging technologies in the journalistic toolbox as

a data journalism feature. Furthermore, “The ability to use, understand, and critique

data amounts to a crucial literacy that may be applied in nearly every area of journalistic

practice.”

Throughout this dissertation, both perspectives are used to derive various working

definitions to research data journalism. Some focus more on the output when analyz-

ing visualizations, and some emphasize the data-driven workflow that data journalists

employ in line with the primary definition.

While these definitions bring along various workflow changes, new forms of journalistic

sources, and different ways of showing stories more than telling them, there are limited

differences to ”traditional journalism” from a foundational perspective. Some parts of

the data journalistic community use the long-standing prototype of the “newshound

approach,” which describes the traditional investigative journalist serving as a watchdog

over democracy, as a role model to align on (Hermida and M. L. Young, 2019, p. 24).

Rather than talking mostly to contacts on the phone or in interviews, they leverage

automation to dig through vast amounts of data or documents to uncover misbehavior.

This does not mean that data journalists do not seek clarification or further information

from human sources to add contexts and make the data more understandable — but

the initial and underlying information for the story comes from data (Kalatzi, Bratsas,

and Veglis, 2018, p.37), promoting the image of a data-literate, computational-savvy

journalist, who can make use from complex streams of information (Berret and Phillips,

2016, p. 5), while still generally adhering to traditional news values and formats such as

objectivity (Tandoc and Oh, 2017, p. 997). Working with data is by some regarded as a

6
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core skill, comparable to interviewing or the ability to interpret charts (visual literacy)

(Burns and Matthews, 2018, p. 94). Burns and Matthews (2018) described data as a

‘live’ source that can be questioned and might provide answers but is not - like human

sources - free of error and value, as data is collected and operationalized by humans

in the first place, which requires the same scrutiny as journalists would show towards

human sources.

In short, journalism remains key, not data analysis (S. Rogers, 2011).

However, increasing attention to the topic has brought different characteristics that

can help to arrive at a taxonomy of data journalism. Davies (2018, p. 108) categorized

data journalism into four categories:

• Data visualization: ways of telling stories using maps, charts, or timelines —

while the visualization remains the center of the story, not just an accompanying

image to a long text.

• Quantitative literacy: the knowledge of statistical methods, descriptive and

predictive statistics, or significance or error margins.

• Data access: methods and knowledge about how to find and potentially scrape

information that might not be available as open access, machine-readable datasets.

• Coding and data extraction: skills in programming languages or easy-to-access

tools to utilize datasets of all sizes.

This taxonomy already reveals the broad range of skills that data journalism requires.

It is, therefore, not surprising that the field is a divergence between separate specializa-

tions and practices like statistical analysis, computer science, visualization, web design,

and reporting (Coddington, 2015, p. 334). While it is closely aligned with the open-data

movement, it does not specifically require open data.

2.1.2 Actors and Workflows

The global development of technology drives the evolution of data journalism. In addi-

tion, data journalism may provide some answers to emerging crises of journalism (Her-

mida and M. L. Young, 2019, p. 53), for instance, for trust issues (Toff et al., 2020).

Data journalists understand themselves as an international, “independent community of

practitioners” (Morini, Dörk, and Appelgren, 2022, p. 15) that shares knowledge and

data (Appelgren, 2016; Porlezza and Splendore, 2019) - which is to some extent unusual

for journalists that commonly keep their sources and approaches more secretive towards

competitors.

One central function for data in journalism is the claim of empirical evidence (En-

gebretsen, Kennedy, and Weber, 2018, p. 9), driven through a clear story. Whether

that is achieved by using the written word, tables or raw numbers, or visualization is

7



Chapter 2 Literature Review

something novel in journalism that is explained by data journalists’ increased reflexity,

which describes the intersection of developing new ways of telling stories while keeping

existing journalistic values in place (Borges-Rey, 2017).

This image is, however, not complete without regard to the shifts of actors to an

increased open source or open data perspective. Data journalism brought increased

cooperation with non-journalistic actors, mainly from civic tech that complemented the

journalistic work of holding the powerful accountable and working in the public interest

by facilitating the data work by creating access to information and enabling ways to

analyze and visualize data (Baack, 2018).

These technology-oriented strangers in journalism can be categorized as explicit and

implicit interlopers and intralopers (Belair-Gagnon and Holton, 2018). Bloggers or citi-

zen journalists are regarded as Explicit Interlopers who “frequently and overtly challenge

journalistic norms, calling for improved practices (e.g., more transparency through link-

ing in social media spaces; fact-checking that includes public input)” (Belair-Gagnon

and Holton, 2018, p. 73).

Implicit Interlopers are not expected to be as critical as explicit interlopers, as they

are mostly already part of news organizations and might adapt to changed requirements

for news gathering. Examples include programmers or web analytic professionals in news

organizations (Tandoc and Thomas, 2015).

Intralopers are “non-traditional journalism actors working from within news organi-

zations without journalism-oriented titles, they may be trained in journalism or be well

versed in the craft of the profession.” (Belair-Gagnon and Holton, 2018, p. 75) They

work inside-out, for instance, by deploying new tools to assist journalists inside media

organizations. With the dawn of the big data age, these new actors helped to bring

the required data and technology knowledge into the newsrooms to empower them to

perform data journalistic tasks.

This leads to observations about data journalism in what Borges-Rey (2017) describes

as two directions: the newshound and the techie approach, indicating a tendency to

describe and negotiate data journalism in an interplay between traditional journalistic

values and computational processes, leading to an individual professional culture that

aims to mitigate individual lack of skills (De-Lima-Santos, 2022).

The skill set required for data journalism has also been studied: Hermida and M. L.

Young (2019, p. 71) propose a three-layer model to describe data journalistic work de-

rived from the Science and Technology Studies literature. The first layer is objects of

technology, which are data sets, visuals, software, and platforms for data journalists.

A second layer describes the processes used, like web-scraping, data analysis, and visu-

alizations. The third layer is the know-how to wrangle and clean data, interpret and

combine it into a story.

Others described the skill set as having “high levels of data collection, analysis, and

multimedia presentation skills” (Tandoc and Oh, 2017, p. 1003).

Bradshaw (2011) described the workflow as an inverted pyramid, where a lot of data

8



Chapter 2 Literature Review

comes in at the beginning and gets cleaned, contextualized, and combined until it ends

in a communication to the readers.

Kandel et al. (2012) segmented data workers, as we could also regard data journalism

and coherent with the variety of non-journalistic actors in data journalism, into three

distinct categories — not based on the work steps taken, but on the tools they used:

application users, who use Microsoft’s Excel, spreadsheets or other click-based applica-

tions, scripters, who use software packages for data analysis (R or Matlab), and hackers

who are fluent in the same analysis packages as scripters but also proficient in scripting

languages (like Python or Perl) and data processing languages (like SQL).

Wrapping up this view into the actors and workflows in data journalism, we see that

the required mix of skills — from crunching data to crafting stories visually appealing —

has reshaped journalism. In the upcoming section, we will dive into how these practices

are shaped by the past, exploring the evolution of data journalism from its early days

to the present and highlighting how these changes have been absorbed in the industry.

2.2 Evolution of Data Journalism

To embed the COVID-19-related evolution of data journalism into perspective, it is worth

giving a short rundown on the branch’s historical root and early-stage developments.

2.2.1 Historical Perspective and Key Milestones

The idea of conveying quantitative information in non-textual form is not new. One of

the first examples is a table in the Manchester Guardian (today known as The Guardian)

of May 5th, 1821 (S. Rogers, 2011). It showed a list of schools in Manchester and Salford,

how many pupils attended each, and their average annual spending. This list shows that

public numbers about how many pupils received free schooling were much lower than

the actual figures. This is a classic example of how journalists use numbers to compare

and enable the audience to place themselves within the data if their local school was

shown.

Another early example is John Snow’s cholera map. In 1854, he used this data visu-

alization technique to demonstrate that cholera is not spread over the air by mapping

an outbreak in London’s Soho in a chart. A bar chart representing a death was mapped

on the deceased’s house. This visualization showed a clear pattern: a cluster of deaths

around a polluted pump in Broad Street (S. Rogers, 2013b). Four years later, the nurse

Florence Nightingale created a rose chart (today, sometimes even called the Nightingale

chart) to communicate the avoidable deaths of British soldiers during the Crimean War

in 1853-1856 (S. Rogers, 2010).

However, today’s data journalism was driven mostly by the advent of the computer. Its

roots lie in the emergence of Computer-assisted reporting (CAR), which can be traced

back to 1952 when CBS News used an early computer to predict the results of the
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presidential elections on election night (Cox, 2000). Philip Meyer, a pioneer in the field,

authored a book on precision journalism, advocating for using computer-assisted social

science methods like databases or surveys in the early 1970s (Meyer, 1973). In a later

edition, he even called for journalists to be “database managers” (Meyer, 2002). The

main idea of CAR was to use computational ways of information gathering and sense-

making for investigative efforts. Data, however, was not central to the story, which was

still human-centered; it was just necessary to bring up a story in the first place.

In data journalism and its closely related computational journalism, data becomes a

source itself that could lead to a whole story. That opens the way for non-journalists

to be included, whether opening up the whole dataset for analysis or collecting crowd-

sourced information, leading to an active participation of the public, in comparison to a

passive audience for CAR (Coddington, 2015, p. 338–343).

To distinguish between the three, Coddington (2015, p. 337) has developed distinctive

features: Computer-assisted reporting is rooted in social science methods and traditional,

human-story-centered investigative journalism. Computational journalism is focused on

applying the abstract, computational processes of abstraction and automation to data.

Data journalism is depicted by its openness to participation for non-journalists and cross-

field hybridity of skills. While these distinctions are not shared entirely throughout the

literature (Bounegru, 2012), a consensus emerged that data journalism is at least derived

from computer-assisted reporting and might represent a form of update to the area with

more data available that allows deeper focus on data as a source than had the journalists

in the past.

In contrast to existing forms of journalism, data journalism blends data science, com-

puter science, and journalism. This leads to data journalists having diverse backgrounds.

Earlier work has shown that these programmer-journalists refocus from classical inves-

tigative reporting to a more inclusive approach that tries to advocate for changes through

influence on public opinion using open source and open data (Parasie and Dagiral, 2012).

The beginning of data journalism as a distinct discipline can be placed around 2009,

escorted by the establishment of governmental open data portals like data.gov, the pop-

ularity of open source, and the standardization of HTML5, which made additional plug-

ins for videos and embedded charts unnecessary (Bravo and Telleŕıa, 2020; S. Rogers,

2021). Initially, the players in data journalism were mostly “large, well-resourced news

organizations that have made an institutional investment in this area” (Hermida and

M. L. Young, 2019, p. 23), or driven forward by passionate individuals (De Maeyer

et al., 2015). Media companies saw data journalism as a means to create more in-depth

projects based on data analysis and ultimately to strengthen journalists’ role as gate-

keepers (Appelgren and Nygren, 2014) and increase trust (Lorenz, 2012). Journalists

saw the value in data journalism by being able to support claims with evidence and in

its ability to present facts in a visual, non-textual form (Green-Barber, 2021).

According to various studies, the implementation of data journalism has been hin-

dered by major barriers such as the lack of time and resources. These problems were
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identified by Fink and C. W. Anderson (2014) and are still prevalent today as stated

in recent studies (B. R. Heravi and Lorenz, 2020; Bisiani et al., 2023). Furthermore,

data availability remains an issue in sub-Saharan countries, which has slowed down the

development of data journalism, as highlighted by Chiumbu and Munoriyarwa (2023).

Primarily, scholarly interest focused on Western democracies (Karlsen and Stavelin,

2013; Appelgren and Nygren, 2014; De Maeyer et al., 2015), often English-speaking

(Fink and C. W. Anderson, 2014; Carl W. Anderson, 2018; Hermida and M. L. Young,

2019) where data journalism has its origins.

A new wave of research (Appelgren, Lindén, and Dalen, 2019) also included coun-

tries in Africa (Akinfemisoye-Adejare, 2019; Cheruiyot, Baack, and Ferrer-Conill, 2019;

Chiumbu and Munoriyarwa, 2023), the Arab world (Mutsvairo and Bebawi, 2022; N. P.

Lewis and Nashmi, 2019), Italy (Porlezza and Splendore, 2019), Hong Kong (Zhang and

Chen, 2020), and Southern America (Palomo, Teruel, and Blanco-Castilla, 2019).

This observation holds true for Germany as well, which has been selected as the

primary country of focus in this dissertation due to its role as a Western media system

with a grown data journalistic community that has not been studied as extensively as

the English-speaking world, especially not using computational methods.

2.2.2 Data Journalism in Germany

Data journalism is established in Germany as in many European countries (Meier et al.,

2022).

In an early attempt to quantify the profession in the spring of 2013, Weinacht and

Spiller (2014) identified 35 individuals working as data journalists in Germany and were

able to interview them.

By 2020, Beiler, Irmer, and Breda (2020) estimated that data journalism is well-

established in three-quarters of media outlets. A finding that Weinacht and Spiller (2022)

could confirm in 2022 in their repeated study. They found data journalists working in

all media sectors, not just national media, with the share of permanent employees rising

from one to two-thirds. While the total number of data journalists remained low, the

share of females increased from 3 out of 44 to 13 out of 57 respondents in the survey.

Weinacht and Spiller (2022) were able to identify three groups of German data journal-

ists: analytical controllers — relatively many, slower researchers who aim to control the

powerful, quick communicators with a focus on speedy outputs, and neutral informants

who laid focus on data-driven explanations.

In another study, Haim (2022) increased the understanding of tools and role per-

ceptions of data journalists in Germany. He extracted data journalists’ names from

publications, used Twitter and a mailing group of data journalists, and contacted media

to identify 187 data journalists, of which 102 participated. A similar approach was used

in this dissertation, which arrived at a comparable number. Haim found that data jour-

nalists’ main tools were Excel or similar, the visualization tools Datawrapper, HTML

and CSS, and the programming language R.
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When comparing the role perceptions of data and non-data journalists, he found

that the former has a much higher vision of being an adversary to the government and

business, providing information to let people build their own views and to analyze and

set the political agenda. They do not see themselves as entertainment providers, attract

large readerships, promote cultural diversity, or let people express their views. The latter

aligns with findings from Weinacht and Spiller (2014). Interestingly, data journalists

consider it much more justified to pay people for data/information, use confidential

business, government, or personal documents without authorization, exert pressure on

unwilling informants, or publish stories with unverified content than their non-data peers.

Haim (2022) also found that data journalists mostly regard their profession as more

fact-based and transparent than other forms, with a close majority agreeing that data

journalism can help re-establish trust in journalism. Within their newsrooms, data jour-

nalists have reached a high level of institutionalization. Nineteen percent of respondents

were part of a dedicated data team, 13 percent of an investigative team. However,

only a third of the respondents spend more than 80 percent of his or her time in data

journalism. Another third can only do data journalism in less than 20 percent of their

time. It is, therefore, not surprising that 30 percent of the respondents considered their

newsroom to be understaffed with data journalists.

Within their work, data journalists feel very autonomous and do not experience a lot

of influence by editorial policy, advertising, or audience-research considerations, except

a stated influence on the availability of resources and less influence from peers in the

staff (Haim, 2022).

2.2.3 Perspectives on the Future

Zooming out of Germany, the future of data journalism seemed brighter than for many

other areas in the newsroom — even before COVID-19.

Dissemination of the profession was described by de-Lima-Santos and Mesquita (2021)

using two strategies: collaborations between media companies to promote the availability

of open-data and data-driven storytelling and making data stories appealing to broad

audiences, which increased visibility and created economic arguments in favor of data

journalism.

Hermida and M. L. Young (2019, p. 63) argued that “data journalists take advantage

of instability, contradictions and crises in the field with respect to credibility in journal-

ism, newer competitors and a shifting relationship with the audience to advance their

own professional interests, identity and community of practice.” Through this process,

they observed data journalists gaining power and strategically reframing their roles and

identities to respond to power and value changes in the media landscape (Hermida and

M. L. Young, 2019, p. 53–54).
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2.3 COVID-19 and Journalism

An example of a huge change in the media landscape was the appearance of the Coro-

navirus (COVID-19) in early 2020, which brought changes to journalism. A general

summary of the influence of the virus on the media industry is given below, before

focusing on changes in data journalism that have been found so far.

2.3.1 Impact of the Pandemic on the Media Industry

COVID-19 served as an accelerator for ongoing changes in journalism: the decline of print

and other forms of traditional media, the rise of alternative news channels, restructured

processes and altered skill requirements for journalists, changes in audience and their

expectations and new approaches to journalism (Quandt and Wahl-Jorgensen, 2022).

Journalists attempted to be proactive and innovative during the uncertainty caused

by COVID-19, although they were under massive economic constraints. M. F. Perreault

and G. P. Perreault (2021) found in a discourse analysis that journalists placed them-

selves and their profession as a public service in danger due to tension to access sources

while possibly contracting the virus, as well as through economic pressure and increased

audience criticism on the selection of sources.

Local print news offered the possibility to break down international or national stories

for less-connected audiences and provide an essential public service for the communities

by appreciating the social powers of communities, coordinating political responses, and

offering a feeling of cohesiveness (Hess and Waller, 2020).

José A. Garćıa-Avilés et al. (2022) observed most innovations during COVID-19 in

the areas of product (like data visualizations or fact-checking), distribution (newsletters

or podcasts), and commercialization (subscriptions and membership models). COVID-

19, in particular, increased the numbers of visual journalism due to the availability of

huge amounts of data about the virus and its consequences and an uncertain situation,

which led the audience to focus on hard numbers. Infographics became an often-used,

favorably-perceived way of conveying information about the pandemic (S. H. Lee et al.,

2022). This has also led to criticism due to the bombardment with visualizations of in-

fections and death tolls (José A. Garćıa-Avilés et al., 2022). A text analysis by Krawczyk

et al. (2021) showed that around a quarter of all front-page news between January and

October 2020 contained COVID-19 reporting, which is interpreted as indicative of an

information overload.

2.3.2 Data Journalism Aids Changing Information Needs by COVID-19

Reporting on health and science issues was common in data journalism well before

COVID-19, as these were data- and science-related topics (Loosen, Reimer, and De

Silva-Schmidt, 2017; Cushion, J. Lewis, Sambrook, et al., 2016). However, the numbers

in scientific literature exploded in 2020: researchers are estimated to have published up
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to 200,000 COVID-19-related papers (Else, 2020). In newsrooms, departments concen-

trating on science reporting became more relevant, cooperating with data journalism

teams (José A. Garćıa-Avilés et al., 2022). This qualitative observation led to investi-

gating authorship patterns of data and science journalists in several German newsrooms,

reported in Paper 3.

In the early phases of the pandemic in the spring of 2020, data journalism tried

to explain the pandemic as it unfolded, parallel to epidemiological models and policy

responses. This also raised awareness of journalistic forecasting by employing and ex-

plaining different predictive models, which did not explain the past but made claims

about a possible future. Pentzold, D. J. Fechner, and Zuber (2021) found three modes

of data journalistic visualization and explanation in the early stages of the pandemic:

• comparison of different predictive models,

• comparison between a model and the way the pandemic unfolded,

• comparison of trajectories in relation to the measures taken.

They described the role of data journalists in this regard as those of knowledge brokers,

fulfilling functions of awareness, accessibility, and fostering engagement for the general

audience and policymakers. In single cases, they also linked actors and mobilized people

to act.

The rise of computational models to explain possible future trajectories is a recent

addition to the data journalistic toolbox (Pentzold and D. Fechner, 2019; Pentzold and

D. Fechner, 2021). The audience’s perceptions of this way of journalistic reporting of

possibilities were poorly understood. Paper 1 explores the perceptions of news users

towards journalistic predictions with the use case of elections that took place in 2021,

after the pandemic had shaped the use of predictive reporting.

In an analysis of the Sigma Awards for data journalism after COVID-19, Auväärt

(2023) found an immense increase in datafication of news journalism, driving reporters

to analyze and visualize the statistical effects of COVID-19 on various societal sectors

in quick statistical overview articles to in-depth features. Most projects centered on

national aspects of the pandemic, highlighting the importance of geographical proximity

in reporting. Interestingly, the COVID-19-related data sources were mostly limited to

governmental data on around half of the projects, which is explained by the novelty of

the virus and the official data count taking place, and data collection by the newsrooms

on the other half, where official data was not regarded as being suitable or available for

publication. Problems that came up were the time-consuming nature of data projects,

difficulties in obtaining and handling data, the sensitivity of the topic, and technical

challenges related to visualizing and updating data.

While there was a strong focus on the enumeration of the impact of the virus through

global data collection and visualization of Coronavirus numbers, this also led to increased

criticism of the sources of the pandemic reporting. On the one hand, a multi-national
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analysis of social media posts showed that the State was a main source for global pan-

demic reporting — even more intense in Latin American countries compared to the US,

the UK, and Germany (Mellado et al., 2021), which points to a difference in the state’s

role in COVID-19 news. This small set of sources during COVID-19 led to a cyclical

pattern of journalism-sources relationship “in which the source gains authoritative sta-

tus through being used as a source while the news gains authority through having used

this authoritative source” (Carlson, 2009, p. 530).

On the other hand, some areas were poorly prepared to handle COVID-19 data re-

porting: “Many communities at the margins, including many areas of the Global South,

are virtually absent from this number-based narration of the pandemic”, argued Milan

and Treré (2020). This hinders the detection and prevention of COVID-19 cases and

slows efforts to offer relief.

The observation that “letting the data speak for itself” (Tandoc and Oh, 2017, p. 1003)

is not a new one for data journalism. Data is described as being subjective and created

in the interest of its sponsor, which leads to an underrepresentation of the marginalized

(Jeppesen, 2023).

To stand out, some media outlets performed their own data collection efforts, like

the Financial Times for global Covid data, The Econonomist for excess deaths, or

Germany’s Zeit for more recent data on a more granular level than the one published

by the main government body (Desai et al., 2021).

Not just regarding their output, data journalism was impacted by the COVID-19

pandemic. Also, professional decisions were made due to the coronavirus. A quarter of

respondents to the Data Journalism Survey in 2021 stated that they had entered data

journalism because of the pandemic. This effect was especially strong in the Global

South (Bisiani et al., 2023). Concerning the field, the most commonly held view in the

survey is that COVID-19 reporting has strengthened data journalism as a field (46%), it

has increased audience data literacy (43%), and at least 28% of respondents also believe

that access to data has improved.

However, the pandemic was also attributed to tightening existing media struggles: one

in three respondents mentioned a decrease in resources due to the pandemic, 36% have

felt an increase in time pressure, and 44% an increase in workload.

2.4 Computational Communication Science

The chapters above have detailed data journalism as the investigation object of this

dissertation. The next chapter describes the foundation and expansion of computational

methods for analyzing the impact of the COVID-19 pandemic on data-driven news re-

porting, described in the terms Computational Social, or Communication, Science (CSS).

Similarly to the advent of computer-assisted reporting and later data journalism de-

scribed above, computational methods became increasingly common in social sciences

(Lazer, Pentland, et al., 2009; Boyd and Crawford, 2012; Alvarez, 2016). Influenced
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by at least three drivers (Atteveldt and T.-Q. Peng, 2018): the vast amount of digital

data that has become available — from newspaper archives to social media posts or

digitalized archives, the availability of tools for collecting, handling, and analyzing this

information, and the decrease in computation costs for IT infrastructure.

While definitions vary, a comprehensive one for Computational Social Science is given

by Shah, Cappella, and Neuman (2015): “(1) the use of large, complex datasets, of-

ten—though not always—measured in terabytes or petabytes; (2) the frequent involve-

ment of “naturally occurring” social and digital media sources and other electronic

databases; (3) the use of computational or algorithmic solutions to generate patterns

and inferences from these data; and (4) the applicability to social theory in a variety of

domains from the study of mass opinion to public health, from examinations of political

events to social movements.”

Hofman et al. (2021, p. 182–184) offer four distinctions on the research of digital data

and computational methods:

• “Descriptive modeling” that aims to measure and describe relationships between

categories of interest using methods like surveys, statistical analysis, topic model-

ing, and community detection.

• “explanatory modeling” describes methods to identify and estimate causal effects

on an outcome used in sociology, political science, or psychology.

• “predictive modeling” tries to predict an outcome variable while not necessarily

aiming to estimate all causal effects. This focuses on ‘out-of-sample’ predictions

split into train and test data, like time series modeling and extensively supervised

machine learning.

• “integrative modeling” attempts to predict ‘out-of-distribution’ data, which might

change naturally or because of some intervention that causal connections can de-

scribe.

The main difference between the classical and Computational Social Science research

processes lies in the methodological selection, data gathering, and data analysis, which

is linear in the classical process but iterative and bi-directional in CSS. This is driven

by the novelty of datasets, which require adaptions to the method and indicators in a

continuous cycle of scientific analysis (Haim, 2023).

Data for Computational Social Science can be collected using various approaches or

created by the researchers themselves. Furthermore, they can be retrieved using official

interfaces. We will look at these three, starting with the last one: data collection via

official interfaces, particularly from Social Media, as this is most central for this thesis.

2.4.1 Social Media Data

Since the advent of social media networks, social data, collected from users’ interac-

tions in social networks, has been a central foundation of Computational Social Science
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research.

Social data collected in a globalized society can offer novel insights into the social world

by providing individual-level details of interactions available for a large population. But

this also requires measurement changes to account for the problems that arise (Lazer,

Hargittai, et al., 2021): the data might not be an optimal operationalization for the

theory at hand, access to the data might be legally restricted, or the data might be

limited in its temporal, spatial, or ethnical, structural integrity.

One shining example of this — and a showcase of its issues — is dealing with data

retrieved from social media platforms like Twitter (now X) or Facebook as measurements

for public sentiment or communication.

Data has grown from a by-product as users’ payment for services of social networks

to an essential good of social media platforms (Gillespie, 2010; Puschmann and Burgess,

2013; Helmond, 2015; Iyer and Getchell, 2018; Dijck, 2020), with offer access to their

collected data via application programming interfaces (APIs), which third-party com-

panies could use to increase their understanding of users and potential customers, but

also for scientists in understanding social groups.

Over a period of several years, there was an increased research interest in topics like

abuse, hate speech, trolling, and disinformation campaigns based on the data that was

available from APIs (for a non-comprehensive but large list of those publications, see

Bechmann (2018)). The data was also combined with other kinds of data collection

to hold the platforms accountable for their offerings and actions — for instance, filter

options on race categories for marketers offered by Facebook (Angwin and Parris, 2016).

In 2018, the Cambridge Analytics data scandal highlighted the possibility of generat-

ing many users’ personal data without their consent for marketing and political purposes

using Facebook’s Open Graph API platform (Cadwalladr, 2018; Albright, 2018). This

led to increased limitations in API access for several social media platforms. Leading

to researchers claiming an ‘APIcalypse’, which hindered scientific scrutiny into the plat-

forms (A. Bruns, 2019). Others described their hopes to end the ‘Wild West of social

media research’, leading to negotiations for how social media data might be used in the

future (Puschmann, 2019).

After Facebook shut down its APIs in April 2018, access and replication to Facebook

data was largely impossible. Later, Facebook shared a vast dataset with a selection of

independent scientists who had to apply for access — Social Science One. However, in

2021, it was found to contain flawed data, which raised doubts about its data quality

(Timberg, 2021).

Insights into the platforms have worsened since the scaleback of the APIs (Rieder and

Hofmann, 2020). While some data protection arguments brought up by the platforms

might be justified, they might also be exaggerated to prevent public scrutiny of social

media platforms’ internal policies (Ausloos and Veale, 2021).

The remaining central network for Computational Social Science was Twitter, which

still offered access to its tweets, mentions and hashtags, and metrics like likes or retweets.
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It also allowed the observation of communication behavior between groups of users. Its

data has been used vastly in so many different settings that it has been criticized for being

leveraged by the “the principle of the drunkard’s search” (Kaplan, 1964), sometimes also

called the “streetlight effect”. Twitter data was so easily available that researchers tried

to use it for all kinds of studies, although it may not have been the ideal dataset.

For instance, Twitter data was often used to generate insights about populations of

voters — although only a small and skewed subset of this population uses the platform

(Haller, 2019). For Germany, only around a tenth of German internet users used Twitter

at all (Newman, Fletcher, Schulz, et al., 2021; Newman, Fletcher, Robertson, et al.,

2022).

Certain platforms also attract different social groups of users. Hargittai (2018) showed

that users with a higher sociodemographic status and higher technical skills tended to be

members of multiple social networking platforms, which might leverage their perspective

when these data were used as the foundation for population-wide decisions.

With X, the former Twitter, announcing to shut down all free tiers of its APIs in

early 2023 (@XDevelopers, 2023), the sunset of social network-driven social research,

especially powered by tweets, seemed to have been reached.

Marres and Gerlitz (2016) have tried to solve this methodological problem by describ-

ing an approach called ‘interface methods’: “We explicitly recognize that social media

data come in specific forms and formats and are informed by distinct use practices –

which may steer social inquiry into specific directions, here that of proportional forms

of analysis. On the other hand, adopting an interface methods approach means that we

do not necessarily need to go along with these media effects: we can deploy our method-

ology to work against this type of bias, for example, by privileging the formation of new

relations in our analysis” (Marres and Gerlitz, 2016, p. 40). Instead of adopting a fully

new methodology to deal with the constraints embedded in the social media data, they

argue to combine the restrictions from the data and the rationals of existing scientific

methods into a new, grounded approach. It acknowledges that the data itself is affected

by the environment in which it was collected, and it includes this in the analysis — a

thought that is not new, thinking about previous data collection methods with their own

limitations.

2.4.2 Non-Social Media Data

Since the descent of API-based methods has been ongoing for some time, escorted by

increased restrictions of the “Post-API Age” (Freelon, 2018) increased focus was laid on

the importance of already existing methods like web-scraping, the automated extraction

of data from websites using text detection or parsing the document structure of the web-

page (Document Object Model, DOM). It is even applicable when an API is unavailable,

but it often violates the platform’s terms of service. This is a second way of collecting

data for computational methods in social science, especially useful for digital data not

offered via an official channel.
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Others called for a return to “digital fieldwork” (Venturini and R. Rogers, 2019)

to search for and employ other, more direct data collection methods, possibly even

with users’ direct consent or interaction, which might not be influenced by social media

networks’ algorithms or business interests. Methods like this have been employed already,

for instance, by asking users to donate their usage data (Araujo et al., 2022) or using

data that tracked user behavior on websites (web tracking data) (Christner et al., 2021).

Others have used agent-based tests to show personalization of prices or search engine

results by modifying the characteristics of the perceived users of the online sites (Hannak

et al., 2013; Hupperich et al., 2018; Haim, 2020).

Computational Social Science is not limited to online conduct. The methods can deal

with all kinds of digital data and allow large-scale insights into real behavior within

their actual social environments. Mas and Moretti (2009) have leveraged supermarket

brand’s data to find productivity spillovers from very productive employees within a shift

using scanner-level information. Others analyzed the behavior of New York City’s taxi

drivers in data coming from electronic meters — and could find evidence for neoclassical

economic theory in showing that taxi drivers tend to work longer hours on days when

they made more money (Farber, 2015). Transactional-level financial data was used to

explain household spending behavior at the onset of the COVID-19 pandemic, leading to

an initially increased spending to stockpile goods at home before heavily decreasing once

stay-at-home orders became in place — with money still being spent on groceries and

food deliveries (Baker et al., 2020). These examples, however, show a huge difference

from previous methods, which is very common in Computational Social Science. The

data being used was not created for the research interest but for other purposes — and

is being reused in research. This might lead to constraints like those already discussed in

the context of social data from social media networks. Therefore, Computational Social

Science must examine the possible implications and restrictions of datasets in detail or

search for alternative ways of data provenance.

2.4.3 Self-Generation of Data

A third way to retrieve data for Computational Social Science methods is one’s own

data generation. While not at the center of the field, methods like bootstrapping, Monte

Carlo simulations, or agent-based modeling can help develop a deeper understanding of

processes where data is missing and inaccessible or agents’ behavior needs to be modeled

to be observable. A necessary prerequisite is a deep knowledge of the processes of the

problem at hand to define the behavior and probabilities in the simulations.

These methods gained increased attention at the beginning of the COVID-19 pandemic

when they were used to predict the diffusion of the virus (Xie, 2020) or the potential

effects of policies on its spread (Kerr et al., 2021).

Monte Carlo simulations are founded on the law of large numbers and the central limit

theorem. Based on historical averages and deviations, the computer script simulates a

large amount of data, which can then be analyzed using statistical methods to gain
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insights. Communication Science has, for instance, used this method to gain insights

into Intercoder reliability (Geiß, 2021).

Bootstrapping is a method to deal with data where essential knowledge about the

population is missing or the distribution of an attribute is not normally distributed,

which prevents common statistical methods from describing uncertainties of samples.

Bootstrapping is a resampling technique used for estimating the sampling distribution

of a statistic by repeatedly sampling, with replacement, from the observed data. It allows

for robust statistical inference without making strong parametric assumptions that may

not be satisfiable in the computational data (Mooney, 1996; Scharkow, 2017).

Agent-based modeling uses computer programs to simulate the individual or collec-

tive behavior of artificial agents with distinct attributes interacting with other agents

in a controlled environment based on certain behavioral rules (Macy and Willer, 2002).

Agent-based modeling is commonly used as a replacement for randomized experimental

designs, where those may not be feasible (Gilbert et al., 2018). In Communication Sci-

ence, the method was used to identify drivers of news waves (Waldherr, 2014), model

commenters’ behavior on media forums (Chmiel et al., 2011), or asses short-term media

effects (Wettstein, 2020).

2.4.4 Summary

The methods described above share three overarching themes influencing and limiting

their research: control, resources, and ethical considerations (Possler, S. Bruns, and

Niemann-Lenz, 2019):

Researchers of Computational Social Science have to use self-collection methods like

web scraping that leave them in control of data access. Using data from third parties,

legal or technical barriers might restrict data access, making it harder or impossible to

address data quality issues or be transparent in sharing the data, which is required for

the reproducibility of their results.

The technical skills required for web scraping, the financial resources to buy access to

data, or the personal network required to access secondary data analysis depend on the

scholar’s resources, which further limits Computational Social Science.

A third constraint concerns the ethical considerations that researchers aim to adhere

to. On the one hand, datasets obtained from third parties, especially companies, are

often limited by non-disclosure agreements or other contractual restrictions. Those may

hinder scientific best practices, such as data sharing for reproducing results. On the other

hand, self-employed methods like web scraping are often prohibited by websites. There-

fore, collecting data using these methods comes with a certain legal risk and does not

seek users’ consent, as would be the case when using official data from social networks.

To summarize, the limitations faced by Computational Social Science researchers in

data collection can be broadly categorized into issues related to control, resources, and

ethical considerations. These constraints affect not only the quality and accessibility of
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data but also pose challenges to research’s reproducibility and ethical integrity, setting

the stage for discussions on methodological improvements and ethical frameworks.

Given the aforementioned constraints on data collection in Computational Social Sci-

ence, this thesis’s methodological approach is particularly designed to navigate these

challenges. While a significant portion of the data is sourced from Twitter, the study

acknowledges the platform’s limitations and incorporates measures to address them.

Furthermore, the research does not rely solely on Twitter data but integrates multiple

data sources and methods, aiming to enhance the robustness of the findings and ethical

considerations.
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Methods & Data

This thesis presents research results from several papers based on different datasets and

methods, which will be described and explained in the following.

3.1 Methods

While some of the methods of Computational Communication and Social Science have

been briefly described above, the sections below will focus specifically on the scientific

methods used in the papers constituting this thesis.

The initial method is not grounded in Computer Science but has a longstanding tra-

dition in Social Sciences — it is, however, used here to investigate the influence of the

results of computational methods.

3.1.1 Survey And Qualitative Thematic Analysis

A survey was used to understand the perceptions of the work of predictive journalism on

the German federal elections in 2021. As forward-looking journalism based on predictive

models is still a newer development, the literature lacked research on the possible effects

this kind of journalism may have on the users. Using this survey containing tests of

understandability and open-ended questions on cognition might be an initial attempt to

extract reactions and investigate the alignment between the designers’ intent and the

audience’s perception.

The survey was designed to cover three aspects of the underlying inquiry into users’

perceptions. The first set of questions was factually driven to test whether respondents

could arrive at a reading consistent with the uncertainty conveyed. They were shown

visualizations from the predictions also used in the reporting and had to give answers

based on these charts. A second set of questions dealt with the perceived utility of

the visualizations for which answers were provided using a Likert scale and given the

opportunity to enter additional explanations in an open text field. For the third set

of questions, a similar setup was offered: with Likert scale-based answers to questions

about whether the visualizations influenced how the users thought about the campaign

and the option to enter additional explanations in a text box. The use of Likert scale-

type answer options offered a quick and simple understanding of the users’ perceptions
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while keeping the questionnaire concise and within an established form, while the open

text fields were an admittance to the lack of knowledge around the topic, which would

benefit from additional collection of users’ opinions and assessments.

The questionnaire was accessible via the top banner of an explanatory article about

the predictive model. It was also shared on Twitter by the authors between September

2nd and September 28th, 2021, with the charts contained in the questionnaire remaining

fixed on the values of September 1st. Three hundred ninety-nine users opened the survey,

192 started it, and 134 finished (33.6%). Users were aware of the questionnaire’s scientific

nature and consented to data collection. Personally identifiable data was not collected.

While this method collects actual user responses within a non-lab-setting, the non-

random selection process is probably driven by the individual interest in the topic, which

might have skewed the answers. This was considered sufficient as the study’s primary

aim was to collect users’ opinions.

To understand users’ comprehension of the actual visualizations, the responses to

closed-ended questions were analyzed on their ability to arrive at a reading in line with

the uncertainty displayed. This was done by a simple count of answers that aligned with

that reading.

To derive themes in the data, Qualitative Thematic Analysis was used (Braun and

Clarke, 2006). We practiced iterative constant comparison of themes and analyst trian-

gulation between co-authors to develop the themes that we reported. We first applied

qualitative thematic analysis to the textual data and afterward decided to count the

prevalence of specific themes to show better how widespread certain themes were ob-

served.

In terms of validity, we argue that employing a variety of question types—factual ques-

tions, Likert scales, and open-ended questions to assess different facets of user perception

and cognition enhances construct validity as it allows for a comprehensive measurement

of the complex construct of user perception towards predictive journalism. The factual

questions aim to ascertain whether respondents accurately interpret the visualizations,

thereby serving as a direct measure of the construct under investigation. For content

validity, the open-ended questions allow for a broader capture of subjective user opinions

and reactions, which more structured question types may not fully encapsulate.

The use of Likert scales contributes to the survey’s reliability. These scales are widely

recognized for producing reliable results when measuring attitudes or perceptions. Ad-

ditionally, the factual questions with specific, verifiable answers can be easily scored for

consistency, further enhancing the survey’s reliability. To confirm this, you could run

a test-retest reliability assessment, where the same survey is administered to the same

audience at two different times, and the responses are then compared.

Collecting data through unstructured text fields presents specific challenges, includ-

ing the likelihood of respondents opting not to provide answers, the acquisition of brief

and ambiguous textual snippets, and the absence of an avenue for iterative or clari-

fying follow-up queries. While this approach to data collection offers merits in terms
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of sample size, diversity, and susceptibility to unforeseen interpretations, subsequent

research endeavors should contemplate incorporating supplementary techniques, such

as semi-structured interviews, to reduce these limitations. Using both Likert scales and

open-ended questions attempts to mitigate this by allowing for a range of responses, from

quick, instinctual reactions to more considered, detailed answers. However, the risk of

bias remains an important consideration, and future research should aim to address this

limitation, possibly through methodological triangulation or by employing mechanisms

to ensure a more randomized participant selection.

The survey methodology employed in the study is intricately linked to the disserta-

tion’s broader aim of investigating the influence of predictive journalism in the context

of the COVID-19 pandemic, particularly within German media landscapes. The sur-

vey’s mixed-method approach, featuring both quantitative and qualitative elements,

complements the dissertation’s overarching computational methodology. While the dis-

sertation primarily employs computational techniques, including open-ended questions

in the survey adds a qualitative layer, allowing for a more nuanced understanding of

user perceptions and cognition. This methodological pluralism enriches the disserta-

tion’s computational focus by integrating qualitative insights, offering a comprehensive

view of the complex interplay between predictive journalism and user perception. Given

the nascent state of research on predictive journalism, the survey’s open-ended questions

also serve as an exploratory tool to unearth unanticipated user reactions and opinions,

which could be valuable for future computational analyses.

3.1.2 Semi-automated Infographic Detection

Computer vision has become essential to Computational Social Science’s toolbox over the

last decade (Williams, Casas, and Wilkerson, 2020). It has been used to discover gender

and age discrimination in German TV channels (Jürgens, Meltzer, and Scharkow, 2022),

to analyze the content of politicians’ Instagram posts (Y. Peng, 2020), or to predict

politicians’ election chances given their rate of smiling in pictures (Horiuchi, Komatsu,

and Nakaya, 2012). Commonly used approaches are based on deep learning methods,

especially Convolutional Neural Networks, that aim to summarize the raw input level

features — pixels in an image — to a label of the whole image by concatenating and

aggregating several input features to a document level (Lecun et al., 1998). However,

training those networks still requires solid training data to detect differences. When

trying to develop a classifier for journalistic infographics on images posted on Twitter,

we realized that coming up with a clearly defined training set might be challenging, as

infographics are created in various visual ways.

In our case, further described in Paper 2, the analysis’s originator was a dataset

of images that media companies from six countries posted on Twitter. News media

predominantly employ Twitter as a channel for disseminating their journalism (Malik

and Jürgen Pfeffer, 2016). This trend guided our decision to collect a comparable sample

from Twitter instead of web scraping or other API-based approaches, which may suffer
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from limited comparability.

USA, UK, Germany, France, Italy, and India’s only three available English-speaking

newspapers. They were selected to be part of their country’s largest national, general-

audience media based on circulation.

The first five are examples of Western-democratic media systems. However, non-

Western media have also adopted infographics as a journalistic form. English-speaking

newspapers from India were also included to account for this but still prevent language

barriers. As the pandemic affected all these countries, we expected similar patterns.

The number of selected countries is restricted to limit the manual effort required for the

semi-supervised approach outlined below and to countries whose languages the authors

master to such an extent that they can evaluate the results.

Tweets were retrieved for a list of usernames covering the media outlined

above using Twitter’s API v2 (Juergen Pfeffer et al., 2023) with the command

“from:USERNAME has:images”. All available 2,205,025 tweets for this query were col-

lected for the time period between January 1st, 2018, and July 31st, 2022, between

August 15th and September 3rd, 2022. However, not all these tweets contained images,

contrary to the expected return from the API call. In total, we could download 1,911,496

images for analysis, all in either JPEG or PNG format.

We employed a series of filters based on hand-engineered features like image type, col-

ors, and edges to narrow down the pool of images likely to be infographics. These features

were selected based on a labeled test set of 600 infographics and 1000 non-infographics,

which was used to optimize the image characteristic parameters to maximize the amount

of true positives.

The workflow consisted of the following steps:

• Test Set Creation: Initially, a labeled test set of 600 infographics and 1000 non-

infographics was created to identify characteristic differences.

• Feature Identification and Optimization: Using the test set, we identified common

characteristics like image type, colors, and edges and optimized the parameters

accordingly.

• Automated Extraction: All images exhibiting at least one of the identified charac-

teristics were automatically extracted.

• Text Recognition: The pytesseract1 optical character recognition package for Python

was used to filter out images lacking text.

• Manual Inspection: Finally, trained coders manually examined a subset of 2,500

images, focusing on cartographic or statistical charts based on numeric data.

1https://pypi.org/project/pytesseract/
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Our approach demonstrated impressive metrics — an accuracy of 0.99, an F1-score of

0.65, a sensitivity of 0.578, and a specificity of 0.997 — indicating high reliability over

a subset of 2,500 labeled and manually-checked images. Out of the 1,911,496 images we

analyzed, we found 25,813 infographics using the semi-automatic approach.

This semi-automated approach was preferred over machine learning techniques due

to the scarcity of publicly available labeled infographics, their diversity in visual terms,

and the surprisingly robust performance of our hand-engineered features. However, the

method faces limitations in text detection, which is crucial for differentiating between

infographics and non-infographics. This limitation particularly showed up in approxi-

mately 10% of the infographics, where text detection failed. Future research could use

more sophisticated text detection techniques to account for small, hardly readable, and

non-standard texts, such as text in word art. Due to these text detection limitations, the

dataset may not include infographics that lack text. However, we anticipate that such

instances would be extremely rare, as most data visualizations generally incorporate

some textual elements for context and interpretation.

In the context of a dissertation examining the role and prevalence of data journalism

in the era of COVID-19, this dataset serves as a resource for dissecting how mainstream

media organizations across different cultural and national backgrounds leverage info-

graphics on Twitter. This dataset allows for a comparative analysis that can unveil

patterns, similarities, and differences in the prevalence of data-driven visual storytelling

techniques, such as infographics, by top media companies in six distinct countries. The

dataset’s time frame, from January 2018 to July 2022, enables a longitudinal view that

could reveal how the pandemic has possibly catalyzed or influenced changes in these

trends. Given that Twitter is a significant platform for news dissemination, focusing on

tweets containing infographics from major media organizations ensures that the dataset

captures a relevant and influential aspect of data journalism.

3.1.3 Text Analysis

Text is an important source for social science: Whether it’s political speeches (Quinn et

al., 2009), news articles (L. Young and Soroka, 2012), or posts on Social Media Networks

(A. Kim et al., 2013; Cheng, Niculescu-Mizil, and Leskovec, 2021). Understanding

language is central to understanding processes and developments in these areas. To

enable computers to deal with textual data, it has to be presented in some numerical

form.

Over the previous decades, several approaches to text analysis — also labeled text

mining or Natural Language Processing (NLP) — have been used in Computational

Social Science (Grimmer and Stewart, 2013; Boumans and Trilling, 2015). At a very

basic level, counting words or word shares has become a tool to study the prevalence of

certain terms across texts. This approach yields high reproducibility, swift processing

capabilities, and transparency of their outcomes. However, they are limited by their

context-agnostic nature, reliance on fixed vocabularies (dictionaries), and a general ne-
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glect of word semantics. These straightforward methods might overlook the nuances

of language evolution and polysemy — and are therefore often called bag of words ap-

proaches. However, in certain contexts, they provide quite reliable results when carried

out with sufficient background knowledge on the matter. Bag-of-word approaches have

been applied to various research, often in conjunction with interpreting sentiments based

on pre-defined dictionaries. Examples stretch from the analysis of political reporting in

the media (Fortuny et al., 2012), investigations of hostility in user comments (Ksiazek,

Peer, and Zivic, 2014), movie reviews (Taboada, Brooke, and Stede, 2009), or suicide

notes (Pestian et al., 2012).

Moving towards more context-sensitive techniques, concordances and collocations pro-

vide a window into the contextual use of words and common linguistic pairings, offering

valuable qualitative insights. Despite their ability to uncover the immediate linguistic

environment of words, they demand substantial manual effort to set up, scale poorly

to larger and differing data sets, and lack predictive capabilities. For instance, this ap-

proach has been used to uncover the media narratives towards banks during the financial

crisis 2007-2009 (Kleinnijenhuis et al., 2013).

While these approaches are still very focused on the occurrences of words or groups

of words, machine learning models pose new opportunities for text analysis in the field,

especially regarding methods like automated coding of topics in texts (Nelson et al.,

2018; Osnabrügge, Ash, and Morelli, 2021).

Unsupervised learning aims to detect patterns and themes without needing labeled

data, thus facilitating the discovery of underlying structures. The interpretation of their

outputs can be complex, requiring expert judgment, and the models can be sensitive to

the tuning of their parameters. Word2Vec (Mikolov et al., 2013) is a classical example,

using a neural network model to learn word associations from a large text corpus. It cre-

ates a vector space, with each unique word in the corpus being assigned a corresponding

vector in the space. It is learning to represent words by the context in which they ap-

pear. Potential downsides are represented in the static nature of the word meanings they

encode, potentially overlooking the fluidity of language in different contexts (polysemy)

or being unable to handle rare, unknown words. Like its predecessors, Word2Vec loses

higher-level structures above words. Another often-used example for topic modeling of

texts is Latent Dirichlet allocation (Blei, Ng, and Jordan, 2003), which aims to cluster

topics by distinct terms.

The most recent advances in text analysis are transformer models like BERT (Devlin et

al., 2018) and GPT (Radford, Narasimhan, et al., 2018; Radford, Wu, et al., 2019; Brown

et al., 2020), which have set new benchmarks in performance thanks to their context-

aware word representations and the advantages of transfer learning (Wankmüller, 2022).

They are a mix of supervised and unsupervised learning. Initially, they are trained by

learning from extensive amounts of text data without any human-provided labels —

this is the unsupervised learning stage, where they determine the underlying language

patterns on their own. Then, to specialize in particular tasks, they are fine-tuned with
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labeled data sets in a supervised fashion, where they learn from examples with known

outcomes to make accurate predictions or classifications. These models require extensive

computational resources, are complex in their fine-tuning, and require huge amounts of

data for pre-training, which poses significant barriers.

This dissertation has deployed text analysis methods in multiple occurrences: In Paper

2, the methodology involved a manual categorization approach after employing frequency

analysis to extract the 50 most used hashtags from tweets. These hashtags were manually

coded into thematic categories such as COVID-19, election, Ukraine, sports, and politics.

This manual coding, while labor-intensive, allowed for a nuanced understanding and

classification of the hashtags based on expert judgment. Subsequently, the infographics

associated with each category were quantified, connecting the quantitative extraction

process to a qualitative content analysis.

We adopted a two-sided approach in Paper 4. Initially, using a regular expression

@[a-zA-Z0-9_]+ to identify and extract all retweeted usernames from the data set of

tweets, distinguishing between political and data journalists and further differentiating

by sex. After filtering out self-retweets, each group’s 30 most retweeted accounts were

identified and categorized into predefined groups such as German media, foreign media,

politics, NGOs, and various journalistic domains. This classification provided a founda-

tion for analyzing the retweet patterns and the sources that different journalist groups

and sexes are more inclined to engage with.

Secondly, hashtags were extracted from tweet metadata and clustered into categories

tailored to political and data journalists. Notably, an ’others’ category was not required

for the political journalist subset, which suggests a concentrated thematic focus within

their tweets. A broader range of categories was employed for data journalists, reflecting

the more diverse topics they tweet about.

The manual categorization is a methodological choice that leverages human interpre-

tive skills over purely algorithmic sorting. This allows for a nuanced understanding of

the context and the subtle differences between hashtags that may be lost in automated

methods. By merging the precision of manual categorization with the breadth of com-

putational techniques, research benefits from both the accuracy and depth of human

analysis and the efficiency of algorithmic processing.

However, it introduces limitations related to the potential for subjective bias, the

method’s scalability, and the coding process’s replicability. Furthermore, regular expres-

sions and manual coding do not account for the semantic relationships between hashtags

or the context within which usernames are mentioned, which could lead to an oversim-

plified understanding of the complex social interactions on Twitter. In addition, while

frequency analysis effectively gauges the popularity of certain hashtags, it does not con-

sider the context of their use, which can be vital for a true understanding of their role

and significance in public discourse.

For the sake of the analysis, which aimed to generate insights into the topics tweeted

about, hashtags were arguably valuable and easy-to-access data. Hashtags are designed
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to categorize content, making them a practical tool for identifying primary topics within

tweets. They reflect community engagement, with users leveraging them to participate

in larger conversations, thereby acting as indicators of collective attention.

3.1.4 Network Models

In Computational Social Science, social network analysis (SNA) has evolved as a method-

ology for understanding the complex relationships and patterns within various types of

social systems. While the theoretical underpinnings of network analysis were already in

place for some time — going back to early 20th-century sociologists and anthropologists,

such as Georg Simmel, who declared that the essence of society exists in the pattern of

relationships between actors, not merely in the actors themselves (Hollstein, 2021) —

the advent of the internet and Social Media Networks and computational availability

and methods drove the advances in the field by providing a vast amount of digital social

interactions to study (Boase et al., 2006).

The method became particularly suited to studying the media’s role in society, as

communication networks could be directly observed and measured. Research has shown

the potential influences our ties to friends have on our behavior (Christakis and Fowler,

2011) and how closely people might be connected (Travers and Milgram, 1969; Watts,

2004), even if they are not aware (Granovetter, 1973). Or how innovations — or novel

information — are diffused through a network. A theoretical model by E. M. Rogers

(2003) which gained renewed attention in the age of social media as researchers use SNA

to track the viral spread of information and identify key influencers within networks.

This might help explain the sharing of false news in Social media Networks (Vosoughi,

Roy, and Aral, 2018). Others have used these methods to explain the spread of COVID-

19 (Jo et al., 2021) or the structures of far-right networks on Telegram (Urman and

Katz, 2020).

SNA provides a lens to examine the complex communications web underpinning social

relations in each of these applications. Particularly in the age of big data, with the

proliferation of digital communication channels, SNA’s importance and utility continue

to grow in discerning patterns that are otherwise not observable through traditional

analytical methods.

A graph is the basis of a social network. Graphy theory is sometimes attributed back to

Leonard Euler’s solution of “The Seven Bridges of Königsberg” in the year 1736 (Euler,

1736): Königsberg, a city divided by the Pregel River connected by seven bridges, posed

a challenge that intrigued the public: to find a walk through the city crossing each bridge

exactly once. Euler demonstrated the impossibility of such a walk.

He abstracted the problem from a physical city layout into a graph, a collection of

points (vertices) representing land and lines (edges) representing bridges. He proposed

that for a walk to cross each bridge once, each land must have an even number of bridges.

Königsberg’s arrangement did not meet this criterion. Hence, no such walk existed. This

insight led to the Eulerian path concept and laid the groundwork for the field of graph
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theory, which defined relationships as the connection between nodes or vertices via edges.

Around those foundational blocks, several metrics can be retrieved:

Measures of Centrality, like a node’s number of direct connections (degrees). It

indicates the activity level of a node in the network; How close a node is to all other

nodes in the network, based on the average length of the shortest paths from the node

to all others; The extent to which a node lies on the shortest path between other nodes,

indicating its role as a ’bridge’ within the network. Connectivity measures, like den-

sity, are the proportion of potential connections in a network that are actual connections,

reflecting the overall ’tightness’ of the network. Sometimes, it is also described by the

path lengths. Measures of Segmentation, which describe the components — sub-

sets of nodes within which each pair of nodes is connected —or the modularity — the

strength of the division of a network.

The overall network structure is often described by reciprocity, the tendency for node

pairs to form mutual connections in a directed network; transitivity, the probability that

the adjacent nodes of a node are connected; or centralization, the degree to which one

or a few nodes dominate a network.

These basic metrics can be supplemented with dynamic network metrics that describe

changes in the network over time, like stability or evolution patterns.

Paper 4 uses social network analysis to describe differences in retweeting and mention-

ing behavior between male and female users of political and data journalists on Twitter

to investigate journalistic amplification and legitimation via the platform. Retweeting

and mentioning are considered edges, while users are modeled as nodes.

As network theory and computational capabilities evolve, they open new possibilities

for dissecting the intricate tapestry of communication across various social arenas. Over

time, the focus shifted towards understanding the dynamics of these networks, leading

to the development of relational event models (REM). As defined by Butts (2008), a

relational event is a discrete interaction directed from a social actor toward one or more

targets, with the aim of REM being to utilize historical data of such interactions to

predict future events. These models relied heavily on longitudinal data, typically time-

stamped records of interactions, providing a richer and more dynamic understanding of

social ties compared to traditional survey data (Corman and Scott, 1994). REMs have

seen diverse applications, including analyzing virtual friendship formations, state-level

interactions, and collaborative behaviors in various contexts (Juergen Lerner et al., 2013;

Welles et al., 2014).

However, the REM framework is generally confined to dyadic interactions, suitable for

one-to-one relational events but inadequate for capturing complex interactions involving

multiple actors simultaneously (B. Kim et al., 2018). This limitation gave rise to the

advancement of RHEM. This model extends the REM approach by including ’hyper-

edges,’ representing interactions between multiple actors (Jürgen Lerner, Tranmer, et

al., 2019). Their work demonstrates the applicability of RHEMs in analyzing historical

contact diaries and scientific coauthorship networks, providing a framework that cap-
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tures the multi-dimensionality of interactions (Jürgen Lerner, Lomi, et al., 2021; Jürgen

Lerner and Hâncean, 2023).

In this thesis, RHEMs model co-authorship networks among data journalists in Paper

3, where an article serves as a ’receiver’ and the co-authors as ’senders.’ The model

is structured to account for hyperedges, where each co-authored article is a complex

event involving multiple senders. This data is represented in two-mode networks with

comprehensive metadata, including publication times, previous collaborations, and de-

partmental affiliations. Through this approach, the study investigates the patterns and

dynamics of co-authorship within the journalistic field. It offers insights into the collab-

orative process and its evolution in response to external events such as the COVID-19

pandemic.

3.1.5 Summary

The methodological section of the dissertation delineates a multifaceted approach to

understanding the influence of COVID-19 on data journalism, incorporating both qual-

itative and quantitative research methods.

Survey and Qualitative Thematic Analysis: This subsection detailed the de-

ployment of a survey to capture the nuances of user perception regarding predictive

journalism in the context of the German federal elections of 2021. Employing a com-

bination of visual-based questions, Likert scales, and open-text responses, the survey

gauged users’ understanding of uncertainty in predictive models, the utility of these

visualizations, and their influence on users’ thoughts about the election.

Semi-automated Infographic Detection: Here, the methodology advances into

the computational domain, introducing a semi-automated process for detecting info-

graphics in digital news content. This process combines computer algorithms and human

oversight to identify infographic elements, establishing a dataset representative of visual

data journalism from media companies’ Twitter posts from the USA, UK, Germany,

France, Italy, and English-speaking newspapers in India to analyze the prevalence of

infographics.

Text Analysis: Two distinct papers employ text analysis through manual catego-

rization methods to interpret Twitter data. The first paper utilizes frequency analysis to

extract prominent hashtags from tweets, which are then manually sorted into thematic

categories, blending quantitative data extraction with qualitative analysis. The second

paper applies a two-sided approach, initially employing regular expressions to isolate

usernames and cluster hashtags into predefined groups. This methodology allows for a

detailed exploration of the content themes and retweet patterns within the journalistic

discourse on Twitter.

Network Analysis: Using the structure of networks to explain social structures is

used methodologically in two papers. The first one uses mentions and retweets between

sexes and journalistic groups to study amplification and legitimation on Twitter. The

second leverages the network structure to investigate the influence of COVID-19 on
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co-authorship patterns of data journalists using relational hyperevent models.

Looking ahead, the subsequent subsection will elaborate on the datasets compiled to

operationalize the aforementioned methods. This will include a description of dataset

sources, collection processes, and the criteria used for inclusion and exclusion. It will

also discuss the data cleaning and preparation methods, ensuring that the datasets are

robust and suitable for analysis. Furthermore, ethical considerations concerning data

privacy and the use of proprietary or sensitive information will be addressed to maintain

the integrity of the research process. This foundational step is critical as it contextual-

izes the methodological rigor and sets the stage for applying analytical techniques that

follow in the papers.

Paper 1 Paper 2 Paper 3 Paper 4

Survey & QTA X
Semi-automated Infographic Detection X
Text Analysis X X
Network Models X

Table 3.1: Overview on methods used in papers across this thesis.
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3.2 Data

This dissertation uses an array of datasets, each with unique attributes and affordances,

to pursue a comprehensive understanding of the influence of COVID-19 on data jour-

nalism.

These datasets serve as the empirical foundation for the study’s computational anal-

yses and interpretive insights. From survey responses that capture nuanced user per-

ceptions to large-scale media content archives, they offer a multidimensional view of the

phenomenon under scrutiny.

The following section provides a detailed exposition of each dataset utilized, elabo-

rating on its origins, characteristics, and specific roles in addressing this dissertation’s

research questions.

3.2.1 Survey data

The dataset used in Paper 1 was collected using a questionnaire distributed to users

of the German news website sueddeutsche.de. It contains the answers to 16 questions,

some focusing on the perceptions towards works of predictive journalism, some showing

users’ understandability of the intention of the visualizations.

The dataset is primary data collected by the authors, using a web link that was posted

in context to a news article that featured an explanatory article to election predictions,

which the survey is investigating.

The data was collected between September 2nd and September 28th, 2021, through

the final weeks of the German federal election race. The survey focused on a German

audience but was technically accessible from everywhere through the web link.

The data is structured in a tabular form with 49 columns. The dataset contains a

mix of categorical and numerical variables and free-text fields. Some of the key columns

include:

• Teilnehmer ID: Participant ID, a unique identifier for each respondent.

• Abgeschlossen: Indicates whether the survey is complete (’ja’ for yes, ’nein’ for

no).

• Teilnahmebeginn and Teilnahmeende: Start and end times for participation,

formatted as timestamps.

• Teilnahmedauer: Duration of participation, potentially in the format of hh:mm:ss.

• A series of questions (e.g., 1. Frage:, 2. Frage:, etc.) that capture the core

responses of the survey. These fields contain varied data types, including numerical

ratings, categorical selections, and text-based answers.

As the dataset was populated while users filled out the questionnaire, terminators

may have missing values. That also leads to some inconsistencies in the responses to

questions, given that the survey allows for both multiple-choice and optional free-text
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answers, especially if the latter are not filled in for each participant. These have been

accounted for in the analysis.

Regarding ethical considerations, the dataset does not contain overtly sensitive in-

formation. Furthermore, as there there is no way to attribute the answers to specific

individuals. However, the presence of questions related to political attitudes and demo-

graphics necessitates careful handling to ensure anonymity and ethical compliance.

In light of the research question, the data is limited to the participants’ entries in the

free-text answers, their responses on Likert-scale answers, and factual accuracy on ques-

tions regarding the interpretation of the visualizations. Known biases mostly concern

the non-random selection process that may favor affirmative or refusing voices.

This data is used to understand better the changes from an audience perspective

that COVID-19 has brought to predictive journalism, which was used for both virus-

prevalence- and electoral-focused predictions. Using a more qualitative approach helps

collect various opinions compared to a more quantitative method.

3.2.2 Twitter data

In social media analytics, especially on Twitter (now known as X), this thesis will dis-

tinguish between two different types of data. They give us unique insights into user

behavior and content dissemination.

The first category, termed ”tweets-based Data,” focuses on the intrinsic properties of

tweets themselves, encompassing textual content, tweet metadata, and accompanying

images. This facet illuminates the thematic and visual aspects of the discourses.

The second category, ”User-based Data,” is anchored in user interactions, specifically

mentions and retweets. By studying this layer, we capture the relational dynamics

and network structures that influence the spread and reception of information. This

bifurcation provides a nuanced framework for analyzing different dimensions of social

engagement and informational flows on Twitter.

Images

To analyze the changes in the prevalence of journalistic infographics across several ge-

ographies in Paper 2, we classified images retrieved from tweets by media organizations.

This is particularly relevant in the context of the COVID-19 pandemic, which has im-

pacted data journalism across different media landscapes. Infographical output is used

to measure the prevalence of data-driven journalism within newsrooms.

We collected Twitter accounts for the five largest national, general-audience news

media across six different countries by circulation2: USA, UK, Germany, France, Italy,

2Sources for circulation numbers: Alliance for Audited Media (USA) via pressgazette.co.uk/news/us-
newspaper-circulations-2022, ABC (UK): www.abc.org.uk, IVW e. V. (Germany): www.ivw.de,
ACPM (France): www.acpm.fr, FIEG (Italy): www.fieg.it, ABC (India): www.auditbureau.org,
RNI: rni.nic.in.
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and the only three available English-speaking newspapers in India. A search on Twitter

manually retrieved the account names.

The final dataset comprises tweets collected via the Twitter API requesting all tweets

containing images. It contains ten variables, each capturing different attributes of the

tweets and the engagement they received.

• author: The Twitter account handle that authored the tweet.

• tweet id: A unique identifier for each tweet.

• created at: Timestamp indicating when the tweet was created, in the format

’YYYY-MM-DDTHH:MM:SS.ZZZZ’.

• media key: A unique identifier for media attached to the tweet.

• images/url: URL to the image attached to the tweet.

• source: The platform or application used to publish the tweet (e.g., Twitter Web

App, Twitter Media Studio).

• text: The actual text of the tweet.

• likes count: The tweet’s number of likes received.

• rt count: The number of times the tweet has been retweeted.

• quote count: The number of times the tweet has been quoted.

• reply count: The number of replies the tweet received.

We further used image URLs included in the API response to download the 1,911,496

images connected to the tweets. Images we deduplicated and exposed to the semi-

automated approach described in section 3.1.2. The results were returned in a CSV file

containing the image file name and a categorical variable infographic that indicated if an

image was classified as an infographic (yes/no). The images and resulting classification

could be re-connected to their tweets via the file name. This allowed further analysis

regarding the tweets’ textual content (see section below) and interactions.

The data was taken from official Twitter accounts of media companies, so no personal

user data that might have triggered ethical considerations for this dataset was involved.

The results of the infographic detection can be shared. However, sharing the downloaded

images is restricted by Twitter’s terms.

Regarding the limitations of this dataset, we find potential issues, mostly regarding

the selection of cases: The focus on the largest media companies by circulation may

not provide a representative and comprehensive view of the media landscape in each

country. Smaller, independent, or niche media outlets may use infographics differently

but are excluded from this analysis. Larger media companies may have more resources to

produce infographics, possibly skewing the prevalence of data journalism in the dataset

— but individual editorial decisions may also influence the results. The countries selected

for this study mainly represent Western democratic systems, which could introduce a

cultural bias in understanding the global influence of COVID-19 on data journalism

— which we, however, could not find in our data. Including only English-speaking
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newspapers in India may not capture the full scope of data journalism practices in a

country with multiple languages and diverse media ecosystems.

In the broader landscape of this dissertation, this dataset offers opportunities for a

multifaceted analysis. Specifically, it enhances our understanding of how data journal-

ism, in the form of infographics, has been affected by or has evolved during the COVID-19

pandemic. The longitudinal nature of the data also provides a temporal dimension to

the study, potentially allowing us to observe trend shifts in infographic use by major

media outlets across several geographies. Consequently, the dataset substantiates the

empirical facet of the dissertation.

Text

To further understand the content of tweets, we have used text analysis in two papers

for Hashtag extraction and clustering in tweets.

Paper 2: Hashtag Clustering for Infographics Analysis: The first use case for

text analysis in this dissertation is a clustering of topics of the most used hashtags accom-

panying infographics on Social Media Network posts of media in Paper 2. As described

above, we have collected tweets containing images of the largest media companies in six

countries and aimed to identify the prevalence of infographics pre- and post-COVID-19.

To compare and contrast the findings of infographics with the content of the selected

tweets in general, we extracted all hashtags used in the text of the tweets using a regular

expression #\\w+. We did not rely on the automatically detected hashtags that Twitter

delivers with each API response. We then grouped and counted the hashtags for each

country and filtered the 50 most used for each geography. Those were then manually

clustered into several categories based on their overall topic:

• COVID-19: e.g. Coronavirus, vaccino, coronaviruslockdown

• Politics: e.g. Merkel, GiletsJaunes, RepublicDay

• Election: e.g. vote, Presidentielle2022, btw21

• Ukraine: e.g. Ukraine, UkraineRussiaWar, Putin

• Sports: e.g. Tokyo2020, Mondiali2018, SuperBowl

We then enabled a string detection across the whole dataset of tweets that checked for

clustered hashtags to appear and labeled the tweet accordingly. Tweets with multiply

categories were not attributed, which we also did not expect in our data due to the broad

categories chosen.

The data was then used to identify the topics of tweets overall, particularly for tweets

containing infographics.

In the broader landscape of this dissertation, this dataset connects the basic counting

of detected infographics and a thematic analysis that indicates the influence COVID-19

might have had on the prevalence of infographics across our sample. This acts as a strong

empirical reference regarding our research question on the influence of the pandemic on

the output of data-driven journalism.

36



Chapter 3 Methods & Data

Paper 4: Analysis of Retweet Sources and Hashtag Use Among Journalists:

A second use case for social media data was the hashtag extraction of tweets sent by

female and male political and data journalists in Germany throughout 2021. The primary

focus of the research was the tweeting differences between sexes across the two groups

of journalists. Therefore, the dataset’s creation will be described in detail below in

the section on user-based data collection. However, the clustering of hashtags from

the tweets’ text column will already be described here: the point of origin is a dataset

containing all the tweets of the two groups, joined by username with attributions of the

sex of the user that was researched separately.

In this instance, we used the automatically detected hashtags provided via the nested

entities field of Twitter’s APIv2 JSON return. This research was conducted before the

one in the preceding chapter, where we decided to extract the hashtags from the text

fields ourselves rather than rely on Twitter’s automated detection.

The hashtags were then grouped by group of journalists and sex and counted. The

30 most prevalent hashtags per group and sex were then dispatched to manual coding.

The number of 30 was arbitrary, allowing for some variance across topics.

The clustered hashtags were based on a per-journalistic group basis, which provided

these categories for political journalists, with no Other category required:

• COVID-19: e.g. Coronavirus, Covid19, Lockdown

• Politics: e.g. Merkel, Bundestag, EU

• Elections: e.g. btw21, Triell

• Climate: kidsfirst

For data journalists, these were the results of the clustered hashtags:

• COVID-19: e.g. Coronavirus, Covid19, Omikron

• Politics: e.g. Merkel, Bundestag, Scholz

• Elections: e.g. btw21, Bundestagswahl, Triell

• Climate: Klimakrise

• Sports: EURO2020

• Data-driven journalism (ddj): e.g. OpenData, dataviz, AI

• Other: e.g. Nannenpreis, SciCAR, OSINT

These categories were then used to calculate the share of occurrences within the top

30 hashtags per group.

As this method is based on the communications provided by users on Twitter, it raises

ethical concerns that require some scrutiny: the content of the tweets was certainly not

provided for obvious scientific purposes, nor have the users given explicit consent for

our work. However, they’ve acknowledged the terms of Twitter that inform about the

possibility of this data being used for third-party processes. The nature of Twitter as

a platform used to be very open and allowed non-members to read most of the tweets
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without logging on, which further emphasizes the publicity of messages published there.

To somewhat anonymize the data, we focus not on individual accounts but their grouped

sex attribution and affiliation to a journalistic area.

The limitations of this dataset arise in several ways: they are inherently dependent on

the manual pre-selection of users, which might introduce severe bias if not done properly.

It further depends on the availability of Twitter messages, which the users influence in

not deleting historical tweets, and on Twitter in providing correct responses in its API.

In the broader landscape of this dissertation, this dataset enhances the opportunities

for comparison between sexes within groups of journalists. It aims to add a qualitative

perspective on the quantitative research results regarding amplification through men-

tions and retweets to understand better the influence of sex on the behavior of tweeting

political and data journalists.

User-based Data

Research on Twitter can be based on several approaches. The content of tweets, text,

videos, or images — as already described above- and the network structure on a higher

level could potentially serve as a data source. This data set is the primary foundation

for Paper 4, which aimed to analyze sex-related differences between German political

and data journalists’ amplification behavior on Twitter.

Manual definition and user collection were necessary to identify these groups, which are

not legally defined and openly accessible. We updated and used an already available list

of political journalists on Twitter based on a definition to include journalists deployed to

political departments or primarily working on political topics. Many larger newspapers

offer an imprint with an overview of their authors and their positions, which often

contains Twitter accounts. Smaller newspapers sometimes lack that information, which

must be retrieved from the articles.

The selection of data journalists was done differently. Many German data journalists

congregated in a professional group of the non-governmental reporters’ advocacy group

“Netzwerk Recherche” in the fall of 2020. The messaging platform Slack was used to

facilitate easy communication. This platform was open to anyone who regards herself or

himself as a data journalist. We assume the majority of data journalists to be members

of this group, as there are no fees or further barriers to entry, and participation in the

group offers incentives, like conversations on eminent topics in the field, information on

upcoming gatherings, or job openings. However, this selection method introduces pos-

sible self-selection bias to the list. Compared to other simultaneously created research,

Beiler, Irmer, and Breda (2020) and Haim (2022) showed similar numbers of identified

individuals.

The attributed sex was extracted via the users’ first name, and further research was

employed where it was not clear initially. While this may not cover differences between

the sex and gender of individuals, we argued that the external impression of a name’s

sex might affect the amplification behavior of others on Twitter, which we are focusing
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on.

The final dataset for political and data journalists was set up essentially like this —

additional data like follower counts were not provided for both groups, but they were

also not used in the analysis based on this dataset:

• username: The Twitter handle associated with the user’s account.

• id: A unique numerical identifier assigned to the Twitter user.

• Newspaper: The name of the newspaper or media outlet the user is associated

with.

• Sex: The user’s sex as recorded in the dataset.

The attribution of sex data to an individual raises ethical issues. However, we have

aggregated our results on a journalistic-group-sex-level to avoid having individual infor-

mation released. The content of tweets was included in our analysis only so far as to use

hashtags to capture topicality.

The tweets for all identified usernames were then retrieved on January 7, 2022, using

Twitter API v2 (Juergen Pfeffer et al., 2023) for the time period between January 1 and

December 31, 2021. The first dataset contains 430,451 tweets from 730 Twitter accounts

of political journalists in Germany, and the second dataset with an identical structure

contains 47,812 tweets from 149 Twitter accounts of data journalists.

Both datasets are structured in this way:

• source: Indicates the platform or device used to post the tweet.

• conversation id: A unique identifier for the conversation to which the tweet

belongs.

• type: Indicates the type of the tweet.

• text: Contains the full textual content of the tweet.

• created at: The date and time when the tweet was originally posted.

• lang: The language code representing the language used in the tweet’s text.

• author id: The unique numerical identifier for the creator of the tweet.

• id tweet: The unique identifier for the tweet itself.

• possibly sensitive: A flag indicating whether the tweet may contain sensitive

material.

• entities/mentions: detected mentioned usernames in the tweet text. Not used

for identifications.

• entities/hashtags: detected Hashtags in the tweet text

• entities/urls: detected URLs in the tweet text.

• entities/annotations: detected annotations for entities or contexts in the tweet

text.

• retweet count: The number of times others have retweeted the tweet.

• reply count: The count of replies to the original tweet.

• like count: How many likes the tweet has accumulated.
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• quote count: The number of times other users have quoted the tweet.

• author username: The Twitter handle of the user who posted the tweet.

• author name: The display name of the user who authored the tweet.

To be able to analyze the amplification behavior, we extracted the usernames of men-

tioned and retweeted users from the textual portion of the tweets, using the text col-

umn to identify all usernames in the text following Twitter’s standard of preceding

the username with an @, which enabled us to use a regular expression in the form

@[a-zA-Z0-9_]+. To detect retweets, we could leverage predefined API returns, using

the entities/mentions column, which returned all detected usernames, and setting a filter

on the type of the tweet to only return “retweeted” tweets. These usernames could then

be left joined to the dataset containing the usernames of identified political and data

journalists with their sexes attributed to starting the analysis.

Within this dissertation, these datasets enable a multifaceted exploration of internal

communication inside groups in journalism, offering insights into networking tenden-

cies, mutual engagement and amplifications, and the potential biases in sexes’ visibility

and influence. It shows the potential of computational methods to explore sex-related

differences in communication behavior.

3.2.3 Web-Scraped data

Computational Social or Communication Science is not limited to data provided by

Social media Networks. As already mentioned in section 2.4.2, there is even a certain

push to access data sources that are independent of platforms — although this often

comes with the caveat of having to create new ways of accessing this digitalized data. One

potential road is to use web scraping computer tools that identify elements on webpages

by their markup structure in the Hypertext Markup Language (HTML) or their content.

This was the approach to collect articles published by German data journalists across

several media companies before and after COVID-19 to compare their publication rates,

but foremost, their cooperation within data journalism and with colleagues from different

departments.

While some databases collect data on German news media, they are not necessarily

comprehensive, restrictive in access, and potentially even harder to extract digitalized

data from. Therefore, a web scraping approach was used to collect news media websites’

authorships and article metadata information. The starting point was the author pages

of data journalists, identified using the Slack group already described in section 3.2.2,

and verifying the selection using imprints, where available.

Initially, a simple Javascript script was created that extracted elements (authors, date,

title, URL) from author pages and concatenated and saved them into a JSON file. As

each media has a different markup, the definitions in the script had to be adapted

accordingly. Data for Bayerischer Rundfunk was obtained as an Excel file, as they did

not provide author pages with required temporal dimensions. Data for Tagesspiegel

40



Chapter 3 Methods & Data

was web scraped using the rvest-package (Wickham, 2022) for the statistical computing

language R (R Core Team, 2022).

The JSON files were then individually cleaned to obtain unionizable tables, which were

then brought together for analysis. For each author, a single line was created to allow

them to be treated as individual observations — although technically, the granularity

was on an article level. The following R-packages were used in the analysis: tidyverse

(Wickham et al., 2019), lubridate (Grolemund and Wickham, 2011), and jsonlite (Ooms,

2014).

While some articles went back to 2011, a common starting point was chosen to be

January 1st, 2019. Some data preprocessing had to take place, primarily on the byline:

one media company used to combine multiple-authored articles into a single phrase,

which did not give us any information on the actual authors and was therefore ignored.

Some media companies used to abbreviate the first names of multiple authors, which

had to be recreated to allow precise matching. In contrast, others placed locations into

the author’s byline, which had to be removed. The departments under which a certain

article was published could be extracted from the articles’ URLs and grouped when

departments were identical. To identify whether an article was published before or after

COVID-19 hit, March 16th, 2020, was set as the breakpoint.

The data structure of the final dataset is this:

• title: The title of the article.

• date: The publication date of the article.

• authors: The authors’ names who contributed to the article.

• url: The URL where the article can be found.

• author individual: The identified data journalist author of the article.

• media: The media outlet where the article was published.

• department: The department within the media outlet that published the article.

• before covid: A Boolean value indicating whether the article was published be-

fore the COVID-19 pandemic.

This data focuses on the published work of identified data journalists, which has some

limitations. The dataset may not represent all data journalism work, as it is collected

from specific authors and media outlets. Articles by data journalists of other media,

not included in the author pages, or those without an online presence, are missing, thus

limiting the generalizability of the findings.

This is especially clear for German public media, which could only be included thanks

to personal contact between the author and the data department of BR Data. However,

while this is a quantitative method, the enormous qualitative pre-selection process limits

the quantitative insights to certain carefully selected media companies.

Another limitation is to focus only on metadata. For articles with multiple authors,

the dataset may not accurately reflect each author’s contribution level, especially if the

data journalist’s role was not primary, which cannot be accounted for in other ways,
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as article contents were not analyzed due to accessibility issues like paywalls. This is

acceptable as the research wants to highlight general changes to cooperation patterns,

which should be observable in the metadata.

3.2.4 Summary

This dissertation’s Method and Data section discussed various datasets that investigate

the multifaceted nature of data journalism and its evolution, especially in the context of

the COVID-19 pandemic. The datasets utilized can be summarized as follows:

A survey dataset was gathered through a questionnaire distributed to users of sued-

deutsche.de, a leading German news platform. It encapsulates respondents’ perceptions

toward predictive journalism and their comprehension of the intentions behind data

visualizations and is used in Paper 1.

To investigate potential shifts in the prevalence of journalistic infographics in Paper

2, an innovative semi-automated infographic detection method was applied to

images sourced from tweets by media organizations. This approach provides a unique

lens to assess the impact of the pandemic on the visual dimension of data journalism in

various geographical locations.

The analysis of Twitter texts, through which hashtags were clustered, serves as

a backbone for two distinct papers (3 and 4). This methodological choice allows for

exploring thematic concentrations and discourse patterns within data journalism on

social media.

A user-based tweet dataset forms the empirical basis for a study examining sex-

related differences in the amplification behaviors of German political and data journalists

on Twitter in Paper 4. By retrieving data on mentions and retweets, this dataset enables

analysis of engagement and amplification dynamics.

Lastly, a self-curated web-scraped dataset provides insights into the authorship

of data journalism articles within several German newsrooms, investigated in Paper 3.

Given the limitations of existing databases, this proactive approach was essential for ac-

quiring a comprehensive and accessible compilation of authorship and article metadata.

Each dataset has been carefully selected to ensure novel ways of measuring and gaining

insights into data journalism practices. The methods and data collection strategies

underscored in this section serve as the foundation for the analyses and discussions

following through the upcoming papers of this thesis.
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Paper 1 Paper 2 Paper 3 Paper 4

Survey X
Images X
Hashtags X X
Twitter Users X
Web-scraped Articles X

Table 3.2: Overview of datasets used in papers across this thesis.
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Political journalism often tries to predict the future, especially the outcomes of elections.

This has historically been accomplished through written articles or opinion pieces. A

more recent development involves the publication of data-driven predictions in online

news media. These news items not only contain an estimate for the election results but

also often try to visualize potential uncertainties of the prediction. However, the ways in

which users react to these forms of journalism have not yet been studied extensively. In

this work, we survey users of a predictive journalism piece on the 2021 German federal

elections published by the German newspaper Süddeutsche Zeitung to better understand

their reactions. While we found an alignment between the designers’ intention to show

the inherent uncertainty of election predictions with the audience’s reception, we encoun-

tered mixed results in users’ ability to interpret the uncertainty visualizations presented.

Most respondents indicated that the predictions did not influence their thinking about

the race, and some remained skeptical toward such predictions published by journalists

for various reasons. Based on these findings, we suggest the need for rigorous user test-

ing of visualizations for election prediction and increased awareness and future research

on ways to increase the transparency of methods and data to develop appropriate trust

toward predictive journalism.
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Publication Summary

Predictive journalism has gained popularity in the United States and, with COVID-19,

has seen increased use globally in news reporting. Despite its growth, little research exists

on how readers perceive these future-oriented articles, which is crucial for understanding

their impact on election outcomes or health policies.
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ABSTRACT
Political journalism often tries to predict the future, especially the
outcomes of elections. This has historically been accomplished
through written articles or opinion pieces. A more recent
development involves the publication of data-driven predictions
in online news media. These news items not only contain an
estimate for the election results but also often try to visualize
potential uncertainties of the prediction. However, the ways in
which users react to these forms of journalism have not yet been
studied extensively. In this work, we survey users of a predictive
journalism piece on the 2021 German federal elections published
by the German newspaper Süddeutsche Zeitung to better
understand their reactions. While we found an alignment
between the designers’ intention to show the inherent
uncertainty of election predictions with the audience’s reception,
we encountered mixed results in users’ ability to interpret the
uncertainty visualizations presented. Most respondents indicated
that the predictions did not influence their thinking about the
race, and some remained skeptical toward such predictions
published by journalists for various reasons. Based on these
findings, we suggest the need for rigorous user testing of
visualizations for election prediction and increased awareness and
future research on ways to increase the transparency of methods
and data to develop appropriate trust toward predictive journalism.
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1. Introduction

Time plays an important role for journalists, both as an organizing element like recency
in news media (Bell, 1995; Schlesinger, 1978) and as a storytelling element in their report-
ing (Jaworski et al., 2004; Neiger, 2007; Neiger & Tenenboim-Weinblatt, 2016). In recent
years another element of time has been displayed prominently by many outlets: predic-
tions about the future in interactive dashboards, charts, or other forms of visualization
(Diakopoulos, 2022). While election night forecasts have a long tradition in the US,
with the first UNIVAC computer providing predictions on-air for CBS in 1952 (Shedden,
2014), today’s election cycles are simultaneously accompanied by a multitude of election
predictions in various forms by different news organizations. The COVID-19 pandemic
added another aspect to this by presenting models that were expected to chart the poss-
ible course of the virus spread (Allaham & Diakopoulos, 2022; Pentzold et al., 2021).

© 2023 Informa UK Limited, trading as Taylor & Francis Group

CONTACT Benedict Witzenberger benedict.witzenberger@tum.de

INFORMATION, COMMUNICATION & SOCIETY
https://doi.org/10.1080/1369118X.2023.2230267



These are instances of a shift in journalism that leverages expert-run (sometimes self-
developed) models that use technical, visual, and statistical skills to create what has
been referred to as ‘predictive journalism’. We define this as the publication of data-dri-
ven projections of the future that were created by using or relying on computational
modeling techniques (Diakopoulos, 2022; Pentzold & Fechner, 2021).

While some prior research has focused on the journalistic perspective of develop-
ing, creating and publishing pieces of predictive journalism (Pentzold & Fechner,
2019, 2021), there has been a relative lack of research on the reception and perceived
impact of these pieces, particularly in the high-stakes domain of election predictions.
As prediction of election results might lead to changes in voting or other politically-
relevant behavior such as campaign donations or contributions, studying the effects of
such visualizations on audiences is important, arguably even vital, to a democratic
society. This work is therefore motivated by the following overarching question:
How do users perceive and respond to visual election predictions published by news
media?

To address this, we fielded a survey focused on user assessments of one such election
prediction and its corresponding visualizations published by the German newspaper
Süddeutsche Zeitung during the German federal election cycle in 2021. Such a self-
selected yet ecologically valid survey sample offers a first glimpse into how at least
some users of predictive journalism react and respond. Answers to factual questions in
the survey offer an indication of understandability, while open-ended questions capture
assessments and self-perceptions of the various constituent visualizations.

We found mixed results on the understandability of the visualizations. Many respon-
dents suggested there was value in the publication of these charts, although some
expressed a critical attitude toward any use of electoral models in journalism. Few
respondents perceived any potential effect of the presentation on their voting intention
or other political behaviors, although a sizeable minority indicated at least some influence
on how they thought about the race. Beyond these insights about the response of some
users of electoral predictive journalism, our findings offer suggestions for journalism
practice in terms of the need for rigorous testing of possible politically relevant behaviors
and the need for transparency of methods and data when preparing results of scientific
methods for a critical audience that is skeptical of future predictions based on historical
data.

2. Literature review

We position this work at the intersection between journalism more broadly and election
prediction more specifically, including with respect to the display of uncertainty in the
presentation of election predictions to broader audiences.

2.1. Predictive journalism

Traditionally, news media is regarded as being past-focused (Lippmann, 1922; Zelizer &
Tenenboim-Weinblatt, 2014). However, several authors have shown how journalists also
tend to use the future for their reporting (Barnhurst & Mutz, 1997), going so far as to
label journalists ‘media oracles’ (Neiger, 2007). Content analyzes have shown some
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increase in the levels of future speculation over time in Israeli newspaper headlines (Nei-
ger, 2007), as well as differences in the type of communication medium (Neiger & Tenen-
boim-Weinblatt, 2016) with print news exhibiting a fuller narrative spectrum of temporal
layers than online media. By changing the focus to the future, a news item might even
gain news value and make it suitable for publication in the first place (Jaworski et al.,
2004). Although by traditional standards, there may be no news to report since nothing
has happened yet, the uncertainty of a future event could thus itself be seen as a selection
criterion for which events become news items.

Predictive journalism is regarded as the data-driven form of future-oriented journal-
ism in this work (Diakopoulos, 2022). It could be considered a genre of data journalism
(Hermida & Young, 2019; Thurman, 2019), which more generally focuses on the visual-
ization and interpretation of datasets, combining disciplines like statistical analysis, com-
puter science, visualization, web design, and reporting (Coddington, 2015). A substantial
portion of data journalism is focused on election reporting (Loosen et al., 2017; Solop &
Wonders, 2016), and in recent years, it has begun to leverage its toolset to create related
forecasts. Maycotte (2015) predicted that ‘by using available data, journalists will be able
to orchestrate predictions and write tomorrow’s headlines and stories accordingly’. How-
ever, this is not the case in general: only a small share of data journalistic pieces (perhaps
5–6%) has some recognizable future outlook (Pentzold & Fechner, 2019).

Practitioners may downplay the journalistic relevance of such prognosis because it is
limited by backward-facing data and creates time-consuming efforts to visualize data due
to the complexity of showing multiple possible futures (Pentzold & Fechner, 2021). These
are described as ‘temporal exigencies’, which form the historical patterns and plausibility
of extrapolated future trends. As statistical predictions commonly result in a range of
possible outcomes (which might be averaged to retrieve a single numerical point esti-
mate), much effort is needed to display this variance in possible future outcomes, of
which most will never come true. While data journalists describe the ambition to visu-
alize uncertainty suitable for their audience, they often are limited by the data literacy
of their readers and users, in what Pentzold and Fechner (2021) call ‘probabilistic story-
telling’, which in most cases has been limited to reporting on a single thread out of the
hairball of predictions.

The visualization of uncertainty itself is a frequent topic in data visualization literature
(Spiegelhalter et al., 2011; van der Bles et al., 2019), although it is mostly focused on pub-
lications for expert audiences. Understanding uncertainty visualizations can be a challen-
ging task. A lack of explanations can lead to misunderstandings of the uncertainty
visualization (Broad et al., 2007), and there can be substantial variation in the perception
of uncertainty intervals (Dieckmann et al., 2015). Some laypeople even have a critical atti-
tude toward forecasts and expect biases when those are unjustified by data (Joslyn &
Savelli, 2010).

Relatively little research has focused on the perspective of how a general audience of
end-users interpret and make sense of predictive journalism, including the uncertainty,
conveyed in predictions. One study compared hypothetical win probability to vote-share
projections and found differences in user reception. However, the controlled experiments
are somewhat lacking in ecological validity (Westwood et al., 2020). Another recent
paper examined responses to COVID predictions in news media by qualitatively studying
user comments, finding various affective and evaluative responses (Allaham &
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Diakopoulos, 2022). In this work, we add to this nascent literature by pursuing a survey
of users of a real, published piece of predictive journalism, specifically in the domain of
elections.

2.2. Election prediction

Election prediction has gained much interest during recent presidential elections in the
US, fueled by the forecasts of FiveThirtyEight. Its founder Nate Silver described the
advantages of his approach: ‘Instead of spitting out just one number and claiming to
know exactly what will happen, I instead articulate a range of possible outcomes’ (Silver,
2012, p. 61). However, although FiveThirtyEight’s election models use a lot of different
input data, economic values, demographics, and COVID-19 measures -- fundamental are
still poll averages that deliver a snapshot of the current state of the race (Silver, 2020).
This focus on the results of polling has been criticized as the ‘Nate Silver effect’: ‘over-
confidence in election outcomes rooted in a reliance on quantitative measures of public
opinion’ (Toff, 2019, p. 874).

Journalists and pollsters can be described in a symbiotic relationship: Polling data con-
tribute directly to campaign coverage patterns of journalists, while pollsters receive free
advertising for their work (Strömbäck, 2012). This also applies to Germany, where the
study presented in this paper takes place. The number of polls shown in a sample of Ger-
many’s leading dailies, including Frankfurter Allgemeine Zeitung, Frankfurter
Rundschau, Süddeutsche Zeitung, and Die Welt increased from 65 in 1980 to 168 in
1994 (Brettschneider, 1997) and has only continued to increase in more recent elections
(Holtz-Bacha, 2012). Whether publications of polls have an influence on voters’ decisions
is an ongoing debate. Brettschneider (1992) argued for a small effect, especially for sup-
porters of smaller parties (which are always in danger of being elected out of parliament
because of a 5 percent total-vote-share-threshold that parties have to cross). Faas and
Schmitt-Beck (2007) showed at least a small influence on supporters of the FDP (liberals)
in the 2005 election, while Schoen (2002) could not find evidence for tactical voting when
controlling for party identification. Discovering the effect of election forecasts on voting
intention has been tried before (Urminsky & Shen, 2020; Westwood et al., 2020), but is
challenging because voters might be influenced by a variety of sources or socio-demo-
graphic factors.

While election predictions have been published by scientists and pollsters for quite
some time, perhaps the largest and broadest audience is available through news media.
Journalists amplify predictions from these sources, though they also increasingly use
scientific methods to create and visualize their own such predictions. This leads to ques-
tions about the understandability of these predictions by a larger audience in light of
uncertainty and the perceived impact such displays may have on politically relevant
intentions or behaviors (Diakopoulos, 2022), which this work addresses by deploying
a user survey.

3. Study design and methodology

This study focuses on the perspective of users that were exposed to real-life predictive
journalism in the context of the 2021 German federal parliamentary election, which
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took place on September 26th, 2021. In the following subsections, we describe the stimu-
lus design of the predictions and visualizations, the survey design as it addresses our
research questions, our recruited participants, and the data analysis approach we took.

3.1. Stimulus design

Predicting the multiparty election in Germany has evolved into an effort of multiple
scholars to test their models and assumptions (Graefe & Jérôme, 2022). Süddeutsche Zei-
tung (SZ), one of Germany’s largest privately-owned, nationwide newspapers and news
websites, chose to cooperate with Zweitstimme.org which represents a team of political
scientists from the University of Mannheim who created a predictive model. The model
from Zweitstimme has two components, but we focus our evaluation here on the first
component, which consists of a dynamic Bayesian forecasting model that predicts elec-
toral results on a federal level. The model combines pre-election polls with fundamentals,
which have been shown to be important predictors in the past, including historical results
and polls as well as which party is incumbent. This information is already available far
ahead of the election. The model is updated with each new public opinion poll during
the race. The closer the election date, the more these polls are weighted. To derive prob-
abilities, a Markov-Chain-Monte-Carlo-algorithm is used to simulate the election 9000
times (see Munzert et al., 2017; Stoetzer et al., 2019 for more details). In an ex-ante analy-
sis of the 2017 elections, the model reached an RMSE of 1.88, an average difference
between the real election result and model prediction of below 2 percentage points.
Based on the outputs of this model, participants in the survey were shown two charts
which we describe next.

The first chart (see Figure 1) presented probabilities for specific coalition options from
simulations with the vote share model. Coalitions are a central element of a multiparty
electoral system, like the German one, where power is mostly shared by several parties
that must collaborate to form a government. As this leads to possible tradeoffs in possible
post-election negotiations, it is an interesting element of predictive reporting. Most of the
coalitions are named according to the colors of the parties involved, and thus, e.g., some-
times resemble countries (Kenia for the combination of black (CDU/CSU), red (SPD),
and the Greens). The chart uses a combination of words, numeric indicators, and a visual
bar chart representation to visualize the probabilities. In this case, the target audience is a
broad public, which might not have a deep or formal education in lesser-known forms of
visualization or in more sophisticated ways of conveying uncertainty. Bar charts thus
offer a broadly understood way of showing magnitude and enabling comparisons
between estimations of probability (Spiegelhalter et al., 2011, p. 1395). The data were
transformed into a probability format by dividing the simulation results that allowed
for a particular coalition by all simulations. This led from a distribution to a single per-
centage displayed in the bar chart and as a visual label. This label was presented in a fre-
quency format (e.g., 89 out of 100), which has been shown to make these figures easier to
understand (Gigerenzer & Hoffrage, 1995; Spiegelhalter et al., 2011). In addition, the data
was also split into verbal categories to translate the numbers to a qualitative rating of
uncertainty (see Table 1). Words alone can lead to many categories without clear differ-
entiation, but combined with numbers, this should lead to higher interpretability (Spie-
gelhalter et al., 2011, p. 1394).
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The second chart (See Figure 2) reflects a traditional approach of directly visualizing
vote share, as it is commonly presented in election race polls on election night. It uses
point estimates derived from the model as the upper end of the bar chart, in combination
with a shaded area of uncertainty around this value, which adds another uncertainty
dimension to the data (Brodlie et al., 2012). This area uses a 5

6 credibility interval instead
of a more conventional 95 percent interval. This offers an easier way to communicate the
probabilities of values falling inside, as it can be described as the result of ‘rolling any-
thing other than a six on a fair die’ (Stoetzer et al., 2019), which seems to be more rela-
table to the general public. The interval is marked with gray hachures. Providing
laypeople with a predictive interval forecast has been shown to be beneficial and

Figure 1. Probabilities for certain coalition options, split into groups of verbal certainties.

Table 1. Probabilities and their verbal expressions used to support the
understandability of the visualizations.
Probability Verbal expression

≥ 0.8 ‘Very likely’
0.6–0.8 ‘Likely’
0.4–0.6 ‘Possible’
0.2–0.4 ‘Unlikely’
<0.2 ‘Very unlikely’
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understandable in other contexts (Savelli & Joslyn, 2013), but is also not undisputed (Gel-
man & Greenland, 2019).

3.2. Survey design

This work is motivated by the overarching question of how users perceive and respond to
visual election predictions published by news media. Here we detail three more specific
research questions and describe how the survey was implemented to help answer them
(See Appendix 1 for survey):

. RQ 1: Are users able to interpret the visualizations in ways consistent with the uncer-
tainty portrayed?

. RQ 2: In what ways do users find value (or not) in the predictions presented?

. RQ 3: In what ways have the predictions presented impacted how the users think
about the race?

The first question aimed to understand users’ ability to interpret the presented visu-
alizations-particularly in light of the uncertainty conveyed-by asking a set of multiple-
choice questions. More specifically, we asked respondents to identify parties that
might end up first (Figure 2), keeping in mind their uncertainty ranges. Another question
asked users to select coalitions that are likely (Figure 1). The questions were oriented to
assess users’ ability to arrive at a range of interpretations consistent with the uncertainty
portrayed. We acknowledge that there are several factors that might influence a respon-
dent’s interpretation of visualizations (Kennedy et al., 2016). However, we are using the
questions to test if respondents are able to arrive at a reading that is consistent with the
uncertainty conveyed. Although this is basic information about understandability and
whether users were able to read the two charts in ways that are consistent with the uncer-
tainty portrayed, it is also helpful to better understand the open-ended feedback provided
in subsequent questions.

Figure 2. Expected range and means of share per party.
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The second and third research questions are about the changes and thoughts such
visualizations may spur in the thinking and reflection of the users. The second research
question specifically addresses perceived utility of the charts, which might include aspects
of usability, practicability, understandability, or other user-defined notions, and asks if
the charts are meaningful, comprehensible, and reasonable. The final research question
aims to examine perceived influences of these visualizations on respondents’ awareness
and consciousness about the electoral race. It tries to tackle the critical topic of whether
presentations of election predictions create a perception of influence amongst voters. We
asked users if (and if so, how) the visualizations influenced how they thought about the
campaign. The survey combined multiple-choice selections with free-text inputs to allow
us to collect respondents’ opinions and assessments.

3.3. Participants

To recruit participants, a link to the survey was added to the top banner of an explanatory
article about the predictive model (Witzenberger, 2021) and was also shared on Twitter
by the authors. It was available between September 2nd and September 28th, 2021, with
the charts in the survey remaining fixed on the values of September 1st. The tracking tool
Linkpulse measured a total of 40227 page views on the explanatory article during this
period. Three hundred ninety-nine users opened the survey, 192 started it, and 134
finished (33.6%).

Part of the survey asked for sociodemographic information to gain a deeper under-
standing of the sample (see Appendix 2). The sample was mainly male (76.6% male;
21.9% female; 1.6% other) and predominantly held a university degree (76.2%) or a
high school diploma (18.5%) as the highest level of education. This is in line with the gen-
eral audience of Süddeutsche Zeitung, which is regarded as left-liberal media in Germany
(Hachmeister, 2012). Median age of respondents was 48 years. In terms of political favor,
the sample was heavily skewed toward the Greens (49.6% in the sample, the party only
got 14.8% of the vote in the most recent federal election), with disproportionately few
participants who preferred the conservative parties (7.2% in the sample, 24.1% in the
election) or right-wing AfD (0.8%; 10.3%). These figures caution an interpretation of
our results scoped to a particular non-representative sample, a point which we return
to when addressing limitations in the discussion section.

3.4. Analysis methods

To answer the three research questions, we used a mix-methods approach. RQ1 is
addressed by analyzing the specific responses to survey responses about the visualiza-
tions. For RQs 2 and 3, we used qualitative thematic analysis to derive themes in the
data, following the method outlined by Braun and Clarke (2006). It is well-suited to
detecting key features of a textual dataset and to distinguishing similarities and differ-
ences in responses. We practiced iterative constant comparison of themes and analyst tri-
angulation between co-authors to develop the themes that we report in this paper. We
first applied qualitative thematic analysis to the textual data and afterward decided to
count the prevalence of specific themes to better estimate how widespread certain themes
were observed.
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4. Findings

The following subsections detail our findings as they address the research questions sta-
ted above.

4.1. Visualization interpretation

To help answer RQ1 ‘Are users able to interpret the visualizations in ways consistent with
the uncertainty portrayed?’ we analyzed quantitative answers to two basic questions
about the charts. First, we asked respondents to identify all coalitions that were likely
based on their reception of the chart. Secondly, we wanted respondents to identify parties
that might end up in the first place of the election, keeping in mind possibly overlapping
uncertainty ranges. As described below, we tried to assess respondents‘ ability to arrive at
a reading that is consistent with the uncertainty displayed.

For the coalition options in chart one, we asked: ‘Based on this chart: Which are the
three coalitions with the highest probability of winning a majority?’. This question was
expected to be easy, as the answers were the top three coalitions in the chart. A large
majority answered the questions as to be expected by the uncertainty portrayed
(66.4%, n = 89), but 45 participants (33.6%) did not mark all three options.

A similar question was posed for the second chart, which showed the possible spread
of party results. The question was: ‘Based on this chart: Which parties could win the most
seats?’ Most users did not provide the expected answer (59.7%, n = 80), in most cases
leaving out the Greens, which was a valid answer based on the uncertainty ranges
depicted. Only 40.3% (n = 54) of users marked all three parties.

In sum, a majority of users were able to see coalition uncertainties in the first chart,
whereas a majority of users had difficulty seeing and comparing the relative predicted
votes shares of parties in the second chart.

4.2. Perceived value and perceived impact of the predictions

We next seek to develop a deeper sense of the perceived value (RQ2) and perceived
impacts on how users think about the race (RQ3) of the election prediction visualiza-
tions. To do this, we analyzed three questions with free-text responses: ‘To what extent
do you find the predictions presented here useful or not useful? Why?’, ‘Do you have any
further feedback?’ and ‘Have the predictions presented here influenced how you think
about the campaign?’. For the third question, we also present the results of a quantitative
self-assessment. A broad set of answers describes the perceived value and perceived
impact of the visualizations as experienced by the users. Overall, responses reflected
how the displays enabled future-oriented cognition in light of uncertainty about the
race and stimulated a critical, even skeptical response.

4.2.1. Future-oriented cognition
A substantial minority of users (n = 37, 27.6%; see Figure 3) estimated that the visual-
izations influenced or tended to influence how they thought about the race. However,
a majority (n = 97, 72.3%) fully or partially rejected this notion. Some (n = 7, 5.2%)
suggested a possible influence of such displays on voting intents, referring to this as
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‘tactical voting’. Respondents further describe those effects in ways that align with well-
studied ‘bandwagon’ and ‘reverse-bandwagon’ effects (Mehrabian, 1998; Schmitt-Beck,
2015). Indeed a few respondents (n = 3, 2.2%) openly admitted to a change in their vot-
ing behavior by selecting another front-runner to vote for after seeing the visualizations,
and another one described this as an option, though it remains unclear whether this was
meant as an option for him- or herself. Another small group (n = 3, 2.2%) affirmed that
they had already made their choice and that such predictions would not influence their
vote. Some respondents also mentioned that such predictions could lead to impacts in the
media, such as a reduction in issue-focused race reporting.

Some users (n = 5, 3.7%) pointed out that the charts ‘form a picture of opinion and
mood’ of the current state of the race, providing a range of possible results, which makes
the process of the race and its possibilities more concrete: ‘it shows what is possible’. Two
respondents appreciated the visualization of coalition options as possibilities because ‘a
government needs a majority in parliament and not necessarily a majority of the popular
vote’. As the charts show a particular set of possible outcomes, some users (n = 6, 4.5%)
mentioned that the visualizations provide a ‘good source for speculation’, which might be
helpful for their own forecast, offer an anchoring point to compare their own opinion
against, or provide a starting point for debates about possible election outcomes. More
specifically, five respondents positively mentioned an increased insight into the electoral
race. Getting a regularly updated chart shows ‘what influences the parties’ success in the
election campaign, and to what extent.’ Furthermore, it offers a feeling of the tension in
which parties are campaigning. Two respondents described a change in perception of the
front-runners, seeing shifts of public opinion that were suspected to be caused by the per-
ception of the central party candidates.

A good number of responses (n = 19, 14.2%) suggested there was value in showing
inherent uncertainty in election predictions, mentioning the realization that surveys
and models are not an exact science. As one user put it: ‘It is made clear that polls are
not accurate forecasts.’ Some respondents saw forecasts as more ‘realistic’ when pre-
sented with their uncertainty, allowing users to explore and cogitate on the range of pol-
itical possibilities that may very well result from the election or understand ‘the validity of

Figure 3. Self-attributed influence reported by the respondents on the question ‘Have the predictions
presented here influenced how you think about the campaign?’.
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the survey’ (n = 3, 2.2%). In reflecting on uncertainty one respondent wrote, ‘The elec-
tion campaign [is] more open than suggested by other polls’. Two respondents argued in
favor of the presentation of the probabilities of coalitions: One respondent explained that
a ‘panic campaign’ of conservative CDU/CSU against a coalition led by a social democrat
would make more sense to him or her after seeing the coalition comparison chart, which
showed mainly options without CDU/CSU in the top positions.

4.2.2. Critical and skeptical responses
A number of users (n = 24, 17.9%) also expressed a more critical stance towards the pre-
sented predictions, including critiques of the polling methods (n = 4, 3.0%), forecast
models (n = 7, 5.2%), the impossibility of prediction (n = 17, 12.6%), and calling for
editorial responsibility (n = 8, 6.0%).

Some respondents argued that the surveys underlying the model are ‘politically motiv-
ated’ and could be modified to obtain the desired result. For example, two argued that
polls favor the conservative CDU/CSU party. One respondent mentioned that polls
are just a current snapshot of a selection of the electorate, while two other respondents
doubted the methods of some polling firms, which still use landline phones and might
underestimate younger parts of the voters and expect a shift in the results due to the
high share of mail-in-voters.

Besides the negative judgment on the polling aspect of the model, some users targeted
the model itself. Two users argued the uncertainty intervals were too broad to derive a
helpful conclusion, while another respondent was surprised by the use of 5

6 intervals,
which are not as common as 95 percent. One respondent was missing a ‘political prob-
ability’ next to the coalitions, which might presuppose a comparison of matching and
contradicting campaign promises between parties that could further illuminate whether
those parties might actually form a government together. Another group of users
(n = 4, 3.0%) wanted to see a more detailed methodological explanation of how the
results are calculated, what the numbers are based on, or what the uncertainty intervals
imply for the interpretation. One respondent questioned the model in its completeness,
arguing it would not provide more clarity but show arbitrariness: ‘You roll the dice for
your desired results and retreat to the position with your uncertainty bars: ‘I told you so’
(if it goes wrong).’

A few users even questioned the premise of attempting to predict elections at all.
Three pointed to the 2016 US-presidential race, which they perceived to be forecasted
for a clear victory of the Democrats and Hillary Clinton, while in the end, Donald
Trump became president. One respondent used COVID-19 forecasts as examples,
arguing that their perceived inaccuracies led to disbelief toward forecasts more gener-
ally. Two others pointed to the past in arguing that all the data the model uses is based
on historical data collection. This leads to ‘overestimation of past results,’ which is not
justified since the election to be forecast is a future event that is influenced by current
events not reflected in past data. A number of skeptics (n = 11, 8.2%) pointed to the
impossibility of prediction caused by the expected openness of the race, with the
incumbent Angela Merkel not standing for reelection, a diversification of the electorate,
a lot of mail-in-voting, and a high share of undecided voters a few weeks ahead of elec-
tion day. ‘Predictions are shaky’, wrote one respondent: ‘I favor facts, clear election
results.’
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Finally, while some respondents (n = 4, 3.0%) praised the publication of methods and
requested even further transparency in terms of raw data, others (n = 5, 3.7%) accused
the visualizations of being manipulative, claiming ‘the graphics are good, the intention is
not’, or they ‘could lead voters to make wrong choices’ and appealing for ‘a more critical
examination of election predictions and […] responsibility of the media’. One respon-
dent put it more bluntly: ‘Just stop this nonsense!’

5. Discussion

We have found varied results in our research on the perception of visualizations of elec-
tion predictions, which lead us to three claims suggested by the data:

(1) The election predictions studied offered utility in terms of future-oriented cognition.
However, we did not find a widespread perception of impact on how respondents
were thinking about the campaign,

(2) There is a need for user testing of electoral predictions to ensure understandability,
(3) A not-insubstantial share of users is skeptical of data and methods, which need to be

transparently explained and published.

5.1. No widespread perception of influence on how people thought about the
campaign

An important theme that emerged fromour analysis was how the election predictions sup-
ported future-oriented cognition (Szpunar et al., 2014). This includes using the visualiza-
tions as a ground for speculation and cogitation about the political situation as well as
reflecting more worrisome expectations about the influence on voters’ decisions. By
reflecting on uncertainty and visualizing multiple options of how the election might end
up, some users were stimulated to think about a multitude of outcomes, not just a single
thread that is implied with the publication of singular poll results. This might help fuel
more responsible speculations by offering a range of possible results grounded in data.

While a sizeable minority of respondents (n = 37, 27.6%) indicated that the presenta-
tions generally tended to or did influence how they thought about the campaign (includ-
ing by informing opinion, increasing insight, and offering a basis for informed
speculation), very few (n = 3, 2.2%) indicated that the predictions actually changed
their voting intention or behavior. Slightly more respondents argued that these visualiza-
tions might impact others in their voting behavior (n = 7, 5.2%), leading to tactical vot-
ing like ‘bandwagon’ or ‘reverse-bandwagon’ effects. Interestingly, these respondents did
not seem to see this problem for themselves but rather for a part of the electorate that was
not described more closely. This points to an observation of a phenomenon called the
‘third-person effect’ (Davison, 1983), which describes a person exposed to mass media
who attributes others with a greater effect from this exposure than themselves. In this
case, the third-person effect may be helping to drive worry over the political implications
of predictive journalism by inflating perceptions of real impacts.

Whether the presentation of polls prior to elections leads to tactical voting behavior
and therefore changes the output of an electoral decision by a voter has been discussed
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in earlier work but has not been proven thoroughly (Schoen, 2002). Here, we also cannot
offer conclusive experimental evidence of any sizeable impact of election predictions;
however, our results do suggest that caution is warranted due to a small number of voters
who perceived being influenced by these visualizations. Even such small numbers
could have a political-relevant impact on certain elections if the race is close. As this
research used self-report data, further research is needed to test the hypothesis in a
more controlled way. In particular, such future studies might examine how emotional
responses (Allaham & Diakopoulos, 2022) or affective forecasting (i.e., the prediction
of one’s future feelings in response to the predictions) might mediate outcomes. For
instance, recent results from Tenenboim-Weinblatt et al. (2022) suggest that expecting
a positive affective response to one’s predictions could lead to increased political
participation.

5.2. The need for evaluating electoral predictions

Our findings reflect a mixed result on the understandability of the visualizations. We did
find an alignment between journalists’ intentions and users’ reception in the thematic
analysis of the answers to the question of whether respondents found the visualizations
useful. Based on our interactions with the design team, we knew that the intention was to
display the current state of the race, show the inherent uncertainty of election models and
their underlying data, and provide coalition probability estimates. These aspects have
been favorably mentioned by respondents, indicating that a sizeable minority of respon-
dents understood the intentions and found them useful.

At the same time, while most respondents were able to detect the most probable
coalitions from a simple bar chart, a majority did not extract all the information on
the possible spread of election results from the second chart. The design of the visualiza-
tions might have influenced this: the coalition chart was sorted in order, and therefore,
the expected results were the top three options, while the chart on vote share required a
closer look at the uncertainty intervals. A couple of respondents noted that these visual-
izations were not easy to see on a mobile device, which might increase the risk of over-
looking the small portion of uncertainty interval that leaves the Greens a possibility to
finish up first. We do not have information on the type of device used by respondents
due to GDPR compliance and, therefore, cannot account for this possible explanation.
Still, the results point to a widespread lack of understanding of a simple uncertainty inter-
val for vote shares, which might benefit from further improvements drawing on rec-
ommendations from the literature (Correll & Gleicher, 2014; Hullman et al., 2015;
Kale et al., 2019).

Designers of communicative visualizations often convey their main message to the
audience without facilitating too many polysemic reading opportunities, clearly depict-
ing the authors’main takeaways to convey (Segel & Heer, 2010). However, visualizations
are perceived differently for a variety of reasons, particularly in broader audiences, mak-
ing a single ‘correct’ reading of a visualization difficult to obtain (Cairo, 2012; Kennedy &
Hill, 2017; Kennedy et al., 2016). Our findings above make clear that uncertainty recep-
tion can play a role in future-oriented cognition, underscoring the value of supporting a
range of interpretations in light of that uncertainty. Thus we suggest here that some level
of polysemy might be desirable in the domain of predictive journalism.
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To show predictions and their uncertainty so that most users understand them as
expected is a crucial element that can be improved through user testing, ideally before
or at least iteratively with the design process after they are published. A focus should
be on whether the uncertainty in the prediction was understood and whether the
range of interpretations resulting from the conveyance of uncertainty was received
(Adar & Lee, 2021). There might also be the need for additional training in numeracy
and polling methods on the journalists’ side, as proposed by Appelman and Schmierbach
(2022) in regard to the presentation of opinion polls in news media.

5.3. Skepticism remains

Some user responses indicated that they did not find the displays useful. Various aspects
of criticism and skepticism emerged, a response which has also been observed in other
recent research on the perceptions of predictive journalism in the COVID-19 context
(Allaham & Diakopoulos, 2022). Some respondents expressed hesitance for models
based on election polling, others were skeptical about modeling an election, and still
others questioned the predictability of the election at all because of the perceived open-
ness of the race, pointing to historical mismatches between perceived assertions of the
polls and election outcomes, or criticizing a model that is based on past data to predict
the future. This points to the idea of ‘temporal exigencies’ that Pentzold and Fechner
(2021) have described as constraints toward future predictions created based on histori-
cal data, which is attributed to inability to foresee upcoming developments. A small part
of the audience also seems to be aware that they exist and might reduce the perceived
validity of the visualization.

Some respondents even accused the journalists of attemptedmanipulation or called for
editorial responsibility not to publish predictions to avoid influencing the audience, which
has been described as an attempt at responsibility assignment in similar contexts (Allaham
& Diakopoulos, 2022). These observations point to some high-level issues that have been
increasingly discussed during the last couple of years: trust and credibility of journalism
are declining in some audiences (Hanitzsch et al., 2017; Newman et al., 2021). Even though
this project aimed at providing additional explanations, and even though the authors of the
electionmodel had published scientific papers to be transparent about themethod, skepti-
cism and disbelief remained. Additional research is needed on the general perception of
journalistic forecasts as it relates to trust. It is not uncommon for journalists to look toward
the future, not restricted to predictive journalism (Barnhurst&Mutz, 1997).Howare users
dealing with this information? Are they regarded as experts’ analytic projections or as
speculative opinions expressed for a broader audience?

A possible leverage point to tackle this issue might be increased transparency of
methods and underlying data (Diakopoulos & Koliska, 2017). Some respondents men-
tioned that transparency positively affected their evaluation of the visualizations, and
one asked for even more openness. As data and methods are publicly available, this is
feasible -- although it would require additional design work to ensure the usability of
the transparency information. This refers to a match between the aspiration for strong
transparency of predictive journalism and reception by parts of the audience. Data jour-
nalists might share the code, data, and underlying assumptions more easily than classical
journalists, who might not want to disclose their sources.
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Others have proposed interactive visualizations that allow users to change assump-
tions or input data to see differences in outcomes (Pentzold & Fechner, 2019). This
might help to understand the mechanics of the model, but it presumably needs an audi-
ence open for argument, not entirely rejecting electoral models. To find better ways to
appeal to skeptics in the reception of visualizations of election dynamics is up to further
research.

5.4. Limitations

Gathering answers via open text fields yields certain problems, namely giving respon-
dents an easy option to refuse to answer, receiving only short, unclear fragments, and
leaving out the possibility to ask again or more specifically. Although this form of data
collection has advantages given the size of the sample, its variance, and its openness to
unexpected interpretations, future work should consider complementary methods,
such as guided interviews.

We must also acknowledge that our sample is not randomly selected. Users were
shown a link to the survey if they visited an article that offered more information on
the election model. This might appeal to and overrepresent users who found the visual-
ization interesting but might also attract users who have a very negative sentiment toward
the charts and are looking for a justification for this kind of reporting. Therefore, we
expect to have included voices with either favorable or critical opinions of the figures
but less moderate perspectives. Further research should construct a representative
sample to draw more general conclusions on this topic. The sample was heavily skewed
toward the readership of Süddeutsche Zeitung. The respondents had a higher level of
education than the general population, which is often associated with more statistical
training (Grotlüschen et al., 2016). As a result, we expect the understandability to be
higher than for a general audience but might also have increased the sophistication of
criticism, as respondents might have incorporated values taught in higher education.
While this is a disadvantage on the generalizability of the results for a general population,
these results still have validity for the readership of Süddeutsche Zeitung -- and lack other
weaknesses that a controlled experiment might create with its artificial setting in terms of
recruiting. We must also acknowledge the occasionally limited number of respondents
who constituted a certain topic. We include counts and percentages to help faithfully
portray the findings and acknowledge the need for future work to collect larger samples
sizes for comparison and contrast.

6. Conclusion

There has been little ecologically valid prior research on how users respond to election
predictions in news media. This work on a user survey of journalistic uncertainty displays
of election models for the German parliamentary election in 2021 contributes a first
analysis of users’ perception of visualizations in predictive election journalism. It
found a general alignment between a sizeable share of respondents and visualizations’
intention to make uncertainties clearer. This indicates that a part of the audience values
these charts in general, although we found a noticeable share of users who could not
interpret the uncertainty conveyed in the charts effectively. We further found evidence
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that the predictions support future-oriented cognition, which describes the use of the
visualizations by the users to make claims or fuel discussions about possible outcomes
in the future. And while we did not see a widespread self-reported perception of influence
on voters’ decisions based on these charts, our findings suggest that more experimental
research is warranted. A set of respondents expressed skepticism toward predictive data
journalism, addressing criticism of polling and model methods and pointing to past per-
ceived prediction failures, the openness of the race, or past-centric models. All of the
above leads us to argue for rigorous user testing of such visualizations before publication.
To address doubts or distrusts, we further suggest providing more resources for transpar-
ency and developing methods for effectively publishing and explaining models and data
used to a more general audience.
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Appendices

Appendix 1. Questionnaire

A.1. English version
The original German questionnaire is available from the authors.

(1) Based on this chart: Which are the three coalitions with the highest probability of winning a
majority?

. Kenia (CDU/CSU, SPD and Greens)

. Deutschland (CDU/CSU, SPD and FDP)

. Jamaica (CDU/CSU, Greens and FDP)

. Ampel (Traffic light, SPD, FDP and Greens)

. Grand Coalition (GroKo, CDU/CSU and SPD)

. Red-Red-Green (SPD, Left and Green)

. Black-Green (CDU/CSU and Greens)

. Red-Green (SPD and Greens)

. Black-Yellow (CDU/CSU and FDP)
(2) Based on your opinion: Which coalition will form the next government? Why?

. Kenia (CDU/CSU, SPD and Greens)

. Deutschland (CDU/CSU, SPD and FDP)

. Jamaica (CDU/CSU, Greens and FDP)

. Ampel (Traffic light, SPD, FDP and Greens)

. Grand Coalition (GroKo, CDU/CSU and SPD)

. Red-Red-Green (SPD, Left and Green)

. Black-Green (CDU/CSU and Greens)

. Red-Green (SPD and Greens)

. Black-Yellow (CDU/CSU and FDP)
(3) Can you justify your opinion?
(4) Based on this chart: Which parties could win the most seats??

. CDU/CSU

. SPD

. Greens

. FDP

. AfD

. Left

. Others
(5) Based on your opinion: Which party will win the most seats?

. CDU/CSU

. SPD

. Greens

. FDP

. AfD

. Left

. Others
(6) Can you justify your opinion?
(7) With this presentation, we want to educate our readers as much as possible about the federal

election, the current forecasts and the uncertainties associated with it. Does this make sense to
you?

. Yes, I was aware of this.

. No, I was not aware of this.
(a) You have indicated that the presentation has no added value for you. What could we do

to improve it?
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(b) You indicated that you did not perceive or understand the areas of uncertainty. What do
we need to change to make this clearer?

(8) Please indicate whether you agree with the following statement: ‘I like that transparency is
created with the presentation of the uncertainty areas’.

. I agree fully.

. I agree partially.

. I disagree partially.

. I disagree fully.
(9) To what extent do you find the predictions presented here useful or not useful? Why?

. Userful.

. Rather useful.

. Rather not useful

. Not useful at all
(10) Can you justify your opinion?
(11) Do you have any further feedback?

. (a) Are there other aspects that you like about these graphics?

. (b) How could we improve these graphics for you?
(12) Have the predictions presented here influenced how you think about the campaign?

. Has influenced.

. Has rather influenced.

. Has rather not influenced.

. Has not influenced.
(a) How have the predictions affected you in your thinking about the campaign?

(13) Which of the following parties do you lean most toward?
. CDU/CSU
. SPD
. Greens
. FDP
. AfD
. Left
. Others

(14) What is your gender?
. male
. female
. other

(15) In what year have you been born?
(16) What is your highest educational diploma?

. I am still at school.

. School finished without graduation.

. Secondary school diploma.

. Realschule (middle school leaving certificate)

. Abitur or extended high school with graduation (12th grade) (Fach-/Hochschulreife)

. Study degree
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Appendix 2. Composition of sample

Table B1. Gender composition of the sampled users.
Gender Count Share

Male 98 76.56%
Female 28 21.88%
Diverse 2 1.56%
NA 0 0%
Sum 128 100.00%

Table B2. Age variation of the sample.
Average Median 25-Percentile 75-Percentile n

47.10 48 31.00 61.25 116

Table B3. Educational composition of the sample.
Highest Education Count Share

University degree 99 76.15%
High school diploma 24 18.46%
Realschule (mittlere Reife) 6 4.62%
Still in college 1 0.77%
NA 0 0%
Sum 130 100.00%

Table B4. Party leaning of the sample.
Party leaning Count Share Result 2021 election

Grüne 62 49.60% 14.8%
SPD 28 22.40% 25.7%
FDP 12 9.60% 11.5%
Linke 11 8.80% 4.9%
CSU/CDU 9 7.20% 24.1%
Other 2 1.60% 8.7%
AfD 1 0.80% 10.3%
Sum 125 100.00%
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Abstract

The coronavirus pandemic has altered many industries around the world. Journalism is

one of them. Especially data journalists have gained attention within and outside of their

newsrooms. We aim to study the prevalence of journalistic data visualizations before and

after COVID-19 in 1.9 million image posts of news organizations on Twitter across six

countries using a semi-manual detection approach. We find an increase in the shares of

tweets containing infographics. Although this effect is not consistent across countries,

we find increases in the prevalence of COVID-19-related content and interactions in in-

fographics throughout all geographies. This study helps to generalize existing qualitative

research on a larger, international scale.

Contribution of thesis author

Theoretical operationalization, data collection, computational analysis, manual coding,

contextualization, manuscript writing, revision, and editing.

Publication Summary

COVID-19 is attributed to having increased data journalistic reporting. However, this is

mostly anecdotal evidence based on subjective observations, which are mostly limited to

media systems that the authors are familiar with. This paper aims to understand better the

prevalence of infographic journalism in six different regions. Computational Social Science

methods enable standardized data analysis across countries, allowing for comparisons and

determining how much the pandemic has affected data-driven journalism.
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Popular and on the Rise — But Not

Everywhere: COVID-19-Infographics on

Twitter

Benedict Witzenberger Angelina Mooseder Jürgen Pfeffer

April 11, 2023

The coronavirus pandemic has altered many industries around the world.

Journalism is one of them. Especially data journalists have gained atten-

tion within and outside of their newsrooms. We aim to study the prevalence

of journalistic data visualizations before and after COVID-19 in 1.9 million

image posts of news organizations on Twitter across six countries using a

semi-manual detection approach. We find an increase in the shares of tweets

containing infographics. Although this effect is not consistent across coun-

tries, we find increases in the prevalence of COVID-19-related content and

interactions in infographics throughout all geographies. This study helps to

generalize existing qualitative research on a larger, international scale.

Keywords— COVID-19 data visualization data journalism.

1. Introduction

COVID-19 served as an accelerator for ongoing changes in journalism: the decline of print

and other forms of “traditional” media, the rise of “alternative” news channels, altered

skill requirements for journalists, changes in audience and their expectations [19]. Data

journalists were central to some of these innovations, as they had the experience and

technical means to create data visualizations and exploratory pieces on possible scenarios,

which has increased awareness and accessibility to the numbers and fostered engagement

of the audience [17]. We define data journalism as the use of data, quantitative analysis,

and visualization methods to create journalism [2].
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To shed light on the changes that were going on in journalistic data visualization

around the world, we analyzed infographics shared by news media before and after

COVID-19 hit as a proxy for the prevalence of data journalism. We define information

graphics (short: infographics) as a graphical composition of one or more visualizations

based on numerical data, images, and text [4].

We aim to answer the following research questions:

RQ1: How has the use of journalistic infographics changed during COVID-19?

RQ2: Which change in the prevalence of journalistic infographics can be found across

different countries?

RQ3: How large is the portion of COVID-19 related infographics?

RQ4: How do tweet interactions change in tweets containing infographics compared to

other image tweets?

2. Literature Review

We place our research on the influence of infographics in the news and the impact of

COVID-19 on data journalism.

2.0.1. Data journalism during COVID-19

Data journalism is regarded as a form of content or genre innovation in journalism [7],

which might provide news companies with an increased reputation or a competitive

advantage. Demand for data journalistic training has increased, and data journalists

have grown in power and reframed their roles and identity in the newsroom [10]. A

positive attitude towards data journalism in the newsrooms correlates with enjoying

working with numbers and the belief that competency for data work is satisfactory [3].

The number of published data visualizations during COVID-19 led to criticism about

an “information overload” [11], a “bombardment” with visualizations [8] and a very

small number of sources, as governmental actors were the main data providers during

COVID-19 [14]. Journalists use a small set of authoritative sources, which in turn gain

authority by being used in media. To stand out, some media outlets performed their

own data collection [5].

The general meaningfulness of leveraging COVID-19-related infographics has been

examined in the literature. Visual communication can increase the understandability of

highly-scientific topics like the spread of a virus for less educated groups [9], and might

lead to higher acceptance for and adherence to protection measures. Research on the
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effects of infographics during COVID-19 could find positive effects on users’ knowledge

of mask-wearing techniques, and increased trust compared to text-only guidance, but

no substantial effect on COVID-19-related anxiety [6]. Others found a positive effect of

infographics on the intention to get a COVID-19 vaccination [20].

2.0.2. Infographics, journalism and COVID-19

Infographics are sometimes described as a method to integrate big data into journalism

[21], although this does not necessarily points to the volume of data, which might not

really be “big”, but aspects like variety (of sources and data types) or veracity of infor-

mation (in comparison to more traditional ways of reporting). Infographics seem to lead

to increased news elaboration and increase more favorable news evaluation [12].

There are three common types of infographics — principle representation (or explana-

tory visualizations, which explain how things work), cartographic infographics (which

show where things are), and statistics charts (which show how many things there are)

[22]. We only focus on cartographic and statistic charts here, which are based on some

form of numeric data, while principle representations are not necessarily grounded on

datasets.

Yet, data journalists have been criticized for COVID-19 charts that might “make the

world look more ’fixed’ than it really is” [16] with maps not accounting for population

densities, models not reporting their underlying assumptions, or exclusion of communi-

ties at the margins or the Global South [15].

3. Method

To analyze the diffusion of infographics, we collected data from Twitter, which news

media uses mainly as a one-way communication channel to promote reporting [13]. We

then implemented a semi-manual approach for infographic detection.

3.0.1. Twitter Collection

We collected accounts for the five largest, national, general-audience news media across

six different countries by circulation: USA, UK, Germany, France, Italy1. To allow

some variety of cultural backgrounds while still allowing authors to manually code and

1Sources for circulation numbers: Alliance for Audited Media (USA) via pressgazette.co.uk/news/us-
newspaper-circulations-2022, ABC (UK): www.abc.org.uk, IVW e. V. (Germany): www.ivw.de,
ACPM (France): www.acpm.fr, FIEG (Italy): www.fieg.it, ABC (India): www.auditbureau.org,
RNI: rni.nic.in.
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understand the content, three English-speaking newspapers from India were included.

See Appendix A for accounts.

Tweets were retrieved using from:USERNAME has:images on Twitter’s API v2 [18].

2,205,025 tweets for this query were collected for the time range between January 1st,

2018, and July 31st, 2022, in the time between August 15th and September 3rd, 2022.

However, contrary to the expected returns, not all these contained images. In total, we

could download 1,911,496 images for analysis, either in JPEG or PNG format. The time

range was selected to allow comparable time periods before and after the COVID-19

pandemic started.

3.0.2. Identifying Characteristics of Infographics

In line with the definition above, we defined infographics as images containing infographic

elements, such as diagrams, maps, or explanatory illustrations, as well as text. To

be able to detect infographics within our dataset, we first had to define the typical

characteristics of an infographic. Therefore, we created a labeled test set consisting

of 600 infographics and 1000 non-infographics (as typically more non-infographics than

infographics are published by media accounts). The size of the test set allowed us to

include a wide variety of images with very different image characteristics, as well as

to include non-infographics, which looked very similar to infographics, and vice versa.

Using this test set, we identified typical characteristics of infographics and optimized the

image characteristic parameters in a way so that all infographics of the test set would

be extracted (to the price of non-infographics being detected as well):

• Image type: If the image was a .png-file, it was likely to be created or edited on

a computer and, therefore, likely no common photograph but an image containing

graphical elements. For example, 39% of infographics in the test set were PNG-

images, while only 14% of non-infographic were PNG-images. We consequently

extracted all .png-images [1].

• Colours: While photographs typically contain a wide color range, as shadows

and light conditions create many different shades of colors in objects, infographics

typically consist of a few different graphical elements in a few different colors.

It should be noted that transitions between graphical elements can also result in

many different color shades, but these colors typically span only a few pixels. We

thus extracted all images consisting of few colors spanning a wide area of pixels.

In particular, we calculated an RGB histogram of the grayscale image, selected the

maximum amount of pixels pix max one color would span, detected the number of
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colors n spanning at least one-quarter of pix max pixels and extracted the image

if n > 30. While 98% of infographics in the test set fulfilled this attribute, only

55% of non-infographics did so.

• Edges: Infographics mostly contain graphical elements such as text boxes or dia-

gram axes, which can be detected by determining the existence of longer lines in

the image. Thus, we extracted all images which included a line spanning at least

one-sixth of the minimum of the image length and width. While 94% of infograph-

ics in the test set contained such a line, only 64% of non-infographics did so as

well.

By extracting all images, which would include at least one of these image characteristics,

all infographics of the test set could be extracted (resulting in 80% of non-infographics

being pulled as well).

From these images, we extracted all images which contained text. We used the

pytesseract optical character recognition package2 to detect the existence of text within

the image, but as sometimes text in specific fonts was not recognized by the system,

around 10% of infographics in the test set were excluded by this step. At the same time,

this step was crucial to exclude more non-infographics, as 64% of non-infographics in

the test set could be excluded after this step.

3.0.3. Labelling Images

After identifying the characteristics of an infographic, we applied these to the dataset of

Twitter images by using a semi-automatic approach, as illustrated in Figure 1: First, we

extracted all images, including at least one of the infographic characteristics described

above (image type, colors, edges), which reduced the initial dataset of our Twitter images

to 71%. Second, we extracted all images containing text, which decreased the complete

dataset size to 16% of the initial dataset. Thirdly, as mentioned above, this process

would allow us to detect most infographics at the price of extracting a large number

of non-infographics as well. These non-infographics had to be excluded by human in-

spection. Consequently, we distributed the remaining images to four trained human

annotators, who manually excluded all images not being an infographic. The annota-

tors were instructed to focus on cartographic or statistical charts, which needed to be

grounded on numeric data and were not solely a text containing a single number, but a

visual representation of data. The step of manual inspection reduced the dataset size to

1% of the initial size.

2https://pypi.org/project/pytesseract/
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Figure 1: Infographic detection and labeling process.

image
type

colour 
profile

no 
infographic

text

lines

infographic

jpeg png

no
no

yes

yes

yes

no

labelling

yes

Table 1: Comparison of predicted labels (with semi-automatic approach) vs. human-
coded, actual labels in a testset with n = 2500.

Actual Condition
Predicted Condition Infographics Non-Infographics

Infographics 26 4
Non-Infographics 8 2462

Finally, we evaluated this semi-automatic approach by creating a random subset of

2,500 images, labeling these images with the semi-automatic approach (to infer the pre-

dicted labels), manually inspecting these images (to infer the true labels), and comparing

the labels. Our approach showed a sensitivity of 0.765 (26 out of 34), a specificity of

0.998 (2462 out of 2466), an accuracy of 0.995, and an F1-score of 0.813 (see Table 1).

4. Results

Out of the 1,911,496 images we analyzed, we found 25,813 infographics using the semi-

automatic approach described above.
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4.0.1. An increase in infographics — but not everywhere

The share of infographics within all shared media images increased significantly after the

COVID-19 pandemic hit. We defined ’after COVID-19‘ by tweets published after March

1st, 2020 — when the pandemic as a journalistic topic had spread worldwide. We found

an increase of 42 percent between pre- and post-pandemic infographic proportions from

1.2% (n = 10,652) to 1.6% (n = 15,161) (χ2 = 742.98, p <0.01, df = 1). Still, their

share within all images was just around 1.6 percent, with most images (98.4%) remaining

non-infographics. While this seemed to be a clear direction, we found differences when

splitting the data into the observed countries.

Not all countries had similar increases in infographics. We found that media in the

US had the largest absolute increase of infographics with 2.1 percentage points from

5.7% before the pandemic to 7.8% after. The highest proportional increase was found in

India, which increased the share by 130 percent from 1% to 2.3%. In the UK, we found

similar relative growths of around 125 percent.

In contrast, the share of infographics remained constant in German media at 0.7 per-

cent. In Italy and France, we found fewer infographics after COVID-19: Italy decreased

by around ten percent to 1.9%, and in France, the share dropped from 2.8% before

COVID-19 to 1.9% after, reducing by around 32 percent.

4.0.2. COVID-19 is a prominent topic in tweets

To further understand the content of the infographics, we analyzed the 50 most-used

hashtags for each country. These were manually coded into six categories: COVID-19,

politics, ukraine, elections, sports, and others. Ambiguous terms were added to the

most distinguishing category (“Biden” to ‘elections’, “putin” to ‘ukraine’). As COVID-

19 brought up a set of new, distinctive words, its category seemed very unequivocal.

COVID-19 was found in between 8.1 and 23 percent of all tweets in our sample after

the start of the pandemic. This also holds if only regarding infographics tweets, where

COVID-19-related infographics made up 27.8 percent (n = 4,220) of all 15,161 detected

infographics. While everywhere the share of tweets about COVID compared to other

topics was higher for non-infographics than for infographics, this difference was very small

in France (11.1% infographics, 13% non-infographics COVID-19-related). However, 63

percent of tweets could not be attributed.

When only regarding infographics after COVID-19 hit, we found that nearly half of

infographics in German media were COVID-related, 33.2% in Italy, 30.8% in India, and

26.2% in France (see Figure 2). The UK and especially the US had smaller shares for
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Figure 2: Share of infographic tweets before and after COVID by clustered topics.

COVID-19.

4.0.3. Infographic tweets receive higher interactions

From a social media perspective, infographics are a valuable tool for media organizations

that seek to promote their content via Twitter. We found that mean counts for likes

(37.12 versus 66.14), retweets (10.05 vs. 28.89), quotes (3.01 vs. 6.65), and replies (6.05

vs. 7.11) were significantly higher for tweets containing an infographic (p <0.001).

The audience’s interest was also visible when comparing infographics before and after

COVID-19. We found that after COVID, mean likes (31 versus 90), quotes (5.2 versus

7.6), and replies (4.8 versus 8.7) counts are significantly greater than before (p <0.001).

Retweets showed a non-significant increase from 21.2 to 34.3. While we cannot account

for changes in followers, as data collection took place at a fixed point in time, we could

see that the increases in likes, retweets, and quotes were much higher for infographics

than for non-infographics.
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5. Discussion

COVID-19 had a solid effect on the prevalence of journalistic infographics on Twitter.

We have found an increase in the use of infographics on media’s Twitter pages after the

start of the COVID-19 pandemic overall, addressing RQ1. This increased output of

infographics is in line with qualitative literature [11, 8] that labeled these visualizations

an “infodemic”. Compared to the total number of tweets, however, infographics still

only make up a small portion.

For RQ2, we found differences between countries. While there were substantial in-

creases for US, Indian, and UK media, stagnation occurred in German media, and we

surprisingly found slight declines in France and Italy. We can rule out some possi-

ble explanations for this: First, there might be a general difference in the reception of

COVID-19 across the studied countries. However, we found much COVID-19-related

content when analyzing the infographic tweets’ texts across all countries — which also

addresses RQ3. This leads us to believe that there was a consensus among journalistic

infographic designers to produce COVID-19-related content in all observed countries.

Second, some media might have different strategies for promoting their content on Twit-

ter. While we cannot control for this from the outside perspective we have taken, we can

show for RQ4 that image tweets containing an infographic receive higher interactions.

From a media distribution standpoint, it is rational to use these graphics on Twitter.

Nonetheless third, some media might have different approaches to posting data on

social media. While manually labeling the automatically detected infographics, we found

“text boards” in many instances. A computational, infographic-like image that contains

numbers in textual format, mostly combined with images. These can be regarded as

having an infographical appearance and could serve as a substitute for creating charts,

which leads to higher requirements for data collection and analysis. From a definitional

point of view, we decided not to include these images, as they do not contain charts but

only display single numbers. As we only attributed binary labels to the infographics, we

cannot control whether this has had a huge influence on the analysis.

6. Limitations

To explain precisely what led to the stagnation in Germany and the decline in Italy and

France would require more insights into the newsrooms to rule out editorial decisions

which are not visible from the outside. Some qualitative work has already been accom-

plished around this [5], restricted in scope and generalizability, however, by the efforts
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that a qualitative study requires.

This study is limited by several factors: Our approach left us relying on Twitter

to detect images correctly. As we collected all data at one point in time, tweets that

had been deleted could not be used for this study. The focus on six countries might

have included strong influences of western-democratic media business that might not be

applicable elsewhere. Although Indian media also followed the trend, restricting it to

English-speaking media might have influenced the outcome, as others have discovered

differences between western democracies and the Global South [14, 15].

Further research might focus on a larger variety of non-western countries to enhance

understanding of possible differences in media cultures around the publication of info-

graphics. It might also be beneficial to develop quantitative methods to detect publica-

tion differences within certain media markets, which is a field that is mostly covered by

qualitative work and is hard to generalize and transfer to other populations.

In addition, our semi-automatic approach was restricted by the quality of text detec-

tion. As described in section 3.0.2, the existence of text within an image was a critical,

required factor in differentiating between infographics and non-infographics, but at the

same time, text detection failed in around 10% of infographics. Future research could

use more elaborated text detection techniques to also take small, hardly readable, and

non-standard texts (e.g. text in the form of word art) into account. This also limits our

results which did not include infographics without text, which, however, we only expect

to appear in very few cases, as data visualizations usually need some form of textual

integration.

7. Conclusion

COVID-19 has influenced innovation in journalism in a lot of ways. We presented a

quantitative study on the use of infographics on Twitter before and after COVID-19,

which confirms earlier qualitative research. We saw an increase in infographics in our

sample of image posts by the largest newsrooms in three of the six researched countries.

However, in some countries, they declined. Nonetheless, we found an increase in COVID-

19-related content, which is high across all geographies studied for image tweets in

general, and infographic tweets in particular. Interactions for infographic tweets are

higher than for images. This remains a topic for further research with deeper insights

into newsroom practices. News organizations could adapt to COVID-19 in various ways.

Increased use of infographics is just one of these developments — and might further

influence reporting with potential consequences on the perception of journalism.
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Table 2: Selected accounts for analysis.
Country Accounts Followers

France

L’Humanite (@humanite fr) 396k
Le Figaro (@le figaro) 3.6m
Le Monde (@lemondefr) 10.5m
Le Parisien (@le Parisien) 3.2m
Liberation (@libe) 3.4m

Germany

Bild (@BILD) 1.9m
Die Welt (@welt) 1.8m
Frankfurter Allgemeine (@faznet) 803k
Handelsblatt (@handelsblatt) 379k
Sueddeutsche Zeitung (@SZ) 1.8m

India
Hindustan Times (@httweets) 8.6m
The Hindu (@the hindu) 7.9m
Times of India (@timesofindia) 14.6m

Italy

Corriere della Sera (@Corriere) 2.7m
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Abstract

In the context of journalism, the COVID-19 pandemic brought unprecedented challenges,

necessitating rapid adaptations in newsrooms. Data journalism emerged as a pivotal ap-

proach for effectively conveying complex information to the public. Here, we show the

profound impact of COVID-19 on data journalism, revealing a surge in data-driven pub-

lications and heightened collaboration between data and science journalists. Employing

a quantitative methodology, including negative binomial regression and Relational hy-

perevent models (RHEM), on byline data of articles co-authored by data journalists,

we comprehensively analyze data journalism outputs, authorship trends, and collabora-

tion networks to address five key research questions. The findings reveal a significant

increase in data journalistic pieces during and after the pandemic, in particular with a

rise in publications within scientific departments. Collaborative efforts among data and

science journalists intensified, evident through increased authorship and co-authorship

trends. Prior common authorship experiences somewhat influenced the likelihood of fu-

ture co-authorships, underscoring the importance of building collaborative communities

of practice. These quantitative insights provide an understanding of the transforma-

tional role of data journalism during COVID-19, contributing to the growing body of

literature in Computational Communication Science and journalism practice.
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Publication Summary

This study aims to increase quantifiable insights into newsroom practices by analyzing

article bylines through network models to understand the publication networks of data

journalists to look for shifts during the pandemic.
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In the context of journalism, the COVID-19 pandemic brought unprece-

dented challenges, necessitating rapid adaptations in newsrooms. Data jour-

nalism emerged as a pivotal approach for effectively conveying complex in-

formation to the public. Here, we show the profound impact of COVID-19

on data journalism, revealing a surge in data-driven publications and height-

ened collaboration between data and science journalists. Employing a quan-

titative methodology, including negative binomial regression and Relational

hyperevent models (RHEM), on byline data of articles co-authored by data

journalists, we comprehensively analyze data journalism outputs, authorship

trends, and collaboration networks to address five key research questions.

The findings reveal a significant increase in data journalistic pieces during

and after the pandemic, in particular with a rise in publications within scien-

tific departments. Collaborative efforts among data and science journalists

intensified, evident through increased authorship and co-authorship trends.

Prior common authorship experiences somewhat influenced the likelihood of

future co-authorships, underscoring the importance of building collaborative

communities of practice.

These quantitative insights provide an understanding of the transforma-

tional role of data journalism during COVID-19, contributing to the growing

body of literature in computational communication science and journalism

practice.
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1 Introduction

The COVID-19 pandemic has brought unprecedented challenges to the field of journal-

ism, compelling newsrooms to adapt swiftly to the rapidly evolving information land-

scape (Hanusch, 2022; Mellado et al., 2021; Quandt & Wahl-Jorgensen, 2021). In the

wake of this crisis, data journalism has emerged as a powerful and vital approach to com-

municating complex information to the public (Danzon-Chambaud, 2021; Garćıa-Avilés

et al., 2022; Pentzold & Fechner, 2019). This article explores the profound impact of

COVID-19 on data journalism, focusing on the observable surge in data-driven publica-

tions and the heightened collaboration between data and science journalists.

Prior qualitative research has provided indications that data journalism gained deeper

inclusion in newsrooms during the pandemic (Bisiani, Abellan, Robles, & Garćıa-Avilés,

2023; Wu, 2021). These preliminary findings suggest that the COVID-19 crisis may

have served as a catalyst for news organizations to recognize the value and importance

of data-driven reporting in effectively communicating critical information to the public.

The qualitative insights have highlighted how newsrooms embraced data journalism

as a means to make sense of complex data related to the pandemic, enabling them to

provide audiences with accurate, visually engaging, and accessible information (Pentzold,

Fechner, & Zuber, 2021).

To strengthen these findings, we will adopt a quantitative approach. This study seeks

to complement prior qualitative research by systematically analyzing data journalism

outputs, authorship patterns, and collaboration networks on a larger scale, using byline

data — the short text snippet identifying the author of a text to allow attribution to the

individual responsible for the piece — from articles that data journalists co-authored. We

will regard two time periods: pre-COVID-19 — the time before the pandemic appeared,

and post-COVID-19, which does not imply the eradication of the virus but the time

period in the aftermath of the global occurrence of COVID-19. Results will be validated

using common statistical inferences and modeling tools, namely χ2 tests and negative

binomial regression models. To be able to also model author cooperations based on

historical data, we will call on Relational hyperevent models (RHEM) that help explain

network evolution in relational event history data — where an article is regarded as an

event in this study.

We will ground this work on prior qualitative research on the influence of COVID-
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19 on data journalism and aim to embed our findings within Communities of Practice

(CoP) that are often used to explain knowledge sharing in group contexts. Communities

of Practice can be described as groups of people who share a common interest and

collaborate to learn from one another, develop their skills, and share knowledge and

expertise within that specific domain. We argue that the collaboration between data

journalists and their colleagues in the newsroom might be a form of common learning

and sharing of knowledge during the pandemic.

1.1 COVID-19 and Data Journalism

Firstly, we want to provide some background on data journalism and its development

during COVID-19 to show the gap in research that this paper aims to fill.

Data journalism is a young profession. It can be dated back to the first decade of the

21st century (Bravo & Telleŕıa, 2020). However, its roots can be traced back to social-

science methods proposed for precision journalism (Meyer, 1973) and computer-assisted

reporting (CAR), with which it shares some connection to investigative reporting (Cod-

dington, 2015). Since the early 2010s, data-driven storytelling has been on the rise

around the world (Hermida & Young, 2019; Rogers, 2011; Segel & Heer, 2010), mostly

in large, well-staffed news organizations (Beiler, Irmer, & Breda, 2020; Haim, 2022), but

also occurs in local settings, with lower staffing (Stalph, Hahn, & Liewehr, 2022). Three

factors have been found to be central in shaping data journalism (Appelgren, Lindén, &

van Dalen, 2019): journalistic cultures define to what extend watchdog-transparency is

regarded as a central value for strengthening the governing political system — democ-

racies regard transparency to its processes and actors as central, while other autocratic

systems may not (Hanitzsch, Hanusch, Ramaprasad, & de Beer, 2019; Lewis & Nashmi,

2019). This is a further factor regarding the political systems that data journalists op-

erate in and whether the freedom of information leads to broad access to information

(Appelgren & Salaverŕıa, 2018; Porlezza & Splendore, 2019). A third factor is the media

market structure, the availability or lack of resources that allows experimenting with

innovative formats of journalism that have not yet proven to be successful (De Maeyer,

Libert, Domingo, Heinderyckx, & Le Cam, 2015).

Data journalism is regarded as a form of content or genre innovation in journalism

(Garćıa-Avilés, 2020; Garćıa-Avilés, Carvajal-Prieto, De Lara-González, & Arias-Robles,

2018), which might provide news companies with an increased reputation or another

competitive advantage. Data journalists use data sets and their own data analysis as

sources for their stories, often bundled with infographics or interactive elements.

Media innovation nearly always contains some societal effect, as media reflects soci-
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ety in its content and organizational and technological structures (Bruns, 2014; Pavlik,

2000). When and how this innovation takes place is shaped by internal factors like staff

incentives or leaders’ behavior (Ekdale, Singer, Tully, & Harmsen, 2015; Garćıa-Avilés,

Carvajal-Prieto, Arias, & Lara-González, 2019; Paulussen, Geens, & Vandenbrande,

2011), but also by external influences, like technology changes, market opportunities

or evolving industry norms, and audience behavior (Anderson, 2013; Bleyen, Lindmark,

Ranaivoson, & Ballon, 2014; Ess, 2014; Storsul & Krumsvik, 2013).

COVID-19 served as an accelerator for ongoing changes and innovation in journal-

ism: the decline of print and other forms of ”traditional“ media, the rise of ”alterna-

tive“ news channels, restructured processes and altered skill requirements for journalists,

changes in audience and their expectations and new approaches to journalism (Quandt

& Wahl-Jorgensen, 2022). There is, however, some debate on the extent of these changes

(Hanusch, 2022).

Most innovations during COVID-19 were developed in the product (like data visual-

izations or fact-checking), distribution (newsletters or podcasts), and commercialization

(subscriptions and membership models).

We will focus here on one innovation in particular: Science departments were more

relevant and worked with data teams to create visualizations (Garćıa-Avilés et al., 2022).

Data journalists were central to these innovations, as they had the experience and tech-

nical means to create data visualizations (Desai, Nouvellet, Bhatia, Cori, & Lassmann,

2021) and exploratory pieces on possible scenarios, which has increased awareness and

accessibility to the numbers and fostered engagement of the audience (Pentzold et al.,

2021). However, this also led to criticism about an “information overload” (Krawczyk et

al., 2021), a ”bombardment“ with visualizations (Garćıa-Avilés et al., 2022) and a very

small number of — often governmental — sources (Aula (2020); Mellado, Georgiou, and

Nah (2020), see also Cawley (2016); Tandoc and Oh (2017)).

We will base this research on these empirical, qualitative observations and try to

operationalize the relationship between data journalistic pieces — articles that were

(co-)authored by a data journalist — and intra-newsroom cooperation between data

and science journalists to be able to make quantitative conclusions about the extent

that data journalism innovated during COVID-19. As a theoretical foundation, we will

leverage the Communities of Practice model to help explain our findings.

1.2 Communities of Practice

At the beginning of the 1990ies, the focus in studies of social interaction started to move

from individuals to groups. Zelizer (1993) described journalism as interpretive communi-
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ties “united through shared discourse and collective interpretations of key public events”

(Zelizer, 1993, p. 219). More prominently, Lave and Wenger (1991) developed the idea

of Communities of Practice (CoP) as a social learning theory in organizations, “a set of

relations among persons, activity, and world, over time and in relation with other tan-

gential and overlapping communities of practice” (Lave & Wenger, 1991, p. 98). These

communities exist in parallel to formal hierarchies of organizations as an informal social

system.

Central elements of these communities are a common domain of knowledge, a com-

munity caring about, and a shared practice to be effective in this domain (Wenger,

McDermott, & Snyder, 2002). The interactions within these communities are structured

in three dimensions (Wenger, 1998): mutual engagement between community members

fuelled by complementary or overlapping skills, mutual relationships that allow engage-

ment. A joint enterprise is driven by negotiated responses to internal or external condi-

tions, resources, or demands towards the community. And a shared repertoire in tools

like language, routines, or tools that shape the work in the practice.

In later years, these basic sets have been amended by stages of community-building,

which can be found in the field, but do not have to be passed through in this order

(Wenger et al., 2002). This emphasizes the idea that CoP are dynamic and continually

evolve through interactions and collaborations.

• Potential: when a first group of people starts to take on a certain topic.

• Coalescing: when the community starts to set up a basic structure.

• Maturing: when the community grows and continues to increase and share knowl-

edge.

• Active: when there is an acceptable amount of members and the amount of added

knowledge declines.

• Dispersing: when the community is no longer relevant due to other sources or a

loss of relevance for the domain.

The concept of Communities of practice has been applied throughout organizational

research, also, on journalism. Journalists often form informal networks within and across

newsrooms centered around shared beats, interests, or expertise. These communities in-

fluence professional identity, newsroom culture, and journalistic norms. The formation

of CoP in journalism demonstrates the significance of collective learning, fostering a

culture of continuous improvement and adaptation in the face of evolving media trends.
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Meltzer and Martik (2017) characterized newsroom journalism as a distributed commu-

nity of practice or many subcommunities that constantly cycles between phases as new

technologies appear. We will use this concept to embed our findings into a theoretical

framework that helps describe the collaboration of journalists from different editorial

departments.

Data journalism, characterized by data-driven storytelling and visualization, has rapidly

emerged as an essential practice in modern journalism. Within data journalism, CoP

could potentially play a pivotal role in sharing technical expertise, discussing data anal-

ysis techniques, and disseminating innovative storytelling approaches. These communi-

ties empower data journalists to explore new storytelling methods, employ cutting-edge

tools, and interpret complex datasets, ultimately elevating the quality and impact of

data-driven reporting.

In response to the COVID-19 crisis, data journalism may have gained deeper inclu-

sion in newsrooms, reflecting the increasing relevance of data-driven reporting in crisis

communication. During this time, CoP could conceivably play a critical role in facilitat-

ing collaborations between data journalists and science journalists. By leveraging their

shared expertise and resources, these communities may have contributed to producing

accurate, visually engaging, and accessible information on the pandemic.

1.3 Using Bylines to Study Journalism

To operationalize these cooperations, we will use byline data. Investigating bylines,

the author attribution snippet above or below a journalistic article, to measure the

implications of authorship have some tradition in journalism studies. They can mostly

be distinguished by two aims: to show gender-related differences that the audience may

perceive by looking at the author’s name or to show the impact of computer-generated

articles on the confidence and perception of the readers.

A famous initial study to measure gender-related attitudes with bylines is the work

of Philip Goldberg, who showed in 1967 that female readers were likely to rate male

authors more favorably than female authors (Goldberg, 1967). This work is often cited

as a reference for bias against women authors. However, meta-research showed that the

effect is negligible (Burkhart & Sigelman, 1990; Swim, Borgida, Maruyama, & Myers,

1989). Gender bias seems to be context dependent (Dogruel, Joeckel, & Wilhelm, 2021):

Audiences still have a predefined vision of which areas females have to report on and rate

them less credible if they leave those, for instance, sports journalism (Klaas & Boukes,

2022), which at least indicates persistent marginalization of female bylines over 15 years

(Boczek, Dogruel, & Schallhorn, 2022). However, Boczek et al. (2022) could not confirm
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readers’ biases against female reporters.

Another use case for byline methods are studies about the perception of computer-

generated text in journalistic articles. These are already used in various applications,

like trading or sports reporting. Legacy newsrooms may use computer-generated arti-

cles as baseline reporting. They may enrich this by reporters’ inputs and increase the

value for users, which some journalists regard as a complement, not a replacement of

their work (Kunert, 2020). Attributing authorship for automated content is difficult

and raises ethical questions about the responsibility for news content and the require-

ments for transparency towards the readers (Graefe, Haim, Haarmann, & Brosius, 2016;

Henrickson, 2018; Montal & Reich, 2017; Van der Kaa & Krahmer, 2014; Waddell, 2018).

We will use bylines to measure the number of authors that contributed to an article

and to allow for identification to which editorial department, mostly organized by sub-

ject area, a person belongs. Co-authorship analysis serves as a proxy for collaboration

between journalists. However, it may not fully capture the intricacies of collaborative dy-

namics within newsrooms, as it does not account for informal exchanges and knowledge

sharing that may occur without formal co-authorship.

1.4 Research Questions

The research questions outlined below will allow us to quantitatively explore the extent

to which data journalism has proliferated in newsrooms during and after COVID-19, the

changes in collaborative practices, and the role of science journalists in this context:

Q1: Does the number of data journalistic pieces change after COVID-

19? This research question examines whether there has been a measurable increase

in the frequency of data journalistic pieces published in news outlets during and after

the COVID-19 pandemic. By analyzing data journalism outputs over time, we seek to

identify potential shifts in journalistic practices in response to the pandemic.

Q2: Does the number of authors on data journalistic pieces change after

COVID-19? This question explores whether there has been a change in the collabo-

ration patterns among journalists working on data-driven pieces after the onset of the

pandemic. Understanding how the number of authors involved in data journalism has

evolved can provide insights into the intensification of collaborative efforts during times

of crisis.

Q3: Does the number of data journalistic pieces change across departments
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after COVID-19? In examining data journalism outputs across different departments

within news organizations, we aim to assess whether the COVID-19 pandemic has influ-

enced the distribution and shifted the focus of data-driven reporting.

Q4: Does the authorship of science journalists change after COVID-19?

This research question delves into the involvement of science journalists in data-driven

reporting during and after the COVID-19 pandemic. By analyzing the authorship pat-

terns of science journalists in data journalism, we aim to understand the role of scientific

expertise in the intensified collaboration between data and science journalists in the con-

text of the pandemic.

Q5: Does prior common authorship change the probability of future co-

authorships for data journalistic articles? Examining the co-authorship networks

within data journalism, this question investigates whether prior common authorship

experiences influence the likelihood of future collaborations. Understanding the dynam-

ics of co-authorship relationships can provide valuable insights into collaboration and

knowledge exchange patterns among data and science journalists during COVID-19.

By addressing these research questions, this study contributes to our understanding of

the influence of COVID-19 on data journalism, shedding light on the changing landscape

of journalism practice during times of crisis. The findings aim to advance scholarly

knowledge on possibilities to generate quantitative insights in the field of computational

communication science and journalism practice.

This article offers an initial quantitative analysis of the developments of data journal-

ism in Germany during COVID-19 based on non-questionnaire data. We first present

an overview of the literature on data journalism and the impact COVID-19 might have

had on the practice. We then embed our findings within the existing research on com-

munities of practice before presenting our results and discussing them in the light of the

theory.

2 Materials and Methods

This research was conducted using computational methods to collect and analyze data.

We will describe below how metadata on articles was collected on author pages and

which statistical methods and network science models were used to derive the results.
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2.1 Data

To identify data journalists, we started with a Slack group that was formed as an advo-

cacy group for German data journalists by the non-governmental reporters’ representa-

tion ”Netzwerk Recherche” in the fall of 2020 (Netzwerk Recherche, 2020). While this

may lead to potential self-selection bias, we assume the majority of data journalists to

be members of this group, as there are no fees or further barriers, and participation in

the group offers incentives, like discussions on current topics in the field, information

on upcoming conferences or meet-ups, or a job market (Witzenberger & Pfeffer, 2022).

We further acknowledge that we are extracting data from a somewhat closed group to

which one of the authors had access, which raises potential privacy concerns. However,

as the main purpose of this study is to analyze the authorships of public media articles,

this information is already publicly accessible elsewhere, but detecting data journalists

would be a lot more challenging.

We limited data collection on the largest four journalism teams in Germany, Süddeutsche

Zeitung (SZ), Spiegel, Zeit, and public broadcaster Bayerischer Rundfunk, and included

the quite small data team of the Berlin-based newspaper Tagesspiegel to allow variance

in team sizes, resulting in 688 articles from 363 distinct authors (7.99 percent data jour-

nalists, n = 29). This sample was limited due to the availability of historical article and

author data and the effort of manual processes that needed to be performed to code and

validate the data. We created a list of data journalists and aimed to collect all articles

they were (co-)authoring by web-scraping the article metadata of the authors’ pages

provided by news media to showcase works by individual journalists. A data-journalistic

article or piece is, therefore, an article that was (co-)authored by a data journalist. Data

collection took place in November 2022 for articles between January 2019 and Decem-

ber 2021 to allow for somewhat similar periods pre- and post-COVID-19. The titles,

authors’ names, dates, and URLs for each article were collected.

Data preparation tool place in R Core Team (2022) using the packages Wickham

(2022); Wickham, François, Henry, Müller, and Vaughan (2023); Wickham, Vaughan,

and Girlich (2023). While title, dates, and URL information were easily parseable,

the way of specifying authors’ names differed greatly between organizations. In a

few instances, Süddeutsche Zeitung only describes authorship by “SZ-Autoren” (”SZ-

authors“), which did not yield any relevant information for our analysis on authors, but

the article was used in the analysis of the prevalence of data journalistic articles. News-

room departments were retrieved using the URL file path and clustered across media

organizations.

The public broadcaster Bayerischer Rundfunk (BR) posed a further challenge to
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data access. As the German media landscape is split into private and public me-

dia, the organization of the latter is guarded by a legal contract between German

federal states (“Interstate Treaty on Broadcasting and Telemedia”, Staatsvertrag für

Rundfunk und Telemedien (Rundfunkstaatsvertrag - RStV) vom 31. August 1991 in

der Fassung des Zweiundzwanzigsten Staatsvertrages zur Änderung rundfunkrechtlicher

Staatsverträge (Zweiundzwanzigster Rundfunkänderungsstaatsvertrag) in Kraft seit 1.

Mai 2019 (2019)). It restricts the time periods that editorial publications of public ser-

vice broadcasting companies are available online. The authors retained a dataset of data

journalistic articles created by the data team of Bavarian public broadcaster Bayerischer

Rundfunk due to a personal request, which will be used in the analysis. However, we

found no authorship-cooperation with science journalists for BR, limiting the data’s

meaningfulness for part of the research questions, looking for evidence to find increased

cooperation, but still allowing for investigation of the prevalence of data journalistic

articles.

As we only focus on data and science departments in this research, only authors from

those two have been manually coded in the data, using self-descriptions on author pages,

imprints, or descriptions of Twitter. We found that relations to those departments were

very stable and distinct and did not change over time, which might be caused by the

high specialization in science reporting or the work with data that is required.

2.2 Methods

To derive conclusions, this paper will be two-fold: We will use common statistical in-

ferences and modeling tools, namely χ2 tests and negative binomial regression models,

to validate changes in the number of articles and authors and deferrals between differ-

ent departments. But to show the usefulness of analyzing journalistic cooperation with

network analysis methods, we will then apply Relational hyperevent models (RHEM) to

investigate which changes of authorship can be found between departments (to answer

Q4 and Q5).

Relational hyperevent models are an advancement of relational event models (REM).

A relational event is defined as a “discrete event generated by a social actor and directed

towards one or more targets” (Butts, 2008, p. 159). The central idea is to model the

history of events to describe the probability rate for the next relational event, or to put

it more bluntly: “how and why do relational events happen?” (Pilny, Schecter, Poole,

& Contractor, 2016, p. 183). The data is collected in a longitudinal fashion and by

design using time-stamped interactions, like e-mails or the publication data of articles

in our case, which have been shown to give a more accurate reflection of interactions,
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compared with surveyal studies (Corman & Scott, 1994). This data can be enriched by

adding individual attributes that may increase or hinder chances for interactions.

REMs have been used for a variety of use cases, from the formation of friendships in a

virtual social network (Welles, Vashevko, Bennett, & Contractor, 2014), to study inter-

actions between states (Lerner, Bussmann, Snijders, & Brandes, 2013), or the network

structure of successful Wikipedia article editing collaboration (Lerner & Lomi, 2019).

However, REMs require the network data to be in a dyadic format, taking the form

of a source/sender and target/receiver relationship. Networks, like cooperation between

multiple journalists to collectively write an article, require a different set of models,

which can model interactions between one sender and multiple receivers or, as in our

case, between multiple senders (the authors) and a single receiver (the article) — called

‘hyperedges’ (Kim, Schein, Desmarais, & Wallach, 2018).

Lerner, Tranmer, Mowbray, and Hancean (2019) have proposed Relational hyperevent

models, which can include the hyperedge structure in their output, and have shown its

utility in studies on the network dynamics of contact diaries of former British Prime

Minister Margarethe Thatcher (Lerner, Lomi, Mowbray, Rollings, & Tranmer, 2021),

and analysis of scientific coauthor networks (Lerner & Hâncean, 2023).

We will model our data as two-mode networks between a set of one or multiple authors

and a set of single articles — shown in Figure 1 — with encoded information on the time

of publication, former cooperations between authors, and their respective departments

(data journalism, science, investigative or other). One author can only be connected once

to a particular article, but multiple authors could be connected to an article, which would

correspond to a co-authorship, resembling sources in the network. In our model, articles

are modeled as targets of interactions, therefore, not connected to authors or other

articles. A connection is, therefore, authorship between an author and an article. This

allows us to investigate interactions between different authors over time and compare

expected with actual article publications.

3 Results

We will now move on to lay out the results of the analysis. We retrieved 688 articles from

363 distinct authors between January 4th, 2019, to May 15th, 2021, for the five media

companies. The time period was adapted to include periods before and past COVID-19

occurred, which we set to be March 16th, 2020, when the first lockdown was decided

in Germany. Figure 2a shows the monthly number of data journalistic articles with

lockdowns highlighted, visualizing the increased publication rate in or close to lockdown
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Figure 1: Data model of network analysis showing an exemplary two-mode network be-
tween one or more authors connected to one article.

(a) Showing the published data journalistic ar-
ticles per month, with periods of nationwide
lockdowns highlighted.

(b) Showing the authorships per month, with
periods of nationwide lockdowns high-
lighted.

Figure 2: Comparing monthly number of publications (Fig. 2a) and authorships (Fig.
2b).

periods.

3.1 Some increase in articles, but not in authors

Between the time before COVID-19 hit and after, we found a 40 percent increase of

data journalistic articles across all observed media from 287 to 401 articles (χ2 < 0.01),

which seems to affirm Q1. We observed these changes for three newsrooms: Spiegel, SZ,

and Bayerischer Rundfunk. The counts for Tagesspiegel (20 vs. 21) remained nearly the

same. For Zeit (134 vs. 133), they decreased slightly. Figure 3 displays these counts.

During the observation period, we found a large increase in publications during the

initial lockdown in March 2020 across all media, and after a short decline, an evenly

increasing number of publications, as shown in Fig. 2a.
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Figure 3: Absolute counts of data-journalistic articles per media pre- and post-COVID-
19.

We then aimed to answer Q2, which shifted focus from publications to individual

authors, to account for changes that might indicate an increased interest in the topic.

Similar to the number of publications, we found an increase during the initial lockdown

period but, in contrast, saw a decrease in the author numbers afterward when looking

at Fig. 2b. This is backed up by results of a Wilcoxon signed rank test with continuity

correction, which is used due to the sample’s non-normal distribution, resulting in p >

0.1. A negative binomial regression, however, was used because the data indicated

overdispersion, including media as a controlling factor, that yielded a 71 percent increase

in author counts when holding all other variables constant (see Table 1). While this

indicates some increase in author numbers, it also points to editorial or team-specific

differences between media.

3.2 Science department becomes data journalistic

We then set to compare the prevalence of data journalistic articles across different de-

partments in the newsroom. Departments were retrieved from the URL subdirectories

of the articles and manually bucketed (i.e., politics, business, science, arts/culture) to

align different naming conventions where a general link could be made. We investigated

this question in two ways: First, we ran a negative binomial regression to investigate

which department data-journalistic articles were presented pre- and post-COVID-19.
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Table 1: Results of Negative Binomial regression model to predict the number of authors
pre- and post-COVID, controlled by media.

Dependent variable:

n

before covidPost-Covid 0.535∗∗∗

(0.159)

mediaSpiegel 1.627∗∗∗

(0.256)

mediaSZ 1.242∗∗∗

(0.258)

mediaTagesspiegel −0.049
(0.272)

mediaZeit 2.474∗∗∗

(0.253)

Constant 3.635∗∗∗

(0.210)

Observations 10
Log Likelihood −50.471
θ 18.848∗∗ (9.180)
Akaike Inf. Crit. 112.942

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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The model (Table 2) found negative effects on data journalistic publications, digital and

opinion departments, but a very strong positive effect on science with a 175 percent

increase, answering Q3 and Q4.

To further investigate and examine the predictive capabilities of Relational hyperevent

models, we included data, science, and investigative departments as attributes into an

RHEM to investigate the probability of cooperation happening between journalists from

these departments.

The three departments, data journalism, science journalism, and investigative jour-

nalism, were specifically modeled, as these were the ones that authors had been coded to

before. All journalists in the data were regarded as available co-authors for the model.

We used a so-called conditional size-directed hyperedge observation for the model, which

samples events with non-events on a given time frame. While this does not allow us to

model pre- and post-COVID-19 prevalences, it allows us to observe the authors’ depart-

ments. These models were created for each media company and analyzed using the Cox

proportional hazards model (Cox, 1972) that originates in survival modeling and is used

to relate time, occurrences of events, and further co-variables. As Table 3 shows, we find

some evidence for increased participation in data journalistic articles by science journal-

ists. This is measured by the interaction sender.avg.science : post cov, which measures

the occurrence of science journalists publishing with data journalists after COVID-19.

This effect is not visible for data journalists, who seem to co-publish together very often

as variable sender.avg.ddj indicates.

3.3 Authorship collaborations change

An additional advantage of modeling the authorship events as a probabilistic network

is the ability to gain deeper insights into the cooperation between authors. Using the

RHEM model (see Table 3), we could analyze subset repetitions. Subset-repetition

(modeled as sender.sub.rep) describes the probability of exact or partly identical authors

across several articles. In our case, we limited the measure to subsets of size one —

meaning two authors — and two — a subset of three authors, as we did not see any

larger subsets.

The RHEM model showed that there was generally a significant subset repetition of

size one for previous co-authorships between authors in SZ, Spiegel, and Zeit, indicating

that authors tend to work together in smaller, prior constellations, affirming Q5. For

Zeit, this also included subsets of three authors, indicating repeated cooperation between

multiple journalists. For SZ, we only found an increase for those sets of three authors in

the interaction with the post-COVID-19 variable.
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Table 2: Results of Negative Binomial regression model to predict the number of publi-
cations pre- and post-COVID, controlled by department.

Dependent variable:

n

before covidPost-Covid 0.793∗∗∗

(0.074)

departmentbusiness −0.761∗∗∗

(0.185)

departmentdigital −1.001∗∗∗

(0.216)

departmentlocal −0.569∗∗∗

(0.199)

departmentmobility −0.757∗∗∗

(0.213)

departmentopinion −1.580∗∗∗

(0.369)

departmentother −0.427∗∗

(0.210)

departmentpolitics 0.702∗∗∗

(0.123)

departmentscience 1.169∗∗∗

(0.117)

departmentsports −0.651∗∗∗

(0.197)

departmentwork −0.699∗∗

(0.279)

Constant 1.969∗∗∗

(0.116)

Observations 68
Log Likelihood −421.564
Akaike Inf. Crit. 867.127

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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However, for some outlets, we also found negative effects on the sender.sub.rep.1 :

post cov interaction. This could indicate changes in author bylines after COVID-19 as

the probabilities for partial subset repetitions of prior cooperation decreased. In short,

existing cooperations might have been discontinued due to the changes in interests that

COVID-19 brought.

A second variable to investigate authors’ cooperations, called closure, was only small

and significant for ZEIT and negative for Spiegel. It indicated the probability of co-

authoring with another journalist if that journalist has already published together with

a common third author. This triadic closure is common in social networks (Granovetter,

1973). Interestingly, while it was negative for Spiegel overall, the interaction with the

post-COVID-19 time period turned this into an increase, opening an interpretation that

this effect was initiated during the pandemic situation.

4 Discussion

The reporting on COVID-19 was data-driven. News media published visualizations on

the prevalence and effects of the COVID-19 pandemic worldwide. Therefore, it is only

a small step to argue that data journalism played a crucial role in enabling newsrooms

to prepare and provide these charts and dashboards (Pentzold et al., 2021; Quandt &

Wahl-Jorgensen, 2022). However, the extent to which this has led to new or increased

cooperation between data journalism teams and other areas of the newsroom has not

been studied thoroughly (Garćıa-Avilés et al., 2022).

As we have laid out in the Literature Review section, it might be worthwhile to ground

this research into the existing Communities of Practice (CoP) literature to be able to

regard the results in light of the theory of learning in organizations. The cooperation

between data journalists and other departments can be viewed in this perspective as

a Community of Practice between data specialists and science experts. As we have

seen, there was a rapidly increasing number of data journalistic publications right at

the start of the pandemic (Q1). This can be described as some maturing phase of

communities (Wenger et al., 2002), which led into an active phase thereafter. The surge

in data journalism during this crisis reflects the dynamic engagement within CoP, as

data journalists leveraged their shared expertise to respond to the demand for data-

driven reporting. As we have not seen a decrease in our data — there is some indication

that the level of investment into the cooperations has not declined. The persistently

high number of publications indicates that there is a general audience interest in data

journalistic work or a generally higher acceptance of the work within the newsroom.
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Both are classical examples of exogenous factors that drive and shape a joint enterprise

in a Community of Practice.

Admittedly, we see a decline in authorships right after the first peak in the first

lockdown (Q2), which seems to contradict this argument. However, there has to be a

distinction between the authors and the publications. COVID-19 has drawn great inter-

est from news audiences, which might have caused journalists from different departments

to cooperate with data journalists initially. After the dust began to settle, those might

have returned to their respective departments and abandoned the data journalistic part-

nerships. In Community of Practice phases, this can be described as a piece of evidence

for the dispersing phase of communities, when members leave the community due to loss

of relevance. However, as Meltzer and Martik (2017) pointed out, journalists tend to be

members of different Communities of Practice. In our case, cooperation between data

and science journalists has increased greatly.

Further research may investigate longitudinal effects on the prevalence of data-driven

journalism and whether this explicitly takes place in cooperation with data journalism

departments or has become detached and is now implicitly included in subject-specific

editorial areas.

With the help of Relational hyperevent models (RHEM), we increased our under-

standing of journalistic author networks. In general, we found a strong sender subset

repetition for data journalists, indicating that data journalists tend to cooperate with

other data journalists. This aligns with the Communities of Practice understanding

of creating a joint enterprise for a common domain of knowledge, a manifestation of

continuous knowledge exchange and collaborative practices.

Interestingly, probabilities for sender subset repetition were negatively influenced by

a post-COVID-19 dummy variable, which points to the possibility that COVID-19 has

reshaped co-authorships in data journalism for some media companies. This observation

is reinforced by a highly increased probability of publications featuring a science journal-

ist after COVID-19, which points to a change through the pandemic. A new community

was formed caring about the explainability of the pandemic activity through the use

of scientific data and visualizations. This adaptation demonstrates the flexibility and

adaptive capacity of CoP in journalism.

Significant effects on network closures were observed for ZEIT and Spiegel — and for

those in two different directions. Network closures describe the probability that prior

co-authorship of A and B with a third author, C, might increase chances for A and B to

also cooperate in the future. One could argue that prior common authorship between a

data journalist and a science journalist might also lead to a common publication with
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another data journalist and the same science journalist. While this might be true for

ZEIT, the case for Spiegel is twofold. The number is below zero, indicating a lack of

closure tendencies. However, after COVID-19, this probability is positive, which points

to an increased chance for new cooperation. In combination with another observation

from Spiegel on the decrease of data journalistic co-authorships after COVID-19, this

could indicate less intra-data journalistic cooperation but increased co-authorships with

other departments, particularly science (Q5).

The cooperation between data and science journalists can be described theoretically

as combining different ‘transactional expertise’ from data to science. Journalists have

been shown to be reluctant to communicate and convey uncertainty when reporting on

scientific results (Witsen, 2019). When observations of official measurements contradict

public experience, this may lead to an alienation between people and statistics, whereas

some journalists may rely heavily on quantification and may blindly trust the numbers

(Lugo-Ocando & Lawson, 2017). This led to calls for more direct reporting on the

uncertainty in reporting (Anderson, 2018) or to enable journalists with ‘transactional

expertise,’ which defines knowledge that enables an individual to converse about a certain

topic without being able to practically work within the field (Collins, 2004; Witsen &

Takahashi, 2018). The complementary combination of data and visualization skills and

the ability to understand and report on scientific research can be combined together in

a Community of Practice to fuel the journalistic output during the pandemic reporting,

leading to increased publications of science and data journalists (Q3 and Q4).

To summarize, we found the number of data-journalistic articles changed between -0.7

and 133 percent (overall: percent) for similar time periods before and after COVID-19

hit, with four of five researched media increasing their numbers, and all media having

high values for the time of the initial two lockdowns in March 2020, and Winter 2021.

We also saw a huge decrease in publications across nearly all newsroom departments,

with science being the sole outlier that increased its share clearly. This effect was also

observable using RHEMs, which, in addition, indicated changes in the co-authorship

structure pre- and post-COVID-19. At the same time, we found, generally, indications

of subset repetition, which suggests recurring publication with previously co-authoring

journalists. The appearance of COVID-19 reversed this effect, which implies the creation

of new authorships.

4.1 Limitations

A number of factors limit this research. It is focused on a subset of the German data

journalistic media landscape, covering the largest players in data journalism but leaving
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out most public broadcasters that do not provide author pages that could be scraped in

a similar manner as private-owned media companies do. The study’s analysis is based on

data from five German newsrooms, which may limit the generalizability of the findings

to a broader journalistic context. While the sample provides valuable insights into data

journalism practices during COVID-19, caution should be exercised when extrapolating

the results to other regions or news organizations with different characteristics and prac-

tices. The focus on Germany is also narrowing the view on a Western democracy, where

data journalism has already well over a decade of history, and access to data is easier to

achieve than it might in authoritarian political regimes, where COVID-19 might have

also played a different role in public discourse.

A further limitation of the data is the perspective from which it was taken. During

our observation period, we used the author pages of data journalists to build a ground

dataset of data journalistic articles. This, however, defines data journalism as the work

of data journalists, which were taken from a Slack channel, as described in the methods

section. This implies that data journalistic work done completely by non-data journalists

would not be included in our dataset. We expect this to be a very small number due

to the focus on specific skills that might be bundled together in specific teams, which

in turn form networks with other data journalists and should be visible in channels

like the Slack group. In order to streamline our research efforts and allocate resources

efficiently, we designated the coding of data to specifically target departments focused on

journalism, science, and investigative reporting. We also observed far fewer department

changes, as we suspected would happen in other areas of the newsroom and would affect

the modeling effort.

Another effect on the prevalence of data journalism in Germany might have been the

federal elections in 2021, as elections have traditionally been an important season for data

journalists, which might have kept the number of publications higher than they might

have been towards the end of the COVID-19 pandemic. However, we did not find a large

decline in science data journalism towards the end of our observation period, just a small

increase in political data journalism, which might indicate the expressed influence but

also shows the limited extent it had. The research focuses on data journalism during the

initial phase of the COVID-19 pandemic. It is essential to recognize that the pandemic’s

impact on data journalism and collaboration dynamics may continue to evolve over

time. Future research could consider conducting longitudinal studies to examine how

these trends develop over extended periods.

106



5 Conclusion

COVID-19 has influenced industries around the world, such as journalism. Data jour-

nalism especially came to increased attention, as many parts of pandemic reporting were

based on data and visualizations for which data journalists had tools and knowledge.

However, they also gained standing inside the newsroom and increased cooperation with

science departments. We have analyzed co-authorships of German data journalists across

five newsrooms.

We found that there was a significant increase of data journalistic pieces for most

researched media during COVID-19, leading to more articles published, especially in

scientific departments; the average number of authors per article also slightly increased

during the initial phase of the pandemic, but since then decreased slightly. We found ev-

idence of general recurring cooperation between previous (data journalistic) co-authors,

which the occurrence of COVID-19 negatively influenced, which led to new, increased co-

operation between data and science journalists and an increased number of publications

in science departments during the pandemic.

The findings suggest that Communities of Practice play a vital role in facilitating

collaborations, knowledge exchange, and innovation, enabling newsrooms to adapt to

rapidly changing circumstances and produce credible data-driven reporting during chal-

lenging times. As journalism continues to evolve, the dynamics of Communities of

Practice offer valuable insights for news organizations seeking to enhance journalistic

cooperation.
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in 2021. Our results show that journalists identified as women tend to favor other women

journalists in mentions and retweets on Twitter (now called X), compared to men. While

both professions are dominated by men, with a high share of tweets authored by men,
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data journalists also leverage different sources than men. In addition, we found data

journalists to be more inclusive of non-member sources in their networks compared to
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Abstract: Women are underrepresented in many areas of journalistic newsrooms. In this paper, we ex-
amine if this established effect persists in the new forms of journalistic communication, namely social
media networks. We use mentions, retweets, and hashtags as measures of journalistic amplification
and legitimation. Furthermore, we compare two groups of journalists in different stages of develop-
ment: political and data journalists in Germany in 2021. Our results show that journalists identified
as women tend to favor other women journalists in mentions and retweets on Twitter (now called
X), compared to men. While both professions are dominated by men, with a high share of tweets
authored by men, women mention and retweet other women more than their male colleagues. Female
data journalists also leverage different sources than men. In addition, we found data journalists to be
more inclusive of non-member sources in their networks compared to political journalists.

Keywords: journalism; social networking (online); gender issues; information retrieval

1. Introduction

Social media networks (SMNs) such as Twitter have had a significant impact on jour-
nalism. Researchers have focused on how Twitter (now called X) has challenged key values
of journalism, such as objectivity, gatekeeping, and transparency (Hermida 2010; Lasorsa
et al. 2012; Lawrence et al. 2014). Twitter and other microblogging platforms have also
changed the news cycle by creating a hybrid system of new actors and news-sourcing
habits (Chadwick 2011). Journalists commonly use Twitter as a source of information
(Paulussen and Harder 2014). Some have noted changes in the way private and pro-
fessional personae are presented on Twitter, which may collide with corporate brands
(Hanusch 2018; Ottovordemgentschenfelde 2017).

A rigid selection of information shapes the world of SMNs. This is not a new devel-
opment. Lippmann (1922) described the bias between reality and perception—or mental
image—around 100 years ago, referring to it as a pseudo-environment. This explains
the selective way of processing information shaped by social constructs surrounding the
individual, which has been researched since then (Lazarsfeld 1944).

A sender-based selection form was described by Lewin (1947), showing that dissem-
inators tend to spread information that aligns with their values. The foundation of the
gatekeeping theory (White 1950) has shaped journalism over the decades but has become a
more general phenomenon since the global spread of information is no longer restricted to
journalists but open to everyone on social media platforms. This has led to an increase in
data, which might help to shed light on processes that have so far taken place behind closed
doors. In this article, we attempt to enhance our understanding of journalistic discourses
on social media, focusing mostly on gender and journalistic areas as differentiators.

The history of women’s journalism is much older than social media. Female journalists
were first hired during the second half of the 19th century out of financial interests. They
were needed to help create so-called “women’s pages” (Chambers et al. 2004; Hunter 2019;
Kay 2012; Steiner 2008) with topics like fashion, art, or societal gossip. These “women’s
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pages” targeted a female audience, which the newspapers wanted to attract because of
the increasing revenues from advertising in newspapers (Lang 1999). Currently, women
journalists are underrepresented in many newsrooms. Therefore, they are less visible
in the media (Hannis and Strong 2007; Kian and Hardin 2009; North 2016; Smith 1981),
which might lead to distorted “news-is-for-men” perceptions in the audience (Sui et al.
2022). Other channels of public appearance could provide new platforms for women
journalists to promote their work or build reputations in their beats. Twitter, as a platform
with few barriers to entry, would naturally be expected to serve as an enhancement to
building a platform. However, previous work has shown that this is not necessarily the
case (Lasorsa 2012; Usher et al. 2018); political journalists, in particular, have been shown
to form male-dominated, elitist networks (Lawrence et al. 2014; Matusitz and Breen 2012).

We build on an emerging body of literature that uses Twitter data to analyze networks
of journalists to find out if there are sex-related differences between journalists on Twitter in
general and groups of journalists in particular. We focus on two groups: political and data
journalists in Germany. Journalists, as a profession, play an important role in disseminating
information and shaping public opinion. However, this is most visible for political journal-
ists, who often cover issues of profound societal and political significance. Their presence
on social media platforms like Twitter can have policy implications and influence public
discourse on critical topics. Investigating the behaviors of political journalists on Twitter
contributes to a broader understanding of the interplay between journalism, politics, and
society, which has become increasingly important in the digital age.

Data journalism, in particular, has witnessed significant growth and innovation in re-
cent years due to the big data revolution, driven by the availability of large, behavior-based
datasets, improved computational resources, and new and accessible analytic techniques
(Mayer-Schönberger and Lenneth 2013), which also took place in media and journalism
(Howard 2014; Lewis and Westlund 2015). Data visualization, interactive storytelling, and
data-driven investigations have become increasingly prevalent in journalism. By focusing
on data journalists, we aim to capture emerging trends in journalism practices and explore
how these innovations manifest on Twitter.

We analyzed 478,263 tweets from political and data journalists in Germany in 2021
to compare the communication styles within these communities and between sexes. Men
dominate the number of tweets, whereas women tend to favor other women journalists
in mentions in general and retweets of political journalists. We also find men to be self-
retweeting themselves a lot more than women, and there are different sourcing behaviors
in both groups of journalists.

The contributions of this article are as follows:

• We provide a comparative quantitative analysis of communicative differences be-
tween and within German political and data journalists, offering a non-US-centric
perspective.

• We found manifestations of existing sex-related norms in the Twitter behaviors of both
journalist groups, confirming prior studies on U.S. political journalists.

• Our analysis of sources and hashtags reveals a broader spectrum of sources for data
journalists and different sharing behaviors of men and women.

As part of our research into the dynamics of German journalists on Twitter, preliminary
findings were presented at the 2022 IEEE/ACM International Conference on Advances in
Social Networks Analysis and Mining (ASONAM). This earlier work laid the groundwork
for the extended analyses presented in this manuscript (Witzenberger and Pfeffer 2022).

We will start our argument by laying out the related literature on gender issues in
journalism, followed by an overview of political and data journalists in Germany; we will
then present our methods and results.

2. Literature Review

Prior studies have looked at women in journalism and on SMNs, as well as the
behaviors of political journalists on Twitter.
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2.1. Journalism and Gender

Journalism and gender have been studied from various perspectives over the last two
decades. Most research has focused on comparative perspectives and the possible influence
on journalistic style between men and women. (Craft and Wanta 2004; Hannis and Strong
2007; Kian and Hardin 2009; North 2016).

While parity in lower-level editorial positions has nearly been achieved, there is still a
discrepancy within higher-level jobs in newsrooms (Andi et al. 2020; Byerly 2011; Chambers
et al. 2004; Ziamou 2000). This “glass ceiling” impacts the editorial policy, as higher-ranking
positions dictate the editorial ethos. This leads to a limited perspective on issues (Fleras
2003; Smith 1981) and differences in beat assignments (Craft and Wanta 2004).

Several studies exist on the size of the gender gap in Germany, all with slightly different
methods, yet none provide current figures. A tally by the initiative “ProQuote”, which
lobbies for a women’s quota of 30%, found that the share of women in power (ranging
from editors-in-chief to deputy section leaders) varied between 16.1 and 50.8% for national
newspapers in June 2019 (von Garmissen and Biresch 2019), totaling 25.1% for women
compared to 74.9% for men. Across all positions, the “Worlds of Journalism Study” in
2016 found a proportion of 40.1% for women (Hanitzsch et al. 2016; Steindl et al. 2017),
while a 2013 study by the European Institute for Gender Equality, which only included a
few media corporations, estimated at around 44% (European Institute for Gender Equality
(EIGE) 2013).

2.2. Twitter for Journalists

Since its creation in 2006, Twitter and its implications on journalism have been stud-
ied in multiple dimensions, as previously mentioned. It has primarily been described
as a platform for breaking news (Kwak et al. 2010), with its users mainly talking about
headlines and current affairs (Asur et al. 2011; Kwak et al. 2010). Twitter is a medium
for professional communicators—like politicians and celebrities. This aspect of Twit-
ter seems to make it more appealing to journalists in comparison to other professions
(von Nordheim et al. 2018).

This is especially true of political journalists: The platform is, if not a central source of
news in Washington D.C. (Hamby 2013; Kreiss 2016), a central source of news in several
Westminster democracies (Hanusch 2018) and Germany (Degen and Olgemöller 2021;
Nuernbergk 2016; Nuernbergk and Schmidt 2020).

Over time, the use of Twitter has increasingly normalized for journalists (Lasorsa et al.
2012). However, this process takes time and requires corporate policies that prevent the
fast, widespread adoption of newer features (Molyneux and Mourão 2019). Others have
described this process less as normalization and more as a negotiation between traditional
gatekeeping roles and editorial decision-making and the new influences injected by users
on SMNs (Tandoc and Vos 2016).

But why do journalists participate on Twitter at all? Viewed from Bourdieu’s field
theory (Bourdieu 1993), journalists compete over attention in their spaces, leveraging
their networks of connections—memberships in one or many groups—which they may
potentially mobilize through their social capital (Bourdieu 1986). While this was already
the case before SMNs existed, they offer a new space for validation (Carlson 2017) or to
validate their “gut feelings” (Schultz 2007), or“interpretive communities”, as Zelizer (1993)
called them.

These connections have often been described through the lens of homophily— an old
concept that suggests that human ties are formed if they share attributes. An early scientific
example is Lazarsfeld et al. (1954), which investigated the formation of friendships within
two communities, finding evidence that social status and shared values are drivers for
forming or dissolving friendships.

Homophily has been identified across various social areas, such as race, sex, gender,
age, religion, education, occupation, network position, behavior, attitudes, abilities, and
beliefs (McPherson et al. 2001). While some of these aspects may not play an essential role
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in journalism, for instance, education, where levels are potentially higher for journalists
than in the general population (Josephi et al. 2019), some aspects of homophilous influence
have already been found in journalists’ behavior on SMNs, such as sharing a common beat,
shared values, and common geographies.

Homophily has also been used to show that journalists on SMNs prefer to form
connections with other journalists who share similar journalistic values but not necessarily
ideological intersections (Li et al. 2023).

Vergeer (2014) found that journalists covering similar geographical areas were more
likely to connect, even if they were not working for the same outlets.

Multiple studies have shown that political journalists form elitist circles on social
media. Research on the tweeting behaviors of reporters covering the 2012 Republican and
Democratic conventions showed that journalists tended to express more opinions in their
writing on Twitter than in journalistic media. A study involving a list of 430 reporters and
commentators was conducted and manually coded. Reporters consistently maintained a
closed gate-keeping level by mainly linking and retweeting themselves and their fellow
reporters and rarely reacting to their followers (Lawrence et al. 2014).

Further research using a similar dataset from the 2012 presidential race showed that
reporters focused their tweets on the main topics and rarely questioned their peers’ views
but used Twitter as a “space for collective interpretation of political events” (Mourão 2015).
This view describes the journalists as creating a virtual “bubble” (Zelizer 1993).

Evidence from the 2016 presidential race in the U.S. suggested similar results, although
the study was limited to retweets, quoted tweets, and replies (Molyneux and Mourão
2019). This observation was made even after Twitter’s user base had stabilized. Several
other scholars have shown that journalists mainly discuss issues with other journalists or
politicians (Maares et al. 2021; Mourão et al. 2016).

Further research dealt with the impact of additional characteristics on tweeting behavior.

2.3. Twitter and Gender Dynamics

The behavior of journalists in SMNs has been the subject of several studies. On the
one hand, women journalists on Twitter tend to share more about their personal lives
and link to external websites more often, indicating more transparency than their male
peers (Lasorsa 2012). On the other hand, women journalists frequently encounter sexual
harassment in online environments (Stahel and Schoen 2020), especially when covering
topics that are somewhat regarded as male territory (Sarikakis et al. 2021). This has been
shown to limit their ability to communicate with their audience (Chen et al. 2020), lead
to avoidance (Adams 2018; Stahel and Schoen 2020), and is described as being aimed at
disciplining journalists (Waisbord 2020).

Regarding amplification through retweets and mentions on Twitter, an analysis of
political reporters in Washington, D.C., showed that male journalists tend to amplify and
engage with their male peers almost exclusively. Women engage with each other but
retweet men more often in absolute terms than they retweet women (Usher et al. 2018).

Similarly, in 2019, Fincham (2019) found strong homophily when comparing U.S.
and U.K. political journalists’ Twitter behaviors. However, he also found gender-related
discrepancies, i.e., strong homophily in male interactions, women journalists retweeting
more men than other women, and a higher likelihood of using replies when interacting
with one’s own gender.

These findings are mirrored in Hanusch and Nölleke (2019), who investigated Aus-
tralian journalists. They have been found to share a significant degree of homophily in
characteristics like organization, geographic proximity, and gender. The largest amount of
homophily, however, is attributed to their beat. This leads to a tightly knit, homogenous,
elitist community, mainly interacting with itself.
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2.4. Twitter Use of Political Journalists in Germany

For reporters in the German parliament, the Bundestag, Twitter is the most used social
media network for journalists covering federal politics in Berlin used to observe sources
and topics and gather information (Nuernbergk 2016; Nuernbergk and Schmidt 2020).

Research has suggested that the interpretive standpoints chosen in their reporting can
already be concluded by looking at the tweets of political journalists (Degen and Olgemöller
2021). Furthermore, Twitter interactions between politicians and journalists can lead to dif-
ferent assessments of Twitter, compared to journalists with no interactions, indicating that
the network also plays a role in relationship management (Nuernbergk and Schmidt 2020).

Research from 2014 has shown that correspondents incorporate politicians into their
communicative circles but stick together when debating, not reacting with other users
attempting to contribute to the discussion (Nuernbergk 2016). This is consistent with other
authors, as previously mentioned above.

2.5. Data Journalists in Germany

Data journalism is a new playing field in journalism. While its roots are mostly dated
back to the 1970s idea of “precision journalism” (Bravo and Tellería 2020; Coddington 2015;
Meyer 1973, 2002), some sources even go as far as defining its provenance to the use of
tables in The Guardian in 1821 or visualizations by Florence Nightingale and Jon Snow in
the 1850s (Rogers 2010); however, it is mainly regarded as having been started around 2009
(Bravo and Tellería 2020). Its primary focus involves combining data analytical approaches
to find and extract information from data and tools to visualize the results and tell stories
with it, enhancing traditional reporting (Anderton-Yang et al. 2012; Antonopoulos and
Karyotakis 2020; Berret and Phillips 2016; Coddington 2015).

Data journalism in Germany has been enumerated twice. In the spring of 2013,
Weinacht and Spiller (Weinacht and Spiller 2014) identified 35 individuals working as data
journalists in Germany and were able to interview them, and in 2020, Beiler et al. (2020)
estimated that data journalism is well-established in three-fourths of media outlets.

While there is no published data on the gender distribution of data journalists in
Germany, an analysis of the 2013 study by Weinacht and Spiller, which aimed to cover
all data journalists in the country at that time, shows that 3 out of 35 interviewees had
women’s first names (Weinacht and Spiller 2014). Likewise, a study on data journalists in
Sweden in 2014 found that 46% of the respondents were women, 53% were men, and 2%
declined to answer (Appelgren and Nygren 2014).

Compared to other areas, data journalism is regarded as a new field not guarded by
“old boys” networks, thus being more open to all genders (De Vuyst 2018). This allows data
journalism access to journalistic areas that were formerly more exclusive, like investigative
reporting. On the downside, there is a lack of women in technical positions, which spills
over into a lack of women in data journalism because they lack the skills to apply. This is
seen as a lack of women in computer sciences (De Vuyst 2018). In a self-assessment study,
male data journalists rated themselves as more experienced than their female counterparts
(Appelgren and Nygren 2014). However, it is unclear if this is due to men’s overconfidence
or the women’s understatement.

2.6. Hypotheses

To structure this research, we present three questions, split into five hypotheses we
aim to answer.

2.6.1. The “Boys on the Bus” Are Now on Twitter

The first hypothesis is centered around the idea of an elitist community of political
journalists, which has been identified multiple times in the past (Lippmann 1922). Twitter
could, by default, have an opening effect on those groups. Political journalists have been
shown to form elitist circles on social media (Lawrence et al. 2014; Molyneux and Mourão
2019; Mourão 2015; Nuernbergk 2016). We want to compare them to data journalism as a
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newer form of journalism. Because the latter is derived from a more technical, computer
science-driven background—referred to as “programmer-journalists” (Parasie and Dagiral
2012)—they may have different approaches to communication. Data journalism is often re-
garded as more transparent in its underlying data and methods (Diakopoulos 2016), which
might be conveyed differently in social media discourses. Furthermore, data journalists
have been recognized for incorporating several versatile discourses around technology,
transparency, and democratic values, which may further increase the diversity of topics and
users they interact with (Hannaford 2022; Tong and Zuo 2019). Our first research question
is as follows:

RQ1: Are data journalists engaging differently with non-peers on Twitter compared to
political journalists?

The primary hypothesis is as follows:

H1: Data journalists have a more open discourse than political journalists.

2.6.2. Journalistic Gender Dynamics on Twitter

Another set of hypotheses is aligned with the question of gender dynamics in the
Twitter behavior of journalists.

Twitter plays a vital role in publicly providing journalistic legitimation (Carlson 2017)
or dominance in a specific field (Barnard 2014). This has also been argued above when
excluding outsiders from discourses but is also true within the field when establishing a
hierarchy (Mourão 2015).

As shown by Usher et al. (2018), men have dominated the use of Twitter within
Washington D.C.’s political journalism scene. Not only do male journalists amplify their
gender, but women also tend to mention and retweet male correspondents more than
their peers in absolute terms. Relatively, women retweet other women much more than
expected based on the raw share of genders. This selective behavior, as an inherent trait in
SMNs, has already been described earlier, with researchers showing that men primarily
retweet men and women mostly retweet women (Xiao et al. 2012). In journalism, the extent
of the observed gender gap is striking, being described as a “gendered echo chamber”
(Usher et al. 2018, p. 338).

These results were retrieved by calculating so-called power users based on typical
Twitter activities attributed to specific categories, namely replying or following as measures
of engagement, mentioning as a form of legitimation, and retweeting and quoting for
amplification. Our analysis uses mentions and retweets as indicators for legitimizing or
amplifying behavior.

RQ2: Are there differences in gender bias in the mentions and retweets of German politics
and data journalists on Twitter?

We created two hypotheses for our tweet analysis:

H2: Women journalists are mentioned less than men.

H3: Women journalists are retweeted less than men.

2.6.3. Differences in Sources

A third perspective is based on the content of the tweets that are shared by both sexes in
the studied journalistic disciplines. Earlier research has suggested that women journalists
tend to be assigned to types of stories regarded as being ‘soft,’ like arts, education, or
health (North 2016), and use different sources in their reporting (Armstrong 2004). As this
research already focuses on a narrow subset of journalism, we want to understand if these
observations hold on Twitter, making it easier for journalists to elevate sources and focus
on topics important to them without having to clear editorial processes.

As data journalism is derived from a very broad set of backgrounds, we would expect
data journalists to leverage a more diverse set of sources than political journalists.

Therefore, we ask the following:
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RQ3: Can we identify differences in retweeted sources or hashtags between sexes and
German political and data journalists on Twitter?

To answer this question, we raise two hypotheses:

H4: Women journalists amplify different sources and hashtags than their male counterparts.

H5: Data journalists have a more diverse set of topics than political journalists.

3. Materials and Methods

To provide an accurate and detailed snapshot of German political journalists on
Twitter, we based the selection on the circulation and sizes of German newspapers. We
attempted to identify journalists who were clearly deployed to political sections or mainly
worked on political topics. This approach limited the proportion of regional newspapers,
which use news agencies more extensively in their political reporting than larger newspa-
pers and have no apparent political reporters. Many larger newspapers offer imprints with
an overview of their authors and their vitae, which often contain Twitter accounts. Smaller
newspapers sometimes lack this information, which must be retrieved from the articles.
From these 730 accounts, all tweets between 1 January and 31 December 2021 were retrieved
on 7 January 2022, using Twitter API v2 (Pfeffer et al. 2023) (in total, 430,451 tweets).

Journalists working for T.V. or radio stations—largely public corporations in Germany—
have been omitted. The importance of newspapers has been assessed by two publications:
the quarterly circulation data provided by the so-called “Informationsgemeinschaft zur
Feststellung der Verbreitung von Werbeträgern e.V.” (abbreviated IVW), which corresponds
to the “Audit Bureau of Circulation”, and the recurring “Media-Analyse”, a research survey
that attempts to evaluate the media consumption habits of the German population. We
utilized data from 2019 for regional newspapers and from 2020 for national newspapers to
identify which publications to further investigate for journalists who used Twitter.

This approach differs from Nuernbergk’s (Nuernbergk 2016), which used a predefined
set of political journalists who are members of the official German Federal Press Conference.
As a result, we expected our sample to include more journalists in areas other than the
German capital of Berlin.

Accounts that were obviously only private—meaning they showed no connection to
the newspaper or regularly mentioned its stories—were discarded. This list was compiled
in July 2020 and updated on 7 January 2022.

To identify data journalists, we used an advocacy group as a starting point. A
significant number of German data journalists have decided to congregate as a so-called
“Fachgruppe” (professional group) within the non-governmental reporters’ representation,
“Netzwerk Recherche”, in the fall of 2020. “Netzwerk Recherche” sees itself “as general
representatives of the interests of the entire field of data journalism and all its manifestations”
(Netzwerk Recherche 2020). To simplify communications, a group on the messaging
platform Slack was created, open to anyone identifying as a data journalist. The restriction
on this platform introduces a form of self-selection, which may lead to bias in this research.
However, we assume the majority of data journalists to be members of this group, as there
are no fees or further barriers. Participating in the group offers incentives, like discussions
on current topics in the field, information on upcoming conferences or meet-ups, and a
job market. We acknowledge potential privacy concerns introduced by using a somewhat
non-public data source. However, we did not analyze data on an individual level. We
identified 167 members at the time of our data collection, similar to what has been collected
in previous studies (Beiler et al. 2020; Haim 2022). Twitter usernames and affiliations were
manually added whenever mentioned in the profile’s description text; 148 data journalists
could be connected with a Twitter account, and 47,812 tweets were downloaded on 11
March 2022 for 2021. See Table 1 for a comparison of the extracted numbers.
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Table 1. Comparison of the shares of sexes in our sample by a group of journalists with a total from
the “Worlds of Journalism Study” (Steindl et al. 2017).

Women Men

Total 40.1% 59.9%
Political 28.6% 71.4%

Data 32.2% 67.8%

3.1. Adding a Gender Attribution

We assigned a binary gender category to all users on our lists by manually coding
the authors’ first names into traditional male or female first names. This approach may
result in misspecifications if someone identifies as a different gender, as expected by the
name. It has to be noted that this reliance on a binary gender framework may also not
adequately capture the complexities of gender identity. It may exclude non-binary and
transgender journalists, whose interactions on social media could offer valuable insights
into the broader conversation about gender dynamics in journalism.

However, as this work attempts to identify a potential divergence between users who
appear as women and men for outsiders and aims to be comparable to prior studies, we
consider this issue approach sufficient. In unclear cases, we attempted to deduce the gender
using profile pictures.

No names were found that were not explicit enough to be assigned to a gender. In our
data, 28.6% of political and 32.2% of data journalist users were regarded as women, while
71.4% of political and 67.8% of data journalists identified as men. Both groups had fewer
shares of women than the “Worlds of Journalism Study” found in Germany in 2016, with
40.1%.

3.2. Clustering Sources and Hashtags

Incorporating the clustering of retweet sources and hashtags into our study constitutes
an approach that enriches the depth of our analysis by providing a more comprehensive
understanding of the content of tweets within the context of journalistic communication.

We first extracted all retweeted usernames throughout our dataset, totaling
20,937 accounts for political journalists and 6519 for data journalists. After removing
self-retweets, we extracted the 30 most retweeted accounts for both groups and genders of
journalists and labeled them into categories (see Tables S1 and S2 for the cluster results).
Political journalists were categorized into German media, foreign media, politics, NGOs,
and political journalism. For data journalists, the following categories were used: media,
NGOs, data visualization advocates, politics, foreign media, data journalists, non-date
journalists, and others.

In the second step, we extracted the hashtags used in tweets across the data. These re-
sulted in 32,200 hashtags for politics and 4918 for data journalists. These were clustered into
categories (see Tables S3 and S4 for cluster results). We used COVID-19, politics, elections,
climate, and journalism to cover internal discourses and others for political journalists. For
data journalists, these were COVID-19, politics, elections, DDJ (data-driven journalism),
journalism (for non-data journalism-related internal discourses), climate, sports, journalism,
and others.

4. Results

Men are not only over-represented in our sample, but they also tweet significantly
more (724.47 tweets per man/289.23 tweets per woman across both groups on average).
Consequently, men created a large majority of tweets. Women wrote less than 19% of data
journalist tweets and only 13% of political journalists’ tweets (Table 2). This is also consistent
with data journalists, although not in a similar dimension. Male political journalists also
use more mentions on average, measured by extracting all strings prefixed by an ‘at’ sign,
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which is Twitter’s specification for tagging usernames. Women political and data journalists
receive slightly more retweets on average.

Table 2. Summary statistics of gender, retweets, and mentions of political (P) and data (D) journalists’
tweets.

n Share Tweets Retweets Mentions

P m 375,582 0.87 4803.0 248.6 1.14
f 55,211 0.13 1415.5 293.6 1.25

D m 38,815 0.81 1425.2 484.1 1.34
f 8997 0.19 1358.0 506.0 1.41

4.1. Data Journalists Have a More Open Discourse

Part of our research focused on a general question about the arena of debate that takes
part on Twitter. By extracting all mentions and comparing these users to our pre-compiled
lists by cross-tabulation, we can show the share of references that stay within the political
and data journalistic network.

Of all mentions by political journalists, 10.7% are referenced within our sample, and
89.3% are outside of our sample. This number is even lower for data journalists. Only 8.2%
of mentions are within the data journalistic community, and nearly 92% are elsewhere. We
found a statistically significant difference (χ2 = 429.06, p < 0.001, df = 1) between the two
groups, with data journalists incorporating more outsiders into their discourses, therefore
representing a less closed network compared to political journalists, which confirms H1.

4.2. Women Favor Their Peers in Mentions

We already show in Table 2 that there is a gap between the gender share of tweets
and the gender share of users. This divergence can also be observed in the cross-tabulated
share of mentions. This analysis only applies to tweets among our observed journalist users
because we cannot derive the gender of others.

Women users tend to favor their peers when mentioning others within the journalistic
bubble. Political journalists mention their peers in 27.4% of mentions, which is close to
their share in the sample but more than their share on all tweets in the sample. This effect
is even more pronounced for mentioning female data journalists; they mentioned other
female data journalists in 35.9% of intra-data journalistic discourses, which is even higher
than the share of women in the sample.

“RT @mjKolly: Open question: How could and should people in the media indus-
try credit each other’s work?”—@datentaeterin (1 February 2021 03:41:12 p.m.)

“RT @datentaeterin: “Anyone who wants to work in journalism should be able
to handle data,” says @ChElm in an interview with @journocode. That’s why
she wants to anchor data skills more firmly in education, for example, at the
@IJ_Online #ddj”—@daten_drang (6 October 2021 07:37:58 p.m.)

Men, in comparison, only mentioned women in 17.0% of cases for political journalists
and 20.7% for data journalists; see Table 3. A chi-squared analysis showed statistically
significant results for both groups (p < 0.001). The effect size ϕ is 0.10 for political journalists
(χ2 = 549.78, df = 1) and 0.13 for data journalists (χ2 = 112.03, df = 1), demonstrating a small
effect. A contribution analysis shows that the mentioning of women by women composes
66.48% of the measured effect for political journalists and 63.76% for data journalists. We
are, therefore, able to confirm H2.
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Table 3. Gender of mentioned users by author’s gender.

Mentioned

m f

Mentioning Political m 83.0% 17.0% χ2 = 549.78,
p < 0.01

f 72.6% 27.4%

Mentioning Data m 79.3% 20.7% χ2 = 112.03,
p < 0.01

f 64.1 % 35.9%

4.3. Retweets Are More Evenly Distributed for Data Journalists

While mentions are unevenly shared between genders in both groups, this is not
identical concerning retweets. Women political journalists are only retweeted by men in
13.3% of intra-journalistic retweets; male data journalists only share tweets of women in
18.4% of cases, as shown in Table 4. Again, the share of women retweeting other women
is higher in both groups but lower than their share of users in both cases. Pearson’s
chi-squared test shows a statistically significant result for political journalists. For data
journalists, the results are not significant. The effect size of 0.10 is small for political
journalists and even smaller for data journalists. While residues and contributions favor
an effect among women for political journalists, this is not the case for data journalists.
The effect on them seems to be much smaller. H3 can certainly be confirmed for political
journalists but not for data journalists. See Figure 1 for a full-size network illustration of
retweets among political and data journalists.

Figure 1. Retweet network of political and data journalists created using a force-directed layout
(Kamada and Kawai 1989): showing edges when at least two retweets were sent, node sizes by
degrees. Green nodes and edges: data journalists (n = 118), blue nodes and edges: political journalists
(n = 546), white nodes: unknown (users were not part of pre-defined lists, n = 6765), gray edges:
connections between political and data journalists.
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Table 4. Gender of retweeted user by author’s gender.

Retweeted

m f

Retweeting Political m 86.7% 13.3% χ2 = 326.42,
p < 0.01

f 76.5% 23.5%

Retweeting Data m 81.7 % 18.3% χ2 = 1.56,
p > 0.05

f 78.5% 21.5%

4.4. Sources Differ Between Genders and Journalistic Disciplines

To analyze the source references, we compare all usernames retweeted by our population.
When examining retweeted accounts, we find that only a portion of the sources is

shared between genders for both groups of journalists. Political journalists used 20,937 users
as sources, with 19% common across both genders for political journalists and around 14%
for data journalists, out of a total of 6519, confirming H4.

We also find differences in self-sourcing shares, where users retweet their own tweets
for their audience. The share of self-retweets is 2.57 times significantly higher for political
journalists than for data journalists. In particular, male political journalists significantly
self-retweet themselves a lot more than their female colleagues. In contrast, this finding
is exactly the opposite for data journalists—although in a much smaller size. A logistic
regression was used to analyze the relationship between gender, the area of journalism,
and self-retweeting behavior. It was found that—holding all other predictor variables
constant—the odds ratio of a self-retweet occurring increased on average by 6.56 (95%
CI 5.19, 8.3) for the occurrence of the male sex. It was also found that, under the same
conditions, the odds ratio of a self-retweet occurring increased on average by 2.43 (95% CI
2.02, 2.93) for the occurrence of political journalism.

To further understand possible clusters of sources, we added a content analysis at this
stage:

First, we manually coded the top 100 retweeted sources for each sex and field. While
political journalists used German media and other political journalists as their primary
sources across the sexes, with a few men referring to foreign media, data journalists also
leveraged non-peer journalists in their retweets. Female data journalists relied strongly on
political, science, or other sources, while men seemed to strongly emphasize their peers
(see Table 5).

Table 5. Shares of clusters of the top 100 sources by the sex (female/male) of political and data
journalists.

Political Data

Cluster F M F M

Intra-group journalists 49.00 48.49 22.75 29.93
Extra-group journalists 5.66 1.17 25.14 27.84

Media 37.31 33.86 19.27 19.36
Foreign media 1.24 10.55 0.5 1.98

Politic 1.21 2.46 5.87 1.58
Science 0.55 0.97 5.13 3.94
NGO 3.44 2.08 10.09 11.12
Visual - - 3.14 2.13
Others 1.59 0.43 8.11 2.11

Second, an analysis of the 100 most used hashtags revealed little differences for
political journalists but a much more diverse set of topics for data journalists, confirming
H5, with female data journalists seemingly communicating different topics than their male
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colleagues, like politics, intra-journalistic discourses, and an increased share of other topics,
but less COVID-19 and no sports coverage (see Tables 6 and 7).

Table 6. Shares of clusters of the top 100 hashtags by the sex (female/male) of political journalists.

Cluster F M

Politics 41.20 40.06
COVID-19 32.53 39.65
Elections 19.04 10.42
Climate 3.78 0.41
Others 2.43 8.23

Journalism 1.01 1.23

Table 7. Shares of clusters of the top 100 hashtags by the sex (female/male) of data journalists.

Cluster F M

COVID-19 24.41 37.19
Data journalism 31.07 30.70

Politics 17.89 11.18
Elections 11.58 11.59

Journalism 7.56 2.37
Others 4.99 2.49
Climate 2.50 2.13
Sports - 2.35

5. Networks

To confirm our insights and show the utility of network analysis for this task, we
modeled the data as four distinct networks for each profession: an internal profession
retweet network, a retweet network that incorporates all internal and external retweets, an
internal network of mentions, and a network of hashtags used in tweets.

5.1. Internal Retweets and Mentions

To further understand the dynamics of retweets, we created a retweet network. Purple
nodes represent women, and green nodes represent men. Gray edges represent at least
two retweets between men in both directions. Purple edges represent at least two retweets
between women, and green edges represent a retweet connection between a male and a
female user. For data journalists, we show edges for at least one retweet in both directions,
as the network is much smaller.

While women’s networks are hard to spot on the network of political journalists (see
Figure 2), we find clusters of affiliations between different publishers. While reporters and
editors for the media company Axel Springer and its outlets are closely connected on the
left, journalists of Der Spiegel or Süddeutsche Zeitung are found on the lower right.

The data journalists’ network does not show similar patterns, which the smaller team
sizes in the field could influence (see Figure 3).

We found the values of in-degree (t(642) = 2.0341, p < 0.05), out-degree (t(440.09) =
2.9155, p < 0.01), and Kleinberg’s authority centrality score (t(642) = 2.0108, p < 0.05) to
be statistically significant for political journalists, but not for data journalists. See Table 8
for network property metrics.
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Figure 2. Internal retweet network of political journalists by gender, created using a force-directed
layout (Kamada and Kawai 1989); graph network of retweets by German political journalists, showing
edges when both nodes send at least 2 mutual retweets, node sizes by degrees. Purple nodes: women
(n = 58), green nodes: men (n = 233), green edges: men–women, purple edges: both women, gray
edges: both men.

Figure 3. Internal retweet network of data journalists by gender created using a force-directed layout
(Kamada and Kawai 1989); graph network of retweets by German data journalists, showing edges when
both nodes send at least one mutual retweet, node sizes by degrees. Purple nodes: women (n = 9), green
nodes: men (n = 29), green edges: men–women, purple edges: both women, gray edges: both men.
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Table 8. Properties for internal networks of mentions and retweets for political (P) and data journal-
ists (D).

Mentions Retweets

Property P D P D

Mean Dist. 2.81 2.34 3.05 2.76
Edge Density 0.03 0.088 0.02 0.05
Reciprocity 0.48 0.53 0.33 0.28

No. of Nodes 644 134 569 116
No. of Edges 11,515 1565 7255 731

5.2. External Retweets

Creating networks of sources for both sexes and professions leads to further conclu-
sions. We compare both sexes and areas of journalism in all their retweeted messages. This
also included outsiders of their journalistic circles, different from the analysis above. The
intent was not only to understand the journalistic communities’ internal structures but also
their differences in leveraging different external actors. The network was constructed by
defining all users as nodes and the retweets of each user as edges.

Women’s source networks for political journalists have a higher mean distance between
nodes than male political journalists (see Table 9). This indicates that these networks are
further spread out, while female data journalists form a much more compact source network.

Reciprocity numbers indicate a more coherent sourcing behavior for political journal-
ists, who seem to reference themselves more than data journalists (as described above). This
can also be seen in transitivity metrics describing how likely adjacent nodes are connected,
revealing tightly connected communities. Political journalists of both sexes have metrics
that are an order of magnitude higher than data journalists.

To further enable the comparison, we calculated a weighted E-I index (Krackhardt
and Stern 1988) to show the edge density between the internal and external connections for
the source (retweet) network, combining both groups of journalists and all their retweeted
accounts. The formula is as follows:

E − I Index =
E − I
E + I

E is the sum of external retweet ties (the number of times a username was retweeted
from a journalist), and I is the sum of internal retweet ties (the count of retweets internal to
the network of journalists).

Table 9. Properties for networks of sources for political and data journalists of women (F) and
men (M).

Political Data

Property F M F M

Mean Dist. 4.69 3.57 2.50 3.46
Reciprocity 0.016 0.036 0.0026 0.0217
Transitivity 0.009 0.017 0.0012 0.0079

Mean Indegree 556.31 2863.24 492.09 632.40
Mean Outdegree 149.73 239.31 19.54 24.03

No. of Nodes 6063 19,024 1985 5499
No. of Edges 23,084 136,086 3872 14,382

E-I Index 0.594 0.623 0.837 0.751

For the whole network of retweets, this returns 0.6235, indicating a strong connection
to outside groups. As this is an overarching network of multiple subgroups, this is not
surprising. For the individual retweet networks of political journalists, this number is
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0.6184. For the retweet network of data journalists, it is 0.7688, indicating more external ties
for data journalists. The numbers for the sex-separated networks are reported in Table 9.

5.3. Hashtags

Lastly, a two-mode network of hashtags helps to deepen the understanding of the
diversity of topics that the journalistic domains mention in their tweets. This network was
created by defining hashtags and users as nodes and tweets containing certain hashtags
as edges.

While we have found a consensus within the most prevalent hashtags for political
journalists above, we can see that women political journalists form a hashtag network with
nine components, which indicates that there are separate, unconnected parts of the network,
which we can identify as users that do not use hashtags at all. This is also observable for
male political journalists, but only with two components, not for data journalists, who seem
to form a joint network connected via shared hashtags.

We use the average ratio UsedHashtagsByUser
HashtagUsedByUsers to compare groups for an indication of the

prevalence of hashtag use. It is important to note that indegrees and outdegrees are not
typically reported for two-mode networks. However, we included this comparison in this
particular case to provide a more comprehensive analysis. We find that women political
journalists, on average, create 285.12 outdegrees, with hashtags averaging 34.75 indegrees,
on average, a ratio of 108.46. On the contrary, male political journalists have an average
of 679.95 outdegrees, their hashtags’ degrees being on a similar level to women with
27.52 indegrees, at a ratio of 280.01. Data journalists have much lower values, with women
creating, on average, 138.31 outdegrees and 6.46 indegrees (ratio: 88.46), and males ending
up with 178.23 outdegrees and 6.43 indegrees, at a ratio of 108.35. This shows that political
journalists use, on average, much more hashtags than data journalists, with men being
ahead in each case.

6. Discussion

We have shown differences in mentioning and retweeting behavior between the sexes
among political and data journalists in Germany, confirming H2 and H3 for political
journalists.

Women tend to mention their peers more often in tweets than men. Since men comprise
the larger share of the Twitter network, they tend to be more visible. The differences could
make women and their work less apparent on Twitter, therefore receiving less amplification
and legitimization. This work provides a non-US perspective on the differences in Twitter
communication styles between sexes and different groups of journalists (Maares et al.
2021). The results indicate existing norms within newly created public communication
spheres, pointing to a selective, gatekeeping process on the disseminator side of information
(White 1950).

This effect can also be found in retweets of political journalists, although it is not
similarly strong for data journalists. This might indicate that data journalists share the work
of others with less regard for the sexes compared to their colleagues in political reporting.
However, women journalists show higher rates of retweet behavior than their peers. Since
the effect appears in both groups, this indicates that women pay greater attention to tweets
by other women; however, this effect is much more solid for political journalists. These
results confirm the earlier work by (Usher et al. 2018).

Although their share of identical sources across sexes is low, political journalists tend
to focus their retweets of central issues mainly on direct peers or media sources. In contrast,
data journalists seem to convey their most prevalent sources from a more diverse spectrum
of backgrounds and less from other data journalists. This might indicate the broader
background that data journalism has as a discipline (Hannaford 2022) and again points
to the homophilous network structures of political journalists that have been described
before (Hanusch and Nölleke 2019; Molyneux 2015; Molyneux and Mourão 2019; Mourão
2015; Mourão et al. 2016; Nuernbergk 2016). However, this finding needs to be regarded in
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combination with a general contrast between sexes, which points to the fact that female
and male journalists retweet in parts different voices on Twitter.

Women political journalists’ source networks have a higher mean distance but also
seem to be more closed than those of men, given the lower E-I index. There seems to
be a contrasting finding regarding the higher number of average hashtags for political
journalists, which might indicate a higher diversity of topics for this area but could also
point to the fact that hashtags emerge quickly for breaking-news political events rather
than for data journalist topics, which rarely involve reporting news up to the minute (Lin
et al. 2021; Vicari et al. 2018; Zhang 2017), as we do not find indications for this when
analyzing the most prevalent hashtags that have a strong focus on politics, elections, and
COVID-19. This, however, might be concealed for this method and is a starting point for
further research.

While analyzing retweet networks, we found visual evidence of clusters of affiliations
that might impact tweet behavior, which might also be a vantage point for further research.

We found relatively high percentages for external mentions and retweets for both jour-
nalistic groups but with data journalists having a greater share of external ties than political
journalists. This is partly in line with Nuernbergk (2016), who identified a journalistic–
political Twittersphere, mainly referencing each other, and is consistent with similar find-
ings by Mourão (2015) and Molyneux and Mourão (2019). However, we need to point out
that, as this work did not include a broad set of politicians in the sample or account for
different groups of non-journalistic actors, apart from highlighting the most commonly
retweeted users and focusing more on gender differences; therefore, the results are not fully
comparable with those earlier results. We also did not include Twitter accounts of media
companies in our analysis, which might represent a large share of mentioned or retweeted
users, as seen by visual inspections and source clustering.

Acknowledging the methodological limitations of our study, we must highlight the
challenges encountered in the data collection process. Due to the inherent differences
between political journalism and data journalism—the former being a distinct beat and the
latter encompassing both a beat and a method applicable across various beats—identifying
and collecting samples for each group presented unique challenges. Political journalists,
typically identifiable through imprints, allowed for a more straightforward manual collec-
tion. In contrast, data journalists, whose roles may not be explicitly specified within a media
organization’s data department, require a more inclusive approach to ensure representation.

To this end, we used a dual-strategy approach to data collection: manual collection
for political journalists and utilization of a Slack working group for data journalists. While
an identical collection mechanism for both groups would have been ideal, the nature of
data journalism and the absence of a comparable list for political journalists dictated our
methodology. We believe that leveraging the Slack working group not only facilitated a
better inclusion of data journalists—who are often less visibly defined within organizational
structures—but also addressed the challenge of adequately representing this diverse group
in our study. However, this methodological divergence might introduce some limitations in
the direct comparison between the two groups, especially as public broadcasting journalists
are not included in the political journalists’ sample, therefore, reflecting the differences in
how these journalistic practices are embedded within media organizations.

We also need to clarify that the networks we investigated were formed by retweets and
mentions, aiming to create the internal social media amplification of messages, ignoring the
latent network of followers, and following relations that might lead to messages being trans-
ported outside the social media network. Our research is further limited by the influence
of Twitter’s algorithms, which might have shaped the tweets shown to users. However,
at the time of analysis, Twitter still used a chronological order for displaying tweets. This
study focuses exclusively on German journalists, which restricts the generalizability of the
findings to other countries or cultures.

Due to the practical constraints of manual coding, hashtag clustering was confined
to the top 100 by count, leaving out the long tail. Our objective was to capture the most
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significant drivers of communication in journalist networks on Twitter, focusing on the
central themes and sources that are the most impactful and representative of the discourse.
This could be an area for further research, exploring the long tail of hashtags and sources
and potentially using automated categorization or machine learning techniques to manage
more extensive datasets efficiently.

As often with quantitative methods, they lack depth in understanding the reasons
behind the observed behaviors. Qualitative methods, such as structured interviews, could
provide further research opportunities into the motivations, perceptions, and challenges
that journalists face on Twitter, as could the additional collection of data. For instance,
differences in age structures may influence communication behavior as well, which might
have affected this analysis due to the age differences between the groups of journalists.
This could enhance the understanding of how gender dynamics manifest in the digital
interactions of journalists.

We could, however, find a significant difference in shares of those internal discourses
between the two groups of journalists, with data journalists being less locked than political
journalists. That might indicate a greater openness to the influence of others in the data
journalistic community, which is a finding that could need closer examination.

7. Conclusions

We compared the Twitter (now X) networks of German political and data journalists
to analyze the differences in communication between women and men. We found a differ-
ence in the proportions of internal discourses within the two groups of journalists. Data
journalists tended to have fewer internal discussions on Twitter than political journalists.
However, we could not reproduce earlier findings, which showed an elitist network of
political journalists on Twitter.

This study showed that men dominated the number and share of tweets in networks of
political and data journalists in Germany. Women were much less mentioned and retweeted
by men, while other women tended to favor their peers. This effect was visible in both
groups for mentions and was also observable for retweets by political journalists and,
to a lesser degree, for data journalists. This indicates a different perception of the work
and arguments made by colleagues on Twitter between genders, which might lead to less
amplification and legitimization of women’s voices on Twitter. Further research is required
to extract the causes behind this effect and the possibilities of countering this behavior.
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Chapter 4

Discussion

As the world was hit with the unprecedented challenges of the COVID-19 pandemic, a

transformative wave was sweeping across journalism. This dissertation aims to dive into

this transformation through its hybrid studies, uncovering how the pandemic has altered

the practice and perception of data journalism.

The papers in this dissertation offer a multifaceted study of this intersection, reveal-

ing the challenges and opportunities that have emerged. From the surge in data-driven

reporting and the innovative use of computational tools to the evolving public under-

standing of complex information, the impact of the pandemic on journalism is profound

and far-reaching.

This discussion synthesizes the findings of the individual studies, aligning them with

the overarching research questions and objectives. It offers an analysis of the changes

COVID-19 has made to the field of data journalism and a reflection on the effectiveness

of Computational Social Science methods in capturing these shifts.

In doing so, we aim to contribute to a deeper understanding of the role and respon-

sibility of data journalism in times of uncertainty and change. This discussion extends

beyond the academic sphere, offering insights and recommendations pertinent to prac-

titioners and educators in journalism.

4.1 Comparative Analysis of Findings

This thesis is framed around two research questions: RQ 1 asked about the influence of

COVID-19 on data journalism, and RQ 2 aimed to study the effectiveness of Computa-

tional Social Science Methods in investigating this influence. Three research objectives

further accompanied these questions.

4.1.1 Influence of COVID-19 on the Practice of Data Journalism (RQ 1)

In answering research question 1, these objectives could already be fulfilled. Paper 2

and Paper 3 contributed to increased quantitative insights into COVID-19’s Influence

on Data Journalism, with Paper 2 focusing on the prevalence of infographics in media

and Paper 3 on the increased collaborative efforts and outputs in data journalism. Paper
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1 studied the effects of reporting on predictive models on the audience, another aspect

that rose to some prominence during the pandemic.

Paper 2 used images from media’s Twitter posts to analyze the infographics shared

using a semi-automated method based on the image attributes. It found that across six

studied countries, three countries (USA, UK, India) increased their amount of shared

infographics compared to pre-COVID-19 times, one country — Germany — remained on

a similar level, and two countries (Italy and France) decreased their shares. While this

was an ambiguous result initially, an additional analysis of the tweet’s hashtags showed

that the COVID-19 pandemic was hugely discussed, especially through infographics,

across all geographies. The paper could also show that using infographics in a tweet

led to increased interactions compared to other image tweets — an important driver for

coverage that news media aims for.

These results indicate that COVID-19 led to an enormous increase in infographics in

some countries, and the topic dominated parts of the reporting across all investigated

countries, which is in line with other findings (Auväärt, 2023). The differences in the

publication rates of those visualizations are open to discussion. It is striking to see a

large increase in the US and the UK, which already have a prominent data journalistic

history (S. Rogers, 2011; Carl W. Anderson, 2018; Hermida and M. L. Young, 2019),

while France and Italy even had a decline in these visualizations — although the pan-

demic had similarly hit them. These might indicate differences in audience expectations,

in which media in English-speaking countries placed a larger emphasis on visual forms

of reporting. In contrast, media in other countries might have reduced the workforce or

moved capacities from infographic generation to other areas (Bisiani et al., 2023). That

COVID-19 played an important role in the reporting using infographics could be shown

by the hashtag cluster analysis that pointed to enormous shares of COVID-19-related

tweets containing infographics. In short, we argue for a consensus across infographic

designers (Auväärt, 2023) on the importance of the topic while acknowledging the dis-

crepancy in the prevalence of actual infographic outputs.

Paper 3 also fits into this discussion. It investigated the collaboration between data

and science journalists in Germany and reveals how these interactions have evolved

during the COVID-19 crisis. The research is based on bylines of data journalistic articles.

It found increased data journalistic output for most of the observed newsrooms after

COVID-19, in combination with an initial increase in the number of authors that pub-

lished during the first months of the pandemic, which later declined. Further analysis

found a shift towards increased cooperation between science and data journalists while

decreasing corporations with all other departments. Network model analysis helped to

understand temporal interactions between authors, concluding that journalists in some

newsrooms tended to repeat previous co-authorships.

These results give another empirical indication of the increase of data journalistic work,

in this case geographically limited to data journalistic teams in some of Germany’s largest

newsrooms. While the initial increase in authors shows additional resources, the latter
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decline might indicate a refocus on expert personnel. This research further demonstrates

the shifts in co-authorships across newsroom departments and the increased cooperation

between data and science reporters. As discussed in Paper 3, this might be explained by

the emergence of Communities of Practice between health reporters and data special-

ists, which were driven by the exogenous audience expectations during the Coronavirus

pandemic (Wenger, McDermott, and Snyder, 2002).

Using the results of Relational hyperevent models, we were able to deepen our un-

derstanding of the co-authorship networks between data journalists and others. They

indicated that data journalists used to author articles with the same other journalists

repeatedly. This habit would be typical for a joint enterprise within a common domain

in a Community of Practice. Interestingly, in some instances, the previous cooperation

between journalists was negatively affected by the COVID-19 pandemic, indicating that

new cooperations might have been formed during the pandemic. For one newsroom,

we also found increased closure tendencies after the pandemic started, indicating the

formation of new co-authorships through triadic closures (Granovetter, 1973).

COVID-19 led to an increase in data journalistic output around the world. This

claim has been raised in several publications already (Desai et al., 2021; Pentzold, D. J.

Fechner, and Zuber, 2021; José A. Garćıa-Avilés et al., 2022). However, the extent of

this change had not been studied thoroughly on a generalizable scale.

We have collected quantifiable evidence on the prevalence of data journalistic output

using the number of infographics in media Twitter posts. We have further amended this

with a byline analysis of data from journalistic articles in German news media. They

indicate an overall increase in data journalistic output, however, with some differences

across countries and newsrooms.

We further found evidence for increased co-authorships between data and science de-

partments. Cooperations between those two were nothing new, as science was generally a

data-savvy topic (Loosen, Reimer, and De Silva-Schmidt, 2017; Cushion, J. Lewis, Sam-

brook, et al., 2016). However, the increase through the pandemic was striking and could

be quantified using the approaches above. The formation of cooperation across different

fields of the newsroom and the insights into and alterings of roles and tasks have been

shown to drive journalistic developments during a crisis like COVID-19 (Konow-Lund,

Mtchedlidze, and Barland, 2022).

Differently, Paper 1 analyzed an actual journalistic output that gained momentum

during the pandemic: predictive journalism. While they had been used before primarily

for election predictions, during COVID-19, predictive models were also leveraged in

reporting. Paper 1 tried to understand the impact of the uncertainty inherent in these

models on their audience for electoral predictive reporting after the pandemic hit — and

increased the amount of data visualizations that users might have been exposed to and

might have influenced their data literacy.

We found a general alignment between the visualization designers’ intentions in dis-

playing the models’ uncertainty and their audiences. However, not all users could ac-
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curately interpret some of the visualizations they were shown, and we could not find

a large perception of influence on user’s thinking about the campaign. A larger share

of users voiced disagreement towards these visualizations, assuming the unpredictability

of elections based on historical data, the unreliability of polling, or political desirabil-

ity manipulation on the models. Similar concerns have been found around COVID-19

predictive modeling (Allaham and Diakopoulos, 2022).

These results indicated a general interest in the results of the predictive models as

a form of future-oriented cognition (Szpunar, Spreng, and Schacter, 2014) to aid users

in embedding their speculations into some data. Only a small fraction of users saw the

threat to potentially influence voters in their decisions. However, not all users could

correctly identify all parties that could potentially end up first from a bar chart of vote

share, which displayed areas of uncertainty. This indicated the need for rigorous user

testing before publishing visualizations like these to enable a large share of the audience

to interpret the visualizations of uncertainty in line with the designer’s intentions.

The large share of criticism towards these predictive models led to arguments for

increased transparency on the data and methods that were used to create the models

(Diakopoulos and Koliska, 2017), or the use of interactive visualizations that enable

users to affect the main drivers of the model to understand potential influence factors

on the prediction (Pentzold and D. Fechner, 2019).

Paper 1 offered a more nuanced view of a single form of data journalistic reporting

that gained further interest during the COVID-19 pandemic. In addition to the existing

literature (Pentzold and D. Fechner, 2019; Pentzold and D. Fechner, 2021), it aimed

to increase the understanding of its reception and perceived impact on the audience of

predictive journalism.

4.1.2 Effectiveness of Computational Social Science Methods (RQ 2)

The second research question was centered around the possible insights Computational

Social Science methods could offer in analyzing data journalistic practices and the impact

of COVID-19 on them, which was also specified in research objective 2. Papers 2 and

3 contributed to this research question and objective, while Paper 4 offered additional

insights into using computational methods to analyze data and political journalistic

networks.

Paper 2, ”Popular and on the Rise - But Not Everywhere: COVID-19-Infographics on

Twitter,” employed semi-automated infographic detection, providing a case study using

computational methods to analyze data journalism trends.

The research revealed increased shares of tweets containing infographics about COVID-

19, though this increase was inconsistent across different countries. The method ef-

fectively combined image attributes analysis and manual labeling to identify specific

content within social media datasets. We further found evidence for increased report-

ing on COVID-19 in infographic tweets and a generally higher rate of interactions for

infographic tweets.
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This approach demonstrated how computational methods can be accurate and com-

prehensive in analyzing large-scale social media data. It revealed the effectiveness of

combining automated processes based on image attributes with human oversight to en-

sure nuanced data interpretation and prevent algorithmic black boxes. However, the

variation in results across different countries suggested a need for context-sensitive com-

putational methods and highlighted the balance between automated efficiency and the

necessity for manual intervention — indicating that while the comprehensiveness in terms

of collected images might have been sufficient, additional insights were required actually

to understand the differences between countries. Paper 2 can, therefore, motivate fur-

ther qualitative research into the different markets (which has already been going on,

e.g., in Mellado et al. (2021)) or could potentially fuel other quantitative methods that

might capture the reasons behind those differences in greater detail.

Paper 3’s use of negative binomial regression and Relational hyperevent models (RHEM)

also exemplifies the application of advanced computational methods in journalism re-

search.

Using these methods, we observed a significant increase in data journalism outputs

and intensified collaboration among data and science journalists in Germany during and

after the pandemic. This approach enabled a detailed analysis of authorship trends and

collaborative networks of and with data journalists.

The findings underscored the depth of computational methods in uncovering complex

relational patterns through journalistic bylines, which have been primarily used in more

qualitative or attitudinal contexts until now (Burkhart and Sigelman (1990) and Do-

gruel, Joeckel, and Wilhelm (2021), see Boczek, Dogruel, and Schallhorn (2022) as an

exception).

The study illustrated how Computational Social Science could provide insightful anal-

ysis into the evolving dynamics of newsrooms, especially under transformative conditions

like the COVID-19 pandemic. It also raised discussions about the importance of context-

specific studies and the potential need for interdisciplinary approaches to enrich compu-

tational analyses. The accuracy of these methods is highlighted in their ability to detect

subtle shifts in collaboration patterns and authorship trends within data journalism,

which more traditional analytical approaches might overlook. They allow for a detailed

examination of a large dataset, enabling exploration and quantification of trends over

time and across different newsrooms. This approach is crucial in understanding the full

scope of the pandemic’s influence on data journalism practices and potentially allows

the comparison of magnitudes of change in similar future events.

Paper 4 used tweets to understand amplification behavior between different sexes

and groups of journalists. It found sex-based differences in Twitter interactions among

German political and data journalists, with women journalists showing a tendency to

engage more with other women. It also revealed that data journalists were more inclusive

towards non-member sources than their political journalism counterparts. This study

highlighted computational analyses’ societal and professional implications, particularly
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in understanding sex dynamics and inclusivity within groups of journalists. It showed

the capability of computational methods to uncover potential biases and patterns in pro-

fessional networks, contributing to discussions on diversity and representation in media

(Usher, Holcomb, and Littman, 2018). The ability to identify specific patterns of inter-

action (mentions, retweets) among groups of journalists of different sexes reflects some

high degree of accuracy, acknowledging that the interactions are still an operationalized

form of the actual variable of interest, amplification, and cognition. The study also

points to the need for broader analyses across various social media platforms to fully

grasp the scope and impact of journalistic practices in the digital era.

Methodological Reflections, Limitations, and Challenges

Each of the four papers in this dissertation has its own empirical approach, which comes

with a distinct set of opportunities and limitations.

The survey-based approach to user perception of predictive journalism in Paper 1

aimed to capture user sentiment toward this newer form of journalism. Using a ques-

tionnaire shared directly with actual users of predictive journalism in a non-lab envi-

ronment provided a realistic setting to gauge user perceptions and understanding. The

study’s focus on a specific predictive model in a particular newspaper for a single elec-

tion limits its generalizability. This specificity can be valuable for detailed insights but

restricts the broader applicability of the findings. Users were not drawn randomly but

chose to self-select, limiting the results. However, we found a lack of understanding even

within this group of potentially interested persons on the topic. While rich in detail, the

qualitative approach to understanding perceptions using many open-text fields may not

capture the breadth of user experiences and interpretations across different predictive

journalism models.

The combination of automated image attribute analysis and manual labeling in Paper

2 allowed for a fast yet trustworthy analysis of many images downloaded from Social

Media. This method enabled a balanced approach between computational efficiency and

human insight, reducing insights drawn from algorithmic black boxes, but based on first,

an understandable computational analysis, and secondly, human oversight, which is a

valuable combination for the validity of the results. Technical hurdles arose, particularly

with text detection in non-standard formats, such as word art, which could have im-

pacted the accuracy of infographic detection. The study offered an external perspective

based on data, lacking insights from within newsrooms, which could provide a more

comprehensive understanding of the creation and dissemination of infographics, which

could be facilitated using a more qualitative approach. The approach to combining mul-

tiple newsrooms across multiple countries enables a quantification of the influence of

COVID-19 on the prevalence of infographics.

Measuring article output and byline attribution as primary and direct indicators of

journalistic activity in Paper 3 provided a direct and quantifiable approach to under-

standing changes in data journalism practices through the Coronavirus pandemic. The
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models used were advanced but offered interpretability of the coefficients while allowing

deep insights into cooperation structures. Similar to Paper 2, this paper also views the

subject from an external data perspective, which lacks internal newsroom insights and

does not account for byline rules within newsrooms. It also just regards articles, not

infographics, which often are not directly attributable to an individual journalist. The

complexity of the statistical methods used, while robust, may pose interpretative chal-

lenges, requiring a deep understanding of the models to draw conclusions from the data

accurately.

Paper 4 provided an analysis of social media interactions among journalists on Twitter

with insights into recognition and amplification structures within elite journalistic cir-

cles. The study reflects behavior on Twitter, which may not accurately represent real-life

interactions and dynamics. Moreover, the platform’s elitist nature may skew findings,

particularly when examining broader societal trends. As the study focuses on exactly

those circles, the use of Twitter data seems reasonable — but it must be acknowledged

that the measurements are still only valid for behavior on the platform. Compiling com-

prehensive lists of journalists, particularly data journalists identified through a Slack

group and political journalists manually collected from imprints, was a significant chal-

lenge due to the lack of official records.

While distinct in their approaches, each paper grapples with the balance between the

depth of qualitative insights and the breadth of quantitative analysis. The external

perspectives provided by the computational methods offer valuable but limited insights

and underscore the need for an integrated approach combining data-driven analysis with

internal newsroom perspectives to understand the evolving landscape of data journalism

fully.

4.2 Broader Implications And Contributions to the Field of

Data Journalism Research

To summarize this discussion, outlined below are contributions, implications for (data)

journalism research and practitioners, and possible future research directions that might

be derived from this thesis.

4.2.1 Advancement of Knowledge in the Influence of COVID-19 on Data
Journalism

Collectively, the four papers contribute to an advanced understanding of how the COVID-

19 pandemic has influenced data journalism. The key findings from these studies provide

valuable insights into the changes and challenges faced by data journalism during this

period.

The rise in the number of infographics is indicative of an increased public interest

in COVID-19-related topics. This demand likely necessitated the creation of more info-
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graphics, posing challenges regarding resource allocation and capacity within newsrooms

(Bisiani et al., 2023). This trend suggests a shift in journalistic priorities and resource

management, focusing on delivering complex information in an accessible visual format.

The observed increase in infographics and data journalism articles was not a tem-

porary phenomenon, fueling arguments for lasting changes in the industry (Jose A.

Garćıa-Avilés, 2021; Quandt and Wahl-Jorgensen, 2021). It remained consistently high

until at least 2021, marking a significant shift in journalistic practices. This sustained

production level implies a long-term impact of the pandemic on data journalistic output

and audience expectations, possibly leading to a permanent shift in the landscape of

data news reporting.

This is in line with other observations on the innovations going on in journalism during

COVID-19, blending existing knowledge and technological solutions to generate rapidly

developed and iteratively adapted journalistic products (Konow-Lund, Mtchedlidze, and

Barland, 2022), strategically using data journalism for satisfying audience demands (José

A. Garćıa-Avilés et al., 2022). As discussed in Hermida and M. L. Young (2021), innova-

tions like this can be driven by concerns about competition and survival during societal

and technological trends in the news industry but, in many cases, not following a clearly

defined strategy.

The pandemic spurred the development of new or increased collaborations, particularly

between data journalists and science journalists, leading to the formation of Communities

of Practice. These collaborations were essential for effectively reporting on the complex

health science aspects of the pandemic. However, this focus might have reduced coop-

eration with other newsroom departments, suggesting a reallocation of resources and

attention within newsrooms. Understanding this shift is crucial for comprehending the

evolving nature of journalistic collaborations in response to large-scale global events.

Predictive reporting emerged as a notable new form of journalism during the pandemic.

While innovative, this approach brought challenges related to interpretability and au-

dience skepticism. Addressing these challenges necessitates increased transparency and

rigorous user testing of visualizations to ensure audience comprehension and trust. This

development highlights the need for journalistic practices to evolve in terms of content

and how the audience presents and understands this content.

4.2.2 Practical Implications for Data Journalism Practitioners

When the results of the four papers in this thesis are combined, valuable insights emerge

into the practical implications for data journalism practitioners. These implications can

help journalists enhance the effectiveness and reach of their reporting, particularly in

the context of evolving newsroom dynamics and audience engagement strategies.

Paper 1 showed clear implications for practitioners regarding the output of predic-

tive reporting: The necessity for rigorous user testing of visualizations is critical. This

ensures that the audience accurately understands the intended message of predictive

models. The paper also showed the clear need for transparency in reporting on pre-
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dictive models, including the underlying data and methodologies. This transparency is

crucial for countering criticism and building trust with the audience.

Paper 2 analyzed the infographic output of media across several countries. The ob-

servation that some countries had less infographic output despite the dominance of

COVID-19 as a topic and the increased interactions infographics garnered on Twitter is

puzzling. This discrepancy suggests that media executives should assess the potential of

infographics in enhancing content distribution on social media platforms.

Paper 3 concluded that science departments may have risen as the primary partner

for the co-publication of data journalistic articles during the pandemic. While this form

of cooperation did exist before COVID-19, it might be valuable to discover further ways

of cooperation within science-data-journalistic teams — outside of COVID-19 reporting

— in areas like climate reporting. There’s a need to explore ways to rejuvenate or

enhance cooperation with other newsroom departments, like politics or economics, which

may have been sidelined during the pandemic. This reintegration could diversify and

strengthen journalistic content beyond science-related reporting.

Paper 4 aimed to compare communication behavior on Social Media. The identified

differences in how journalists of different sexes amplify each other’s voices on Twitter

highlight an area for reflection. Journalists should be conscious of these biases and ac-

tively work towards a more balanced amplification of voices across sexes. Understanding

and addressing these differences can contribute to a more equitable and diverse journal-

istic landscape, particularly in digital and social media.

As the field continues to evolve, these insights can guide practitioners in navigating

the challenges and opportunities that arise. Additional research demonstrating the prac-

tical application of these findings in various journalistic contexts would benefit a more

comprehensive understanding of these implications.

4.2.3 Future Research Directions

The papers’ findings suggest several avenues for future research in data journalism.

These directions address the limitations of the studies presented here and expand our

understanding of journalistic practices.

Audience Responses to Election Predictions: Future research based on the

results of Paper 1 should focus on enhancing the generalizability and depth of under-

standing regarding audience responses to predictions in news media. To achieve this,

employing more targeted and nuanced methods, such as guided interviews, could provide

deeper insights into individual interpretations and responses. Additionally, collecting

and analyzing larger, cross-media samples would allow for a comparative approach, en-

abling a broader evaluation of how the publications in different media companies affect

audience perceptions of predictions. This expanded methodology could significantly en-

rich our understanding of audience engagement with predictive journalism across diverse

media landscapes.

Quantitative and Mixed Methods for Comparison of Media Systems: For
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Papers 2 and 3, future research should aim to refine quantitative methods for analyzing

publication behaviors across different media systems or countries to address the current

gap in generalizability and depth. The field, often dominated by qualitative approaches,

could benefit significantly from developing quantitative techniques that provide a wider

scope of analysis while maintaining depth. Also, integrating mixed methods approaches,

combining quantitative breadth with qualitative depth, would offer a more comprehen-

sive understanding of the reasons for differences. This would provide a balanced perspec-

tive, capturing both the macro-level trends and the nuanced, context-specific aspects of

publication behaviors in various countries.

Evolution of COVID-19’s Influence on Data Journalism: Investigating the

enduring impact and potential evolution of COVID-19 on the publication behavior of

data journalism forms a critical avenue for future research following Papers 2 and 3. As

the immediate crisis of the pandemic recedes from public focus, it is essential to explore

whether the changes observed during the pandemic have persisted, altered, or vanished.

Longitudinal studies could be particularly beneficial in this context, tracking the long-

term effects of the pandemic on journalistic practices and audience engagement trends

toward infographics or data reporting. This research would provide valuable insights

into the lasting influence of global crises on journalism, particularly in data journalism

and visual communication.
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Conclusion

This dissertation has contributed to understanding the influence of COVID-19 on data

journalism, offering a comprehensive analysis through a series of studies that merge the

fields of data journalism and Computational Social Science. Key findings from these

studies reveal a marked increase in the use of infographics and data journalism during

the pandemic, indicating a heightened public interest in visual and data-driven news

content. The research has shown that the pandemic catalyzed new collaborations, par-

ticularly between data and science journalists, while also prompting the rise of innovative

journalistic forms like predictive reporting, which were not necessarily welcomed by parts

of the audience.

This dissertation’s contributions to the field of data journalism highlight the evolving

dynamics within newsrooms, underscore the importance of interdisciplinary collabora-

tion, and emphasize the need for rigorous user testing and transparency in reporting.

In Computational Social Science, the dissertation showcases the utility and effectiveness

of quantitative methods, such as semi-automated infographic detection and advanced

statistical models, in analyzing larger-scale journalistic data.

Several recommendations emerge for future research. Studies that employ mixed-

methods approaches should combine the depth of qualitative insights with the breadth

of quantitative analysis. Investigating the long-term impacts of the pandemic on jour-

nalistic practices and audience engagement remains a crucial area of exploration. Addi-

tionally, further research should aim to understand the persisting changes in newsroom

dynamics and the potential for applying the lessons learned during the pandemic to

other critical reporting areas, such as climate change.

In conclusion, this dissertation not only illuminates the immediate impacts of COVID-

19 on data journalism but also sets the stage for ongoing research and practice in this

rapidly evolving field.

It also highlights the need to combine quantitative and qualitative approaches. Re-

turning to the quote in the introduction: The plural of anecdotes might be data, but

the collection, examination, and addition of anecdotes to data is critical for the greatest

possible insight into opaque systems like newsrooms.

The findings and insights provide a foundation for future explorations and innovations

in data journalism and Computational Social Science.
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Auväärt, Liis (2023). “Fighting COVID-19 with data: An analysis of data journalism

projects submitted to Sigma Awards 2021”. In: Central European Journal of Commu-

nication 15.3(32), pp. 379–395. issn: 1899-5101. doi: 10.51480/1899-5101.15.3(32).3.

Baack, Stefan (2018). “Practically Engaged”. In: Digital Journalism 6.6, pp. 673–692.

issn: 2167-0811. doi: 10.1080/21670811.2017.1375382. url: https://doi.org/10.1080/

21670811.2017.1375382.

Baker, Scott R. et al. (2020). “How Does Household Spending Respond to an Epidemic?

Consumption during the 2020 COVID-19 Pandemic”. In: The Review of Asset Pricing

Studies 10.4. Ed. by Jeffrey Pontiff, pp. 834–862. doi: 10.1093/rapstu/raaa009.

Barouki, Robert et al. (2021). “The COVID-19 pandemic and global environmental

change: Emerging research needs”. In: Environment International 146, p. 106272. issn:

0160-4120. doi: 10.1016/j.envint.2020.106272. url: https://www.sciencedirect.com/

science/article/pii/S0160412020322273.

Bechmann, Anja (2018). Publications that could not have existed without ac-

cess to API data. url: https : / / docs . google . com / document / d /

15YKeZFSUc1j03b4lW9YXxGmhYEnFx3TSy68qCrX9BEI.

Beiler, Markus, Felix Irmer, and Adrian Breda (2020). “Data Journalism at German

Newspapers and Public Broadcasters: A Quantitative Survey of Structures, Con-

148

https://doi.org/10.4135/9781483375519.n175
https://sk.sagepub.com/Reference//the-sage-encyclopedia-of-mass-media-and-society/i5415.xml
https://sk.sagepub.com/Reference//the-sage-encyclopedia-of-mass-media-and-society/i5415.xml
https://doi.org/10.1515/nor-2016-0007
https://doi.org/10.1515/nor-2016-0007
https://doi.org/10.1515/nor-2016-0007
https://doi.org/10.1515/nor-2016-0007
https://doi.org/10.1080/21670811.2019.1685899
https://doi.org/10.1080/21670811.2019.1685899
https://doi.org/10.1080/21670811.2014.884344
https://doi.org/10.1080/21670811.2014.884344
https://doi.org/10.5117/ccr2022.2.001.arau
https://doi.org/10.5117/ccr2022.2.001.arau
https://doi.org/10.1080/19312458.2018.1458084
https://doi.org/10.1080/19312458.2018.1458084
https://doi.org/10.1080/19312458.2018.1458084
https://doi.org/10.26116/TECHREG.2020.010
https://doi.org/10.51480/1899-5101.15.3(32).3
https://doi.org/10.1080/21670811.2017.1375382
https://doi.org/10.1080/21670811.2017.1375382
https://doi.org/10.1080/21670811.2017.1375382
https://doi.org/10.1093/rapstu/raaa009
https://doi.org/10.1016/j.envint.2020.106272
https://www.sciencedirect.com/science/article/pii/S0160412020322273
https://www.sciencedirect.com/science/article/pii/S0160412020322273
https://docs.google.com/document/d/15YKeZFSUc1j03b4lW9YXxGmhYEnFx3TSy68qCrX9BEI
https://docs.google.com/document/d/15YKeZFSUc1j03b4lW9YXxGmhYEnFx3TSy68qCrX9BEI


Bibliography

tents and Perceptions”. In: Journalism Studies 21.11, pp. 1571–1589. doi: 10.1080/

1461670X.2020.1772855. url: https://doi.org/10.1080/1461670X.2020.1772855.

Belair-Gagnon, Valerie and Avery E. Holton (2018). “Strangers to the Game? Interlop-

ers, Intralopers, and Shifting News Production”. In: Media and Communication 6.4,

pp. 70–78. issn: 2183-2439. doi: https://doi.org/10.17645/mac.v6i4.1490. eprint:

https://doi.org/10.17645/mac.v6i4.1490. url: https://doi.org/10.17645/mac.v6i4.

1490.

Berret, Charles and Cheryl Phillips (2016). Teaching data and computational journalism.

New York City, NY, USA: Columbia School of Journalism. isbn: 9780692637456.

Bisiani, Simona et al. (2023). “The Data Journalism Workforce: Demographics, Skills,

Work Practices, and Challenges in the Aftermath of the COVID-19 Pandemic”. In:

Journalism Practice, pp. 1–21. doi: 10.1080/17512786.2023.2191866.

Blei, David M., Andrew Y. Ng, and Michael I. Jordan (2003). “Latent Dirichlet Alloca-

tion”. In: The Journal of Machine Learning Research 3, pp. 993–1022. issn: 1532-4435.

Boase, Jeffrey et al. (2006). The Strength of Internet Ties. The internet and email aid

users in maintaining their social networks and provide pathways to help when peo-

ple face big decisions. Pew Internet & American Life Project. url: https ://www.

pewresearch .org/ internet/2006/01/25/the- strength- of - internet - ties/ (visited on

11/04/2023).

Boczek, Karin, Leyla Dogruel, and Christiana Schallhorn (2022). “Gender byline bias in

sports reporting: Examining the visibility and audience perception of male and female

journalists in sports coverage”. In: Journalism. doi: 10.1177/14648849211063312.

Borges-Rey, Eddy (2017). “Towards an epistemology of data journalism in the devolved

nations of the United Kingdom: Changes and continuities in materiality, performativ-

ity and reflexivity”. In: Journalism 21.7, pp. 915–932. doi: 10.1177/1464884917693864.

Boumans, Jelle W. and Damian Trilling (2015). “Taking Stock of the Toolkit”. In: Digital

Journalism 4.1, pp. 8–23. doi: 10.1080/21670811.2015.1096598.

Bounegru, Liliana (2012). “Data Journalism in Perspective”. In: The data journalism

handbook 1. Ed. by Jonathan Gray et al. European Journalism Centre. url: https:

/ / datajournalism . com / read / handbook / one / introduction / data - journalism - in -

perspective (visited on 12/09/2023).

Boyd, Danah and Kate Crawford (2012). “Critical Questions for Big Data”. In: Infor-

mation, Communication & Society 15.5, pp. 662–679. doi: 10.1080/1369118x.2012.

678878.

Bradshaw, Paul (2011). The inverted pyramid of data journalism. url: https : / /

onlinejournalismblog.com/2011/07/07/the- inverted-pyramid- of- data- journalism/

(visited on 06/19/2020).

Braun, Virginia and Victoria Clarke (2006). “Using thematic analysis in psychology”.

In: Qualitative Research in Psychology 3.2, pp. 77–101. issn: 1478-0887. doi: 10 .

1191/1478088706qp063oa. url: https://www.tandfonline.com/doi/abs/10.1191/

1478088706qp063oa.

149

https://doi.org/10.1080/1461670X.2020.1772855
https://doi.org/10.1080/1461670X.2020.1772855
https://doi.org/10.1080/1461670X.2020.1772855
https://doi.org/https://doi.org/10.17645/mac.v6i4.1490
https://doi.org/10.17645/mac.v6i4.1490
https://doi.org/10.17645/mac.v6i4.1490
https://doi.org/10.17645/mac.v6i4.1490
https://doi.org/10.1080/17512786.2023.2191866
https://www.pewresearch.org/internet/2006/01/25/the-strength-of-internet-ties/
https://www.pewresearch.org/internet/2006/01/25/the-strength-of-internet-ties/
https://doi.org/10.1177/14648849211063312
https://doi.org/10.1177/1464884917693864
https://doi.org/10.1080/21670811.2015.1096598
https://datajournalism.com/read/handbook/one/introduction/data-journalism-in-perspective
https://datajournalism.com/read/handbook/one/introduction/data-journalism-in-perspective
https://datajournalism.com/read/handbook/one/introduction/data-journalism-in-perspective
https://doi.org/10.1080/1369118x.2012.678878
https://doi.org/10.1080/1369118x.2012.678878
https://onlinejournalismblog.com/2011/07/07/the-inverted-pyramid-of-data-journalism/
https://onlinejournalismblog.com/2011/07/07/the-inverted-pyramid-of-data-journalism/
https://doi.org/10.1191/1478088706qp063oa
https://doi.org/10.1191/1478088706qp063oa
https://www.tandfonline.com/doi/abs/10.1191/1478088706qp063oa
https://www.tandfonline.com/doi/abs/10.1191/1478088706qp063oa


Bibliography

Bravo, Adolfo Antón and Ana Serrano Telleŕıa (2020). “Data Journalism: From Social
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Lerner, Jürgen and Marian-Gabriel Hâncean (2023). “Micro-level network dynamics of

scientific collaboration and impact: Relational hyperevent models for the analysis of

coauthor networks”. In: Network Science 11.1, pp. 5–35. issn: 2050-1242, 2050-1250.

doi: 10 . 1017 / nws . 2022 . 29. url: https : / /www . cambridge . org / core / journals /

network - science/article/microlevel - network - dynamics - of - scientific - collaboration -

and- impact- relational-hyperevent-models- for- the-analysis- of- coauthor-networks/

375932B5B86D2033A0A290DE8198BB32.

Lerner, Jürgen, Alessandro Lomi, et al. (2021). “Dynamic network analysis of con-

tact diaries”. In: Social Networks 66, pp. 224–236. issn: 0378-8733. doi: 10 .1016/

j . socnet .2021 .04 .001. url: https ://www.sciencedirect . com/science/article/pii /

S0378873321000277.

Lerner, Jürgen, Mark Tranmer, et al. (2019). REM beyond dyads: relational hyperevent

models for multi-actor interaction networks. doi: 10.48550/ARXIV.1912.07403.

Lewis, Norman P. and Eisa Al Nashmi (2019). “Data Journalism in the Arab Region:

Role Conflict Exposed”. In: Digital Journalism 7.9, pp. 1200–1214. issn: 2167-0811.

doi: 10.1080/21670811.2019.1617041. url: https://doi.org/10.1080/21670811.2019.

1617041.

De-Lima-Santos, Mathias-Felipe (2022). “ProPublica’s Data Journalism: How Multidis-

ciplinary Teams and Hybrid Profiles Create Impactful Data Stories”. In: Media and

Communication 10.1, pp. 5–15. issn: 2183-2439. doi: 10.17645/mac.v10i1.4433.

de-Lima-Santos, Mathias-Felipe and Lucia Mesquita (2021). “Data Journalism Beyond

Technological Determinism”. In: Journalism Studies 22.11, pp. 1416–1435. issn: 1461-

670X. doi: 10.1080/1461670X.2021.1944279. url: https://doi.org/10.1080/1461670X.

2021.1944279.

Loosen, Wiebke, Julius Reimer, and Fenja De Silva-Schmidt (2017). “Data-driven report-

ing: An on-going (r)evolution? An analysis of projects nominated for the Data Jour-

nalism Awards 2013-2016”. In: Journalism 21.9 (9), pp. 1246–1263. issn: 1464-8849.

doi: 10.1177/1464884917735691. url: https://doi.org/10.1177/1464884917735691

(visited on 03/13/2021).

Lorenz, Mirko (2012). “Business Models for Data Journalism”. In: The data journalism

handbook 1. Ed. by Jonathan Gray et al. European Journalism Centre. url: https:

//datajournalism.com/read/handbook/one/introduction/why- is-data- journalism-

important (visited on 05/23/2020).

Macy, Michael W. and Robert Willer (2002). “From Factors to Actors: Computational

Sociology and Agent-Based Modeling”. In: Annual Review of Sociology 28.1, pp. 143–

166. doi: 10.1146/annurev.soc.28.110601.141117.

157

https://doi.org/10.1080/17453054.2021.2020625
https://doi.org/10.1080/17453054.2021.2020625
https://doi.org/10.1080/17453054.2021.2020625
https://doi.org/10.14267/cjssp.2013.01.01
https://doi.org/10.1017/nws.2022.29
https://www.cambridge.org/core/journals/network-science/article/microlevel-network-dynamics-of-scientific-collaboration-and-impact-relational-hyperevent-models-for-the-analysis-of-coauthor-networks/375932B5B86D2033A0A290DE8198BB32
https://www.cambridge.org/core/journals/network-science/article/microlevel-network-dynamics-of-scientific-collaboration-and-impact-relational-hyperevent-models-for-the-analysis-of-coauthor-networks/375932B5B86D2033A0A290DE8198BB32
https://www.cambridge.org/core/journals/network-science/article/microlevel-network-dynamics-of-scientific-collaboration-and-impact-relational-hyperevent-models-for-the-analysis-of-coauthor-networks/375932B5B86D2033A0A290DE8198BB32
https://www.cambridge.org/core/journals/network-science/article/microlevel-network-dynamics-of-scientific-collaboration-and-impact-relational-hyperevent-models-for-the-analysis-of-coauthor-networks/375932B5B86D2033A0A290DE8198BB32
https://doi.org/10.1016/j.socnet.2021.04.001
https://doi.org/10.1016/j.socnet.2021.04.001
https://www.sciencedirect.com/science/article/pii/S0378873321000277
https://www.sciencedirect.com/science/article/pii/S0378873321000277
https://doi.org/10.48550/ARXIV.1912.07403
https://doi.org/10.1080/21670811.2019.1617041
https://doi.org/10.1080/21670811.2019.1617041
https://doi.org/10.1080/21670811.2019.1617041
https://doi.org/10.17645/mac.v10i1.4433
https://doi.org/10.1080/1461670X.2021.1944279
https://doi.org/10.1080/1461670X.2021.1944279
https://doi.org/10.1080/1461670X.2021.1944279
https://doi.org/10.1177/1464884917735691
https://doi.org/10.1177/1464884917735691
https://datajournalism.com/read/handbook/one/introduction/why-is-data-journalism-important
https://datajournalism.com/read/handbook/one/introduction/why-is-data-journalism-important
https://datajournalism.com/read/handbook/one/introduction/why-is-data-journalism-important
https://doi.org/10.1146/annurev.soc.28.110601.141117


Bibliography

Malik, Momin M. and Jürgen Pfeffer (2016). “A Macroscopic Analysis of News Content

in Twitter”. In: Digital Journalism 4.8, pp. 955–979. issn: 2167-0811. doi: 10.1080/

21670811.2015.1133249. url: https://doi.org/10.1080/21670811.2015.1133249.

Marres, Noortje and Carolin Gerlitz (2016). “Interface Methods: Renegotiating Relations

between Digital Social Research, STS and Sociology”. In: The Sociological Review 64.1,

pp. 21–46. doi: 10.1111/1467-954x.12314.

Mas, Alexandre and Enrico Moretti (2009). “Peers at Work”. In: American Economic

Review 99.1, pp. 112–145. doi: 10.1257/aer.99.1.112.

Meier, Klaus et al. (2022). “Examining the Most Relevant Journalism Innovations: A

Comparative Analysis of Five European Countries from 2010 to 2020”. In: Journalism

and Media 3.4, pp. 698–714. issn: 2673-5172. doi: 10.3390/journalmedia3040046. url:

https://www.mdpi.com/2673-5172/3/4/46.

Mellado, Claudia et al. (2021). “Sourcing Pandemic News: A Cross-National Computa-

tional Analysis of Mainstream Media Coverage of COVID-19 on Facebook, Twitter,

and Instagram”. In: Digital Journalism 9.9, pp. 1261–1285. issn: 2167-0811. doi: 10.

1080/21670811.2021.1942114. url: https://doi.org/10.1080/21670811.2021.1942114.

Meyer, Philip (1973). Precision Journalism: A Reporter’s Introduction to Social Science

Methods. 1st ed. Bloomington, Indiana, USA: Indiana University Press.

– (2002). Precision journalism: a reporter’s introduction to social science methods. En-

glish. 4th ed. Lanham, Maryland: Rowman & Littlefield. isbn: 9780742510876.

Mierzejewska, Bozena (2011). “Media Management Theory and Practice”. In: Deuze,

Mark. Managing media work. SAGE, pp. 13–30. isbn: 9781412971249.

Mikolov, Tomas et al. (2013). “Efficient Estimation of Word Representations in Vector

Space”. In: doi: 10.48550/ARXIV.1301.3781. arXiv: 1301.3781 [cs.CL].
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