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Abstract

Efficient decarbonization of the heating and cooling sector necessitates the sector cou-

pling of energy systems at both end-user and district aggregation levels. The concept of

prosumers within district heating and cooling grids presents an untapped potential for sector

coupling to enhance efficiency and aid decarbonization efforts. Prosumers are participants

who interact bi-directionally with the energy grid. However, integrating prosumers intro-

duces several technical challenges, such as ensuring reliability, maintaining network stability,

and managing intermittent energy sources. This dissertation addresses these challenges by

developing and implementing a novel simulation and experiment research environment.

A key aspect of the thesis involves designing, constructing, and commissioning the district

heating and cooling research infrastructure of the Center for Combined Smart Energy Sys-

tems (CoSES) laboratory at the Technical University of Munich. The laboratory comprises

five interconnected prosumers within an adaptable district heating and cooling network. It

combines commercial components with Power Hardware in the Loop emulation, enabling

realistic and reproducible experimental investigations.

A new simulation library, programmed as a digital twin of the CoSES laboratory, is cen-

tral to developing innovative control systems. This library provides accurate building energy

system models, focusing on precisely representing commercial components. These models

are available as open-access resources and enable the software-independent development of

control approaches and energy management systems. The digital twin design of the library

facilitates the subsequent testing and refining of promising control concepts in the CoSES

laboratory.

Experimental and simulation results indicate that integrating prosumers in district heat-

ing and cooling networks can reduce heating costs. Intelligent control concepts must fa-

cilitate this integration to account for the mutual influence of prosumers and temperature

constraints.

These insights led to the developing of a novel thermal energy storage model for model

predictive control. This one-dimensional stratified storage model accounts for the inter-

nal temperature distribution. Internal and external heat exchanges are formulated with

quadratic or simpler constraints to ensure high accuracy with low computational demand.

Experimental validation and a case study demonstrate the model’s advantages compared to

existing approaches. Moreover, including temperature information in this model makes it an

ideal tool for calculating setpoints for prosumers in district heating and cooling networks.

This dissertation advances the technical understanding of prosumers in district heating

and cooling networks. The research laboratory established within the scope of this thesis

facilitates further research in the development and comprehensive analysis of energy man-

agement systems and sector coupling measures at both end-user and district levels.
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Zusammenfassung

Die kosteneffiziente Dekarbonisierung des Wärme- und Kältesektors erfordert die Nutzung

von Sektorkopplung und Synergien unterschiedlicher Erzeuger, sowohl auf individueller als

auch auf Quartiersebene. Für Wärme- und Kältenetze bieten Prosumer ungenutztes Poten-

zial für Sektorkopplung, Effizienzsteigerung und die Unterstützung von Dekarbonisierungs-

maßnahmen. Prosumer sind Teilnehmer, die Wärme oder Kälte sowohl einspeisen als auch

beziehen. Die Integration von Prosumern bringt jedoch einige technische Herausforderungen

mit sich, wie die Gewährleistung der Zuverlässigkeit, die Aufrechterhaltung der Netzstabilität

und die Regelung fluktuierender Energiequellen. Die vorliegende Dissertation befasst sich

mit diesen Herausforderungen durch die Entwicklung und Implementierung einer neuartigen

Simulations- und Experimentierumgebung.

Ein wesentlicher Aspekt dieser Arbeit ist die Planung, der Bau und die Inbetriebnahme

der Wärme- und Kälte-Forschungsinfrastruktur des Center for Combined Smart Energy Sys-

tems (CoSES) Labors an der Technischen Universität München. Das Labor besteht aus fünf

miteinander verbundenen Prosumern innerhalb eines veränderbaren Wärme- und Kältenet-

zes. Es kombiniert kommerzielle Komponenten mit einer Power Hardware in the Loop-

Emulation, was realistische und reproduzierbare experimentelle Untersuchungen ermöglicht.

Eine neu entwickelte Simulationsbibliothek ermöglicht die Entwicklung innovativer

Regelungssysteme und ist als digitaler Zwilling des CoSES-Labors aufgebaut. Die Biblio-

thek bietet präzise Modelle von Gebäudeenergiesystemen mit einem Schwerpunkt auf die

genaue Darstellung kommerzieller Komponenten. Diese Modelle sind frei zugänglich und

dienen zur softwareunabhängigen Entwicklung von Regelungsansätzen und Energiemanage-

mentsystemen. Der Aufbau als digitaler Zwilling erleichtert die anschließende Erprobung

und Optimierung von vielversprechenden Systemen im CoSES Labor.

Experimentelle und simulative Ergebnisse zeigen, dass die Prosumer-Integration inWärme-

und Kältenetze die Heizkosten senken kann. Diese Integration erfordert jedoch intelligente

Regelungskonzepte, welche Temperaturbeschränkungen und die gegenseitige Beeinflussung

von Prosumern berücksichtigen.

Diese Erkenntnisse führten zur Entwicklung eines neuartigen Wärmespeichermodells

für die modellprädiktive Steuerung. Dieses eindimensionale, geschichtete Speichermodell

bildet die interne Temperaturverteilung ab. Interner und externer Wärmeaustausch werden

dabei mit quadratischen oder einfacheren Gleichungen formuliert, um hohe Genauigkeit bei

geringem Rechenaufwand zu gewährleisten. Durch experimentelle Validierung und ein Prax-

isbeispiel werden die Vorteile des Modells im Vergleich zu bestehenden Ansätzen gezeigt.

Darüber hinaus eignet sich dieses Modell durch die Einbeziehung von Temperaturinforma-

tionen für die Bestimmung von Sollwerten für Prosumer in Wärme- und Kältenetzen.

Diese Dissertation erweitert das technische Verständnis von Prosumern in Wärme- und

Kältenetzen. Über diesen spezifischen Fokus hinaus ermöglicht die Forschungsumgebung

weitere Untersuchungen, wie die Entwicklung und umfassende Analyse von Energiemanage-

mentsystemen und Sektorkopplungsmaßnahmen auf individueller und Quartiersebene.
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Chapter 1

Introduction

Decarbonizing heating and cooling systems is a necessary and significant transformation of the

energy sector, which is needed to address the urgent challenge of climate change. Residential

and commercial structures are still heavily dependent on fossil fuels and account for roughly a

quarter of global final energy consumption [1]. In Germany, the urgency of transitioning towards

sustainable energy usage in heating is underlined by two recent laws. The first law mandates

a phased increase in renewable energy usage within individual heating systems, aiming for a

carbon-neutral heating sector by 2045 (Novelle des Gebäudeenergiegesetzes, [2]). Complement-

ing this, the second law requires municipalities to perform thorough evaluations and develop

strategic plans to decarbonize their heating infrastructure (Gesetz für die Wärmeplanung und

zur Dekarbonisierung der Wärmenetze, [3]). This includes the establishment of minimum re-

newable energy quotas within District Heating (DH) grids.

Despite the political will, the path to decarbonizing the heating and cooling sector is complex

and poses social and technical challenges. Central to this transition are District Heating and

Cooling (DHC) grids [4] and Heat Pumps (HP)s [5, 6], which must be coupled intelligently with

the electric sector to use synergies and thus reduce the overall costs for energy.

This sector coupling at the district level will lead to a smart energy system, which is defined

as ’an approach in which smart electricity, thermal and gas grids are combined with storage

technologies and coordinated to identify synergies between them to achieve an optimal solu-

tion for each sector as well as for the overall energy system’ [7]. Such coupling is crucial for

decarbonizing the energy landscape and managing the variability introduced by the increasing

presence of renewable Distributed Energy Resources (DER)s [8].

District heating and cooling grids

The first DH grids were introduced in the USA in the 1880s and used steam as the heat

carrier. Today, such systems are outdated as high steam temperatures lead to substantial losses

and inefficient heat generation [4].

To evolve from these historic DH grids to clean, efficient, secure, and smart future DHC grids,

several aspects are important, as outlined by Oxenaar et al. [9]. These aspects include prioritiz-

ing production, distribution, and consumption efficiency and utilizing the significant potential

of unavoidable waste heat sources. Another element involves developing viable business models

and ensuring end-user protection, as DHC grids are monopolistic structures. This is essential for

the economic feasibility and acceptance of DHC grids and the affordability of heat. Furthermore,

1
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coupling the DHC grids with the electricity sector is crucial, enabling decarbonization through

power-to-heat technologies and providing the electric system with much-needed flexibility and

storage capacity.

These considerations align with the evolution of DH grids, which can be categorized into

different generations, as depicted in Figure 1.1. The grids have progressively advanced to the

4th Generation District Heating (4GDH), characterized by reduced temperatures that align

closely with consumer needs [4]. The diminished grid temperatures have reduced grid losses

and enabled the inclusion of additional sustainable heat sources and waste heat. Both effects

enhance the energy efficiency of the DHC grid.

Figure 1.1: The evolution of DHC grids (adapted from [4] and [10]).

The introduction of the 5th Generation District Heating and Cooling (5GDHC) represents

a paradigm shift by integrating DH and District Cooling (DC) within one grid. Operating

at temperatures near ambient levels, this generation substantially reduces grid losses [11] and

facilitates the integration of low-temperature heat sources previously not viable for direct heating

[12]. Another key aspect is energy sharing between heating and cooling, as waste cold from

heating can be used for cooling and vice versa. Reviews indicate that this co-occurrence is crucial

for minimizing operational costs [12, 13, 14]. Due to the low-temperature difference between the

hot and cold pipes, 5GDHC systems often exhibit higher pumping energy consumption compared

to 4GDH. The low grid temperature requires a water-water HP at the transfer station to reach

the desired temperature for heating and Domestic Hot Water (DHW) in the buildings, termed

Booster Heat Pump (BHP).

Comparative studies between 4GDH and 5GDHC show varying results. Some studies sug-

gest that 5GDHC can lead to significantly lower energy usage and costs compared to 4GDH,

individual HPs, or condensing boilers [11, 15, 16, 17]. However, other research indicates that

the performance of 5GDHC may be inferior to 4GDH, particularly in scenarios with high or

exclusive heating demands [18, 19]. Another study points out that only a few locations have

a sufficient overlap of heating and cooling demand to make 5GDHC viable [20]. Long- and
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short-term Thermal Energy Storages (TES) systems can thus play a crucial role in balancing

potential mismatches between heating and cooling demands, thereby enhancing the profitability

and efficiency of 5GDHC grids [12]. Given these unique requirements of 5GDHC, the previ-

ous objective of universally upgrading older generation DH grids to the latest generation is no

longer universally applicable. Therefore, some researchers view 5GDHC as a complementary

technology coexisting in parallel to 4GDH rather than a direct progression, as it does not follow

a ’natural evolutionary path’ compared to earlier DH generations [21].

This evolution of DHC grids is essential for their decarbonization. Several review papers

highlight further instrumental elements in DHC research to accelerate this process [22, 23, 24].

These elements encompass further sector coupling to integrate the DHC grid into the smart

energy system; reducing temperatures in current DH grids to evolve them into 4GDH grids and

enable the integration of more renewable energy sources; and the integration of decentralized

sources and prosumers.

Prosumer in district heating and cooling grids

Prosumers in DHC grids can extract and inject thermal energy from or into the grid and are

of particular interest for this thesis. An example of a DHC grid with prosumers is illustrated in

Figure 1.2. Their integration into 4GDH networks offer an opportunity to boost system efficiency

and operational economy and can be used for alleviating bottlenecks within DH systems [25].

Such bottlenecks typically occur in pipes experiencing excessively high flow rates.

Figure 1.2: DHC grid with different prosumers.

Prosumers in heating networks benefit from utilizing synergies between temporally variable

load and generation profiles and through the intelligent use of different types of generators.

Implementing prosumers can lead to additional heat savings, mainly due to shorter distances

required for heat transport and reduced thermal losses in the grid [26]. A comprehensive analysis

of the excess heat generated by prosumers indicates substantial potential, especially when low-

temperature heat is efficiently harnessed using HPs [27].

In the context of 5GDHC, prosumers occur naturally and play a crucial role by utilizing

waste cold from heat extraction for cooling purposes, and vice versa. This exchange enhances

the system’s overall efficiency, especially when heating and cooling demands within the DHC

grid are balanced. In this system, the Booster Heat Pump Transfer Station (BHPTS) consists

of a BHP, a heat exchanger, and often an additional TES.
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1.1 Research focus

This dissertation focuses on developing realistic operation strategies for the widespread deploy-

ment of prosumers in DHC grids. Therefore, a simulation environment is required to replicate

complex prosumer behaviors within buildings and observe their impacts on the DHC network

under various conditions. An experimental environment can further help to bridge the gap by

testing promising controllers with commercial equipment and validating the simulation library.

The research environment should replicate the thermal and electric systems within buildings to

analyze new control strategies, the sector coupling potential, and the impact on the DHC and

the electric grid in a close-to-reality setting.

A central research objective of this thesis is establishing the Center for Combined Smart

Energy Systems (CoSES) laboratory at the Technical University of Munich (TUM), which in-

corporates five prosumers within a DHC grid. The author of this dissertation was responsible

for the design, installation, and commissioning of the thermal side of the CoSES laboratory.

Figure 1.3 offers a view of this laboratory, which was officially opened in 2019 [28]. The design

of the laboratory combined with the need for a realistic simulation environment leads to the

first Research Question (RQ):

RQ 1: How can the integration of prosumers in the district heating and cooling grids be

analyzed and validated, through simulations and experiments?

Figure 1.3: View of the CoSES laboratory (photography by Stefan Hobmaier / TUM).

During the design phase of the CoSES laboratory, the setup of prosumers in 4GDH grids was

examined in detail. Key components include one or multiple heat generators for decentralized

heat production, a TES for decoupling heat production and demand, and a bidirectional heat

transfer station for exchanging heat with the DH network. The heat consumption usually

consists of heating and DHW consumption with different temperature requirements. While

determining the optimal laboratory design, the second RQ was developed:

RQ 2: How can the components of prosumers in district heating grids be optimally arranged

to maximize system efficiency?
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After completion of the laboratory, the interaction of prosumers within a DH grid was

explored through different experiments. In these experiments, a basic Model Predictive Control

(MPC)-based Energy Management System (EMS) generated the setpoints [29, 30]. The results

showed that prosumers can mostly fulfill the power setpoints for heat consumption or DH feed-

in but often fall short of meeting temperature setpoints. A critical issue with these EMSs is

their omission of the temperature influence to linearize the optimization problem. While this

approach is common and reduces the computational effort, it is often inadequate for energy

systems involving heat. To overcome this limitation, the final RQ is posed:

RQ 3: How can a model predictive control-based energy management system be formulated

to include temperature information while maintaining a low computational burden?

1.2 Thesis structure

The thesis is based on six publications, which can be grouped into three chapters. Each chapter

answers one of the RQs. Figure 1.4 presents the thesis structure and the papers’ allocation to

the RQs. The papers included in this thesis are as follows:

Publication 1: D. Zinsmeister, T. Licklederer, F. Christange, P. Tzscheutschler, and

V. S. Perić. A comparison of prosumer system configurations in district heating

networks. Energy Reports, 2021.

Publication 2: D. Zinsmeister, T. Licklederer, S. Adldinger, F. Christange,

P. Tzscheutschler, T. Hamacher, and V. S. Perić. A prosumer-based sector-coupled

district heating and cooling laboratory architecture. Smart Energy, 2023.

Publication 3: D. Zinsmeister, and V. S. Perić. Implementation of a Digital Twin of the

CoSES District Heating Prosumer Laboratory. Energy Proceedings, 2022.

Publication 4: O. Angelidis, D. Zinsmeister, A. Ioannou, D. Friedrich, A. Thomson,

G. Falcone. 5th Generation District Heating and Cooling Modelica Models for Pro-

sumer Interaction Analysis. Modelica Conference, 2023.

Publication 5: D. Zinsmeister, Ulrich Ludolfinger, V. S. Perić, and C. Goebel. A bench-

marking framework for energy management systems with commercial hardware mod-

els. Energy and Buildings, 2024.

Publication 6: D. Zinsmeister, P. Tzscheutschler, V. S. Perić, and C. Goebel. Stratified

Thermal Energy Storage Model with Constant Layer Volume for Predictive Control

- Formulation, Comparison, and Empirical Validation. Renewable Energy, 2023.

Chapter 2 presents the background to the RQs and relevant DHC research trends. Since the

results of RQ 2 are required for the design of the CoSES laboratory, this topic is addressed first

in Chapter 3, where Publication 1 analyzes the optimal arrangement of the components within

prosumers in 4GDH using a simulation study.

Chapter 4 delves into the experiment and simulation infrastructure, answering RQ 1. The

CoSES laboratory is introduced in Publication 2, detailing its hardware and software structure.
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Figure 1.4: Structure of the dissertation.

The laboratory enables in-depth analyses of thermal systems at both the building and network

levels. Publication 3 introduces the experimentally validated CoSES Prosumer House Model

(ProHMo) simulation library. This library serves as a digital twin of the building energy systems

in the laboratory. The simulation library is enhanced in Publication 4 by incorporating models

for DHC grids, which allows the design and evaluation of control strategies for prosumers in

5GDHC grids. The detailed building energy system models are further used in Publication 5

and serve as an open-access benchmarking tool for EMSs. This simplifies the training and

comparison of different EMSs.

The last RQ is addressed in Publication 6, which provides a stratified TES model for MPC-

based EMSs. This model integrates temperature information within the TES, enabling the EMS

to account for temperature constraints. Concluding the dissertation, Chapter 6 summarizes the

key findings, situates them in a larger context, and makes recommendations for the future use

of the presented research infrastructure.



Chapter 2

Background

This chapter addresses the current state of the art related to the topics encompassed in the

RQs. Since the research infrastructure extends beyond analyzing prosumers, the chapter also

explores relevant research trends that can be examined within this scope.

2.1 Prosumer system configurations within the building

The following section is extended from Publication 1 [31]. Current research on 4GDH network

prosumers tends to concentrate on network behavior, often reducing the building’s role to a

simple power consumer or producer. The three viable feed-in configurations for prosumers into

the DH grid are illustrated in Figure 2.1: return to supply (a), return to return (b), and supply

to supply (c). The prevalent method in studies is the return-to-supply configuration due to its

advantage in maintaining a low return temperature in the DH grid, which is crucial for efficient

grid operation. This method also aligns with the prosumer’s efficiency by minimizing the return

temperature within the building but requires larger pumps to overcome the pressure difference

between supply and return lines.

Figure 2.1: Prosumer feed-in configuration concepts.

To fully understand prosumer behavior, the building-side components must also be consid-

ered. Prosumers typically consist of one or multiple heat generators, a TES, the bidirectional

heat transfer station, and the consumption of heat or cold.

Pipiciello et al. [32] introduce and characterize a bidirectional substation prototype, which

can be connected to a generic prosumer system. This prototype is further used to assess prosumer

potential and test new control strategies with a validated simulation model of the substation

[33]. Rosemann et al. [34] explore a Solar Thermal (ST)-based prosumer substation, presenting

7
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the concept and implementation of an experimental setup and its control system. Lamaison et

al. [35] conduct a comprehensive study of bidirectional substations, examining factors like the

placement of the hydraulic separation between network and building, and the balance between

local consumption, total energy feed-in, and different control strategies. They conclude that

configurations with dedicated heat exchangers for DHW, heating, and ST are most efficient and

validate this by subsequent experiments [36]. Paulus et al. [37] assess the impact of nine distinct

hydraulic schemes for substations, focusing on a return-to-return feed-in model.

While many studies focus on generic prosumer systems or ST as the sole heat generation

method for DH prosumers, generator types vary, each with unique integration requirements.

ST systems, for instance, require antifreeze measures in Germany for winter protection, leading

to a separate circuit from the central heating network. Other heat generators have unique

operational requirements for optimal efficiency, including different integration into the heating

system. Additionally, TESs are generally not considered in the prosumer operation strategies

despite being essential for maximizing system flexibility through decoupling heat production

and consumption.

2.2 Simulation environment

A close-to-reality analysis of individual heating solutions and prosumers in DHC grids requires

a simulation library that precisely replicates the behavior of commercial equipment, including

their internal controls. This library should encompass models of various types of heat generators,

TESs, and bidirectional heat transfer stations for 4GDH and 5GDHC. It should further integrate

the coupling to the electricity sector, include realistic control unit interfaces, and be openly

accessible for broader use. While there are many libraries for building energy systems and DHC

grids, not all meet these criteria.

Modelica is an object-oriented simulation language ideal for these cyber-physical multi-

energy systems [38]. It is a preferred choice for handling acausal connections, making it suitable

for analyzing bidirectional DHC grids. Abugabbara et al. [39] evaluated various Modelica-based

tools, particularly for building and energy simulations in DHC systems.

Prominent open-access Modelica libraries for energy systems include the IBPSA library

[40] and its derivatives: Buildings [41], AixLib [42], BuildingSystems [43], and IDEAS [44].

The IBPSA library is a comprehensive tool for building and district energy systems, adhering

to modeling best practices in this field. It encompasses many models, including heating and

cooling systems, high and reduced-order building models, and various energy storage types such

as water and ice tanks, boreholes and bore fields, phase-change materials, and batteries. The

library can model heat transfer between rooms and the outside and multizone airflow, including

natural ventilation and contaminant transport. The electrical system includes alternating and

direct current systems with two- and three-phase options that allow balanced and unbalanced

configurations.

The Buildings library is widely used for DHC system simulations. This library encompasses

models for 5GDHC, such as detailed heat transfer stations and central HPs. It has facilitated

research on agent-based control in 5GDHC [45], the dynamics of prosumers in a single-pipe

5GDHC networks [46], or the development of topology analysis tools [47]. Additionally, the

inclusion of DC models in the Buildings library has enabled real-world assessments of energy
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conservation strategies [48]. The AixLib library, in combination with Geographic Information

System (GIS) data, is used to automatically create and streamline comprehensive, large-scale

DHC grid models [49]. It is further used to evaluate the efficiency and performance of a low

temperature, bidirectional DHC grid with 15 decentral prosumers with HPs and chillers [50].

Two notable but not open-access Modelica-based libraries are GreenCity [51, 52] and the

library developed by Abugabbara et al. [53]. The GreenCity library is a commercial tool for

SimulationX and is tailored for planning and optimizing building and neighborhood energy

systems. It features detailed models for building heat consumption. The library by Abugabbara

et al. is specifically designed for 5GDHC grids, offering comprehensive simulation analysis

capabilities, but the limited accessibility restricts its use to a broader audience.

Besides Modelica, IDA ICE [54] and TRNSYS [55] are often used for DHC grid modeling.

A calibrated simulation model in IDA ICE has uncovered design flaws in a 5GDHC grid in

the Suurstoffi area [56]. Another IDA ICE model facilitates detailed simulations of 5GDHC

grids, incorporating bidirectional flow and time series data for a sophisticated calculation of

the Coefficient of Performance (COP) [57]. A case study highlights this model’s value in the

conceptual design and optimization of DHC networks [58]. Additionally, an IDA ICE model fa-

cilitates simulations of a bidirectional DHC network, improving the understanding of operational

dynamics [59].

A TRNSYS model with detailed component modeling forms the basis for a thermoeconomic

study comparing 4GDH and 5GDHC networks [19]. A hybrid environment combining the Model-

ica Buildings library with TRNSYS has further proved effective for comprehensively evaluating

5GDHC systems. It assesses the feasibility and energy savings of various demand scenarios,

network configurations, seasonal storage options, and heat sources [60, 61].

2.3 Experiment environment

To bridge the gap between research and practical implementation, findings from simulation

studies can be further analyzed in experiments. These experimental environments are essential

for transforming theoretical research into practical applications, preparing costly field tests,

and parameterizing and validating simulation models. To study the behavior and potential of

prosumers in DHC grids thoroughly, testbeds should emulate the building and network behavior

accurately. Numerous experimental testbeds exist that are tailored to explore distinct aspects

from individual building energy systems and specific components of DHC grids to analyzing the

DHC grid as a whole.

Testbeds for energy systems often utilize the Power Hardware in the Loop (PHIL) principle,

which originated from electric grid simulation and is illustrated in Figure 2.2. This approach

enhances Hardware in the Loop (HiL) simulations, which are used to test Input/Output (IO)

signal exchange with an embedded system. PHIL by contrast emulates actual power flows in

a testbed using devices such as power amplifiers or heat exchangers. In such configurations,

parts of the system are simulated, e.g., a building’s heat consumption. The real-time simulator

produces setpoints for the power emulator, which then interacts with the device under test, e.g.,

a heat generator. Sensors capture the actual behavior and feed this data into the simulation

model, thus influencing the system’s future state and having a closed loop between hardware

and simulation.
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Figure 2.2: PHIL configuration.

Component testbeds

PHIL laboratories can be used to analyze the interplay between circulation pumps and the

hydronic network. They enable the study of dynamic behaviors to refine control strategies

[62]. By integrating real hardware with network emulators and actual pipes that replicate the

hydraulic resistance of a system, PHIL setups can effectively simulate the pressure loss and

flow rates, offering insights into the building’s thermal dynamics [63]. These studies highlight

the critical role of combining individual controls with hydronic balancing to enhance system

performance.

Other laboratories are designed to delve into the dynamics of thermal energy systems in

buildings, integrating components like Ground Source Heat Pumps (GSHP)s, TESs, and PHIL

emulation for various temperature sources and loads [64, 65]. Such laboratories can be used for

dynamic testing and detailed exergetic and exergoeconomic studies [66]. A similar experimental

testbed integrated an Air Source Heat Pump (ASHP) into its design [67]. However, their testbed

design with the outdoor installation of the ASHP introduces unwanted variability, as the un-

controllable air inlet conditions challenge the reproducibility and comparability of experimental

results.

Focusing on DHC grid components, several laboratories investigate substation designs and

control strategies of bidirectional substations, analyzing the real-world interaction between the

grid and the building side [68, 69] or the behavior of ST based prosumers with a real DH

grid [36]. Others study decentralized ST heat feed-in, exploring technical challenges, various

hydraulic designs, and substation controls [34, 70, 71].

District heating and cooling laboratories

Numerous laboratories analyze the DHC grid and the dynamics of interaction between pro-

sumers or consumers. Chung et al. [72] review laboratories that analyze decentral feed-in from

ST collectors, proposing a laboratory design that facilitates the interplay between ST systems

and the DH grid. The following paragraphs focus on laboratories that offer a broader scope and

allow a more comprehensive analysis of DHC grid and prosumer interaction.

The Austrian Institute of Technology provides laboratories to validate smart applications in

DHC networks. One focus are DH substations under remote control by the network operator

to enhance system performance [73]. Their DigitalEnergyTestbed provides an interconnected

analysis of heat and power systems and enables the digital integration of hardware and software

components with a high level of interoperability [74]. They further provide the Lablink infras-
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tructure, pioneering a seamless component integration within and across laboratories [75]. It

introduces a communication protocol tailored to the needs of Co- or PHIL simulation systems

in modern laboratories.

EURAC Research’s Energy Exchange Lab features a versatile small-scale DHC network that

facilitates the study of both conventional and low-temperature networks, covering various heat

sources [76]. The laboratory allows testing and refining of bidirectional heat transfer stations,

including their hydraulic configurations and control strategies [32]. Moreover, the laboratory’s

detailed characterization data can calibrate and validate models of 5GDHC transfer stations,

enhancing their accuracy and reliability [77].

The District Lab of Fraunhofer IEE is an innovative testbed for the testing and advancing of

low-temperature DHC systems [78]. This laboratory integrates a modular DHC grid, and a pipe

test bench designed for mechanical assessments. Similarly, the NODES laboratory replicates a

low-temperature DHC grid at the laboratory scale, motivated by the increasing implementation

of ambient temperature DHC grids in Switzerland [79]. It features a versatile infrastructure that

supports investigations into two grid options: grids with an active source and central circulation

pump paired with passive, valve-controlled prosumers; or girds with a passive source and active

prosumers equipped with their own circulation pumps.

2.4 Temperature information in energy management systems

Research in real-time MPC-based EMSs emphasizes the delicate balance between model accuracy

and computational effort [80, 81]. Several EMS methodologies are employed in DHC systems,

which are reviewed by Vandermeulen et al. [82] who highlight how the flexibility of TESs and

the thermal inertia of buildings and network water can be exploited.

Despite multiple advancements, a common shortfall of many approaches is their tendency

to neglect the temperature information. This missing temperature information significantly

influences the usability of heat and the system’s efficiency. For instance, the same amount of

heat at 20 ◦C during a shower is too cold and thus less valuable than the same power at 35 ◦C.

District heating and cooling grid models

Centralized optimization methods for DHC systems possess comprehensive information about

the entire grid. This allows them to define all setpoints, encompassing central and decentralized

generation, consumption, and TESs. Optimization models that include temperature behavior

typically involve Mixed Integer Linear Programming (MILP) or Mixed Integer Non Linear Pro-

gramming (MINLP) approaches. Short-term MILP models can optimize supply temperature

by considering elements like thermal inertia and temporal temperature propagation delays of

the grid [83, 84], and can be used to ensure that grid temperatures remain within contractual

or desired levels [85]. MINLP optimization is often used for more complex modeling behaviors

like nodal flow and pressure loss [86, 87]. Decomposing MINLP problems into two levels by

combining a genetic algorithm with a MILP solver can enhance resolution speeds [88]. This can

also increase the likelihood of finding globally optimal solutions for intricate DHC optimization

models.

Beyond DHC grids and individual building energy systems, energy hubs offer integrated

control of diverse energy flows within multi-energy systems [89, 90]. However, current energy
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hub models often inadequately represent heating system behavior, particularly in accurately

modeling varying temperature levels [91].

Thermal energy storage models

Within building energy systems, the TES is a crucial component where efficiency maximiza-

tion depends on effective stratification [92], which has to be modelled accurately in MPC-based

EMSs to outperform rule-based controls [93]. Tarragona et al. [94] provide a comprehensive

review of EMSs with TESs, however a common limitation in EMS models is the linearization

of TESs, neglecting the temperature profile. The following aspect on modeling TESs in EMSs

extends from Publication 6 [95].

To model the temperature zones in TES, a simple method involves using a composite system

of several TESs, each representing a different temperature range [96, 97, 98, 99, 100, 101]. While

this approach captures zones of different temperatures, it fails to consider the interaction between

different temperature layers. A more nuanced method is discretizing the TES into multiple

layers with fixed volume and variable temperatures. Yet, models are often simplified in this

approach by considering temperature variation only for discharging processes and ignoring the

temperature dependency during the charging process and heat generator efficiencies to maintain

linearity[102, 103].

Another modeling approach involves layers with constant temperatures and variable volumes,

arranged in ascending temperature order [104]. Changes in layer volume occur due to heat supply

or extraction. This model requires integer variables to indicate the specific layer involved in

water extraction, significantly increasing the computational demands. Using MINLP models for

a detailed TES description adds additional computational burdens, but a partial optimization

framework can mitigate this while maintaining or enhancing solution quality [105].

2.5 CoSES research environment: Relevant research trends in

district heating and cooling

The following sections will explore research trends that can be analyzed with the simulation

and experimental environment outlined in this dissertation. Key trends include the integration

of DHC grids into the smart energy system, the reduction of grid temperatures to transition

current grids towards 4GDH systems, and the challenges associated with integrating prosumers

into DHC grids.

2.5.1 Control strategies for smart energy systems

Intelligent control strategies are essential for smart energy systems and are usually implemented

using central or decentralized approaches. There are multiple centralized approaches to optimize

DHC grids in smart energy systems, as discussed in Section 2.4. However, they can be com-

putationally demanding or challenging to implement due to difficulties like diverse ownership

structures. Local energy markets and decentralized control approaches may offer advantages for

these challenges.

The concept of local energy markets has extended from electrical systems [106] to incorporate

DHC grids and the broader scope of smart energy systems. These markets are emerging as plat-

forms for integrated energy trading, enhancing the efficiency of energy distribution and system



2. Background 13

optimization. The adaptation of local energy markets to DHC networks requires network-aware

trading mechanisms that are sensitive to pressure and temperature restrictions of DHC grids

[107]. These market mechanisms are designed to facilitate energy transactions and ensure op-

timal coordination between heat and power systems within the constraints of current market

regulations. The introduction of community-based markets promotes this integration, allowing

a more cohesive and cooperative energy exchange [108, 109]. Exploring pricing mechanisms

in these markets is critical for understanding how financial incentives and pricing can impact

consumer behavior and energy distribution strategies [110]. The development of peer-to-peer

multi-energy trading also marks a significant move towards decentralized thermo-electric sys-

tems, empowering consumers with greater control and resilience in their energy choices [111].

Decentralized control is another approach to managing the increasing complexity and diver-

sity of multi-energy networks. A promising method in this context employs a two-stage robust

optimization model. This model is designed to simplify the scheduling process in uncertain

conditions. Enhanced by Fourier-Motzkin elimination and a dual decomposition algorithm, it

significantly improves computational efficiency while preserving solution optimality, thus ob-

viating the need for a central coordination center [112]. Another example of decentralized

control involves optimizing the temperature setpoints of the DHC grid through agent-based

control. This method supports the modular integration of a diverse range of sources and con-

sumers, leading to a system that is both flexible and scalable [45]. Additionally, decentralized

EMSs can manage multi-owner structures, effectively accommodating a mix of cooperative and

non-cooperative stakeholders. Systems employing iterative algorithms can align the individual

optimization efforts of local EMSs with the broader network objectives, ensuring a cohesive and

efficient overall strategy [113]. However, one challenge in implementing decentralized approaches

is the increased communication effort. This might lead to the risk of not finding the optimal

solution in time, especially with iterative methods.

2.5.2 Temperature reduction in district heating grids

A defining feature of evolving DH grid generations is the reduced supply and return temperature,

where the minimum temperature requirements of consumers often limit the supply temperature.

Lowering the return temperature brings additional advantages, such as reduced volume flow due

to a larger temperature difference between supply and return and more efficient heat generation.

Supply temperature reduction

Reducing the supply temperature in DH networks is a straightforward and effective strategy

to reduce grid temperatures, but can result in operational challenges. These challenges include

inadequate heat exchanger capacity for the necessary heat transfer, or increased volume flows

to compensate for the lower temperatures. Recent research has focused on assessing the po-

tential for temperature reduction in existing DH substations with simulation models [114], as

well as exploring cost-effective measures like refining control strategies and decreasing supply

temperatures [68].

Building-side measures

Building-side interventions are another option to lower DH grid temperatures. A common

issue is the demand for high supply temperatures by a few key radiators to ensure occupant
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comfort. Identifying and upgrading these critical radiators can significantly reduce the need for

high supply temperatures, leading to more efficient heating operations [115]. Addressing faults

in building heating systems, such as improperly designed heat exchangers, unregulated open

bypasses, absent check valves in heating distributors, or lack of hydraulic balancing, can also

reduce return temperatures [116]. Though initial costs may be high, the growing adoption of

large-scale HPs shifts the cost-benefit analysis towards these interventions. Retrofitting buildings

is another avenue to decrease grid temperatures, but only substantial retrofitting efforts tend to

have a noticeable effect on grid temperatures [117].

Domestic hot water preparation

Preparing DHW presents another challenge in lowering temperatures in DH grids. This is

primarily due to the need for high supply temperatures to prevent legionella proliferation and

the low-temperature difference during periods of minimal DHW demand or to compensate for

circulation losses. Circulation in DHW systems refers to continuously moving hot water through

the piping system. The goal is to ensure that water does not cool down in the pipes during

periods with no consumption so that the minimum temperature level at the consumer is always

maintained.

One practical approach in multi-apartment buildings is deploying decentralized substations

in each unit. The reduced volume within the DHW systems results in a high rate of water

turnover in these systems, which can inhibit legionella at relatively lower temperatures [118].

This method can reduce temperature and heat consumption, especially when an auxiliary HP

is integrated to offset circulation losses [119].

Centralized DHW preparation commonly considers three configurations: using an external

heat exchanger; connecting an external heat exchanger to a TES; or employing an internal heat

exchanger within a TES. Among these, the configuration involving an external heat exchanger

connected to a TES yields the lowest return temperatures in the DH grid by taking advantage

of the stratification within the TES [120].

Incorporating a dedicated heat source for DHW preparation can be advantageous, especially

when low-temperature DH grids fail to meet DHW requirements. Systems that use HPs for this

purpose have demonstrated their potential in significantly reducing grid return temperatures

while offering reasonable payback periods [121]. Electric heating rods present an alternative

solution, notable for their lower initial investment and space requirements. When coupled with

a heat exchanger and a small TES at the consumer side, the size of the required electric heating

rod can be effectively reduced, and the initial surge in electrical demand at the start of DHW

consumption mitigated [122].

Cascaded district heating grids

If the required temperature level of consumers differs strongly, cascaded grids can improve

efficiency. These DH grids use the return line of the primary, high-temperature DH grid to pro-

vide low-temperature heat to subsystems. Integrating buildings or zones with low-temperature

heating demands into existing DH networks offers technical and economic benefits, including

reduced heat losses, lower pumping power demands, and improved heat generation efficiency

[123].

Optimal conditions for such integration usually involve low load fluctuations and combin-

ing buildings with high-temperature heating needs with those requiring lower temperatures
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[124, 125]. In Estonia, studies on the technical and economic feasibility of incorporating low-

temperature DH grids into existing systems have underscored the effectiveness of a three-pipe

cascading solution, showing a promising return on investment [126]. Further research into these

cascaded grids has identified the connection point of the low-temperature grid as a critical factor

[127]. If temperatures or volume flows are too low, additional heat from the high-temperature

supply pipe may be required, which must already be considered during the planning stage.

Improved control strategies

Effective control of DH systems presents a viable strategy for temperature reduction, with

measures applicable at both building and grid levels. One straightforward yet effective method

involves optimizing the heating control curves in building management systems. Particularly

during partial load conditions, such optimizations can result in notable temperature reductions

[128]. Similarly, optimizing the internal flow control of buildings contributes to decreased grid

return temperatures [129].

The average return temperature of the grid and peak loads can effectively be reduced by

lowering the grid supply temperature to align as closely with customer requirements as possible

and utilizing the inherent thermal capacity of the grid for temporary heat storage [130]. Imple-

menting a control logic that includes setpoints for the return temperature, such as through a

weighted Proportional-Integral-Derivative (PID) approach, is another effective method [131].

As previously discussed, DHW preparation often poses a challenge for maintaining lower

grid temperatures, which can be addressed with improved control approaches. A multi-mode

charging method aligned with the cyclical demand of DHW can significantly lower the grid’s

return temperature [120]. A similar approach directly links the quantity of water drawn from

the DH grid to ongoing consumption volumes [132]. This strategy leads to a notable decrease

in return temperature and substantially reduces the total volume of water drawn from the grid.

5th generation district heating and cooling

5GDHC grids have by design grid temperatures near-ambient level and allow complete in-

dependence between grid and consumer supply temperatures. Due to the inherently low tem-

peratures in these grids, they cannot provide heat directly but require BHPTSs. The most

cost-effective method for cold extraction typically involves maintaining the grid temperature

low enough to allow for direct cooling retrieval using the heat exchanger of the BHPTS [84].

When the cooling demand requires temperatures lower than that, either a reversible BHP or an

additional chiller can reach the desired temperature.

2.5.3 Technical challenges of prosumer integration

Integrating prosumers into DHC networks introduces unique technical challenges distinct from

managing passive consumers or central feed-in units. Advanced control strategies are essential

in these settings to maintain stable grid supply temperatures, ensure efficient pump operations,

and avoid mutual interference [29, 133]. The control systems must also be capable of manag-

ing differential pressure fluctuations between supply and return lines to optimize the system’s

performance [134]. In a related dissertation, Thomas Licklederer delves into the technical im-

plementation and operational aspects of prosumers in DH systems from a network perspective

[135].
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A simple control approach involves implementing separate control loops for regulating pres-

sure and temperature. This can be done with a two-step control strategy that first focuses on

building control, ensuring that the supply temperature is above the DH feed-in temperature

[136]. The second step involves maintaining the supply temperature in the DH system where

the pump generates the adequate pressure-head to overcome the network’s differential pressure.

A similar strategy employs a cascaded closed loop controller, which consists of an inner loop

targeting the differential pressure in the grid and an outer loop controlling the network sup-

ply temperature [34]. However, this method may encounter challenges due to pump-to-pump

interactions in systems with numerous prosumers [137].

Addressing these pump-to-pump interactions is crucial due to the rapid pressure propagation

within the grid that can lead to unstable pump control, particularly in grids with varying-

sized prosumers [138, 139]. In this context, networks with fewer prosumers tend to have fewer

hydraulic instabilities and control complexities [12]. A potential solution is a weighted PID

control approach, which uses two actuators with three setpoints: the transferred heat power and

the heat exchanger outlet temperature on the grid and house side [131]. This method effectively

reduces the rigid coupling between prosumers, thus mitigating issues like pump blocking. A

similar concept for heat exchangers simultaneously controls heat flow and outlet temperatures

using a feed-forward controller [140]. One limitation of this controller operation is the assumption

of knowing the temperature difference on the prosumer system’s side.

A different approach integrates a passive balancing unit and decentralized pumps for both

feed-in and extraction [141]. These pumps are controlled to maintain grid temperature set-

points. This method relaxes the control problem by utilizing the thermal inertia of the transfer

station along with the passive balancing unit, enabling stable grid operation, as shown in an

experimental study.

As illustrated in this section, the landscape of DHC is evolving rapidly, with advancements

in 4GDH and 5GDHC systems paving the way for more efficient, sustainable, and adaptable

energy networks. The trends highlighted here reflect a dynamic field poised for significant trans-

formation from integrating prosumers and strategically managing temperature and pressure in

DHC grids to exploring innovative control methods and balancing heating and cooling demands.

The subsequent chapters of this dissertation present a simulation and experiment environment

specifically designed to further explore and analyze these trends. This infrastructure aims to

bridge the gap between theoretical insights and practical applications, contributing to a deeper

understanding and effective implementation of these advanced concepts.



Chapter 3

Optimal arrangement of the heating

system for prosumers

Prosumer systems in DH grids comprise heat generators, heat consumers, TES, and a bidirec-

tional heat transfer station, which allows for various arrangements. Looking at common modern

heating systems with heat generator, TES, and heat consumer already shows two parallel ar-

rangement options, each with distinct advantages and disadvantages. These systems can be

categorized into 4-pipe and 2-pipe systems [142], as illustrated in Figure 3.1.

Figure 3.1: TES integration into the heating system: a) 4-pipe system vs. b) 2-pipe system

The 4-pipe system completely separates the flow from the heat generator and the consumer,

where each has its dedicated port on the TES. A challenge with this system is potential mixing

due to high volume flows, especially if internal flows oppose each other, as in the example in

Figure 3.1 [143]. This can be mitigated using baffle plates and strategic port positioning.

By contrast, the 2-pipe system uses a single inlet and outlet connected to heat generation

and consumption. The flow through the TES is determined by the difference between the

generation’s output and the consumption’s intake. A limitation is that the heat generator and

consumer flow are not fully decoupled, leading to potential mutual influence on volume flows,

such as an unintended flow when pumps are off. This can be prevented using an electric ball

valve.

Both systems present their unique advantages and challenges. The selection between them

largely depends on specific demands of the heating setup, such as the type of heat generator.

More possibilities arise when considering combinations with serial options. Integrating the bidi-

rectional heat transfer station in prosumer-based systems further expands the range of possible

17



3. Optimal arrangement of the heating system for prosumers 18

configurations. The connection to the DH network imposes the additional requirement to ensure

low network temperatures.

Incorporating prosumers also offers new strategies to lower the supply temperature below the

minimum DHW temperature requirements. One approach uses decentralized heat generators

to elevate the supply temperature to necessary levels. Alternatively, implementing variable grid

temperatures allows the grid to operate at high temperatures for DHW only at specific times

and the TES storing high-temperature heat for later use.

The multitude of factors complicates the identification of an ideal component arrangement

for prosumer systems in DH grids. Therefore, the following publication analyzes the optimal

component arrangement. A simulation study with models in SimulationX allows the analysis of

the feed-in potential, efficiency, and the network’s return temperature. Different heat generator

types and grid supply temperature levels are examined to comprehensively evaluate various

possibilities. Additionally, the study considers how the primary mode of prosumers — either

extracting from or feeding into the DH grid — influences the determination of the optimal

system configuration.
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Abstract

Prosumer-based district heating networks attract an increasing interest in energy research. There are numerous publications
addressing the prosumer integration into district heating networks with a focus on grid side operation. However, the operation
of the prosumer side has not been extensively investigated in the literature where bidirectional heat transfer stations, heat
generators, consumption and storages can be connected in different ways. These different connections have different influences
on the district heating network operation that require deeper analysis and understanding.

This paper evaluates the influence of using different prosumer side system configurations as well as their suitability for
prosumer-based district heating networks. Beginning with the characteristics of possible prosumer side configurations this
paper evaluates the applicability of these configurations according to the number of components and operational flexibility.
Subsequently, the most promising subset of the evaluated configurations are simulated in realistic scenarios using SimulationX®
software and its Green City toolbox to gain detailed insight into their operation and efficiency. The simulated configurations
are analyzed with respect to exportable excess heat, grid temperatures and the overall efficiency of the heat supply. The
configurations are studied in various scenarios that differ in heat generation type (heat pump, solar thermal collectors or
combustion device) and the necessary supply temperatures on the prosumer and grid side.

In conclusion, this paper provides a decision guidance to select the most suitable prosumer side configuration for a desired
district heating network and consumption temperatures.
c⃝ 2021 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

In order to reach the climate change goals of the Paris agreement, all energy sectors have to reduce their
emissions drastically, including the heating sector. Within the heating sector, district heating and cooling grids
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Nomenclature

3WV 3-way valve
CG Combustion-based heat generators
DH Bidirectional district heating station
DHW Domestic hot water
HC Heating consumption
HG Heat generation
HP Heat pump
LTDH Low temperature district heating
ST Solar thermal collectors
TS Thermal storage
ULTDH Ultra low temperature district heating

are one promising aspect to reduce emissions [1]. District heating grids were introduced in the 19th century and
have evolved since then from high temperature steam grids to modern, low temperature systems, increasing their
efficiency step by step [2].

One possibility to further reduce the CO2 emissions of district heating system is to integrate prosumers.
Prosumers are market participants, who can produce and consume energy. In district heating grids, prosumers can
feed excess heat into the district heating grid, or extract heat from the grid, if it is more economic for them [3].
The excess heat ideally comes from low emission heat generators, such as solar thermal collectors, heat pumps
or combined heat and power units. The integration of prosumers or a decentralized heat supply can also reduce
heat losses due to lower transport distances [4]. The potential of prosumer based district heating stations is high
especially in areas with mixed building stocks [5].

Decentralized feed-in to the district heating grid results in several effects, not considered in standard district
heating grids. The decentralized feed-in can lead to a local drop of the supply temperature and a locally increased
flow velocity [3]. Also, the flow direction within the district heating grid can change due to different feed-in points,
resulting in a supply frontier in which there is no flow and thus the temperature drops, leading to stronger thermal
stress of the pipes [6]. This might require a transformation of today’s district heating networks into smart district
heating networks [3].

The integration of heat from prosumers demand a new approach for the district heating substation, especially since
different heat sources often require individual concepts. For the utilization of low temperature waste heat, a heat
pump can be used in the heat transfer station to raise the low temperature level of waste heat to the necessary heat
network temperature [7]. Decentralized heat pumps can also be used directly to substitute existing heat generators
in heat networks [8]. Another possibility for the use of heat pumps in the transfer station are so-called booster heat
pumps. This offers the possibility of using very low heat network temperatures. If heating and cooling are used
simultaneously, the waste heat or cold of the heat pumps can also be used very effectively by means of intelligent
control [9,10]. Several other publications discussed the integration of solar thermal collectors into prosumer-based
district heating systems. On the grid side, the three possible feed-in types are ‘return to flow’, ‘return to return’
and ‘flow to flow’, of which ‘return to flow’ is the option, chosen as the best by Mangold et al. [11]. Rosemann
et al. shows a control algorithm for a prosumer substation with solar thermal collectors, where the consumption
side connects both the collectors and the district heating grid [12]. Another approach is presented by Lamaison
et al. and Paulus et al. where the district heating substation works as hydraulic switch, connecting the consumer,
the solar thermal collectors and the district heating grid [13,14].

The above referenced publication made good progress with the prosumer district heating connection, however
their common assumption was a system without a storage. Nevertheless, can the introduction of a storage be
beneficial for heat prosumers because of the increased flexibility, especially for small scale district heating grids.
When using a storage, the number of possible combinations rises dramatically.

The influence of the house side of heat prosumers has not been studied to the best of our knowledge. Therefore,
this paper investigates which combination is best suited for different heat prosumers. First, the different components
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heat generators (HGs), heating consumption (HC), the district heating substation (DH) and the thermal storage
(TS) are characterized. Based on this characterization, various configurations are defined for a scenario analysis.
This scenario analysis simulates configurations with the different HG types heat pump (HP), combustion-based heat
generator (CG) and solar thermal collectors (ST). The results are used to rate the configurations and offer a guidance
to select the most suitable prosumer side configuration.

2. Prosumer system components

In this chapter, the different prosumer system components are described and possible restrictions for the usage
in a prosumer system are highlighted.

2.1. Heat demand

The heat demand consists of HC and domestic hot water (DHW) consumption.
HC can be classified into two temperature levels: Radiator panel heating, where the supply and return temperature

is 60 ◦C and 45 ◦C respectively and surface heating, where the temperature is 40 ◦C and 30 ◦C respectively. The
supply temperature of the HC is controlled by a mixing station to provide a constant temperature for the heating
system. The flow rate is controlled by a thermostat.

In order to decouple the DHW demand from the heat production, the DHW consumption is directly linked to
the TS. To prevent problems with legionella, the temperature of the DHW reservoir is restricted, e.g. the German
standard requires DHW to be heated to 60 ◦C or higher for DHW systems with a total content of more than 3
l [15].

2.2. Thermal storage

The integration of several TS tanks was excluded since heat systems normally only have one TS and to keep
the number of variants manageable. The TS can have several connections at different heights. This improves
the temperature layering within the TS, so that for example water layers with high temperature are at the top
separated from colder water layers and thus preventing exergy losses by the mixing of hot and cold water. The
temperature layering can be maintained very well during operation if loading and unloading is done correctly [16].
The temperature of the TS can be measured at different height levels.

In order to fulfill the hygienic requirements, the DHW circuit and TS are separated with an internal or external
heat exchanger. Fig. 1 shows the two possible DHW integrations.

Fig. 1. DHW storage integration (a) with external heat exchanger, (b) with internal heat exchanger.

2.3. District heating substation

The focus of this paper are district heating systems with low supply temperatures, which Østergaard et al.
classified as low-temperature district heating (LTDH) with supply temperature range between 50 ◦C and 65 ◦C
and ultra low temperature district heating (ULTDH) with a supply temperature range between 30 to 50 ◦C [17].

These temperature ranges define possible configurations. LTDH are able to provide a temperature level that fulfills
DHW demands and can thus be combined with high and low temperature HC and/or directly to the TS. ULTDH
in contrast cannot provide heat fulfilling DHW demands and requires an additional HG.
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2.4. Heat generators

For the comparison of prosumer system configurations, HGs are divided into three subgroups:

• HP, which have a constant temperature difference between supply and return temperature;
• volatile ST and
• CG with a controllable supply temperature.

Heat pumps:
With rising supply temperatures, the efficiency of HPs decreases. For this reason, the internal control of standard

HPs does not allow influencing the supply temperature directly, but runs at a constant temperature difference between
supply and return temperature to maximize the efficiency. In order to reach high supply temperatures, e.g. for DHW,
the return temperature has to increase accordingly. This can be done best by using the layering of the TS and
extracting the return water from a higher, warmer storage level.

When connecting the HP to the TS, two 3-way valves (3WV) are used to switch between low and high
temperature operation. Fig. 2 shows a common configuration without the connection to DH according [18].

Fig. 2. Common HP integration.

Due to the bad efficiency of HPs at high temperature, only low temperature HC is considered.

Solar thermal collectors:
In contrast to other HG units, ST is a volatile HG, which means, it cannot be used as a single heat source. In

order to prevent ST from freezing during winter, antifreeze is added. This requires ST to be in a separate circuit,
where the heat is transferred with a heat exchanger, normally done in small heating systems with an internal heat
exchanger within the TS.

Combustion-based heat generators:
The supply temperature of CG, like condensing boilers or combined heat and power, can normally be controlled

directly and has little influence on the efficiency of the heat generation. The efficiency of a CG is mostly dependent
on the return temperature and rises due to the condensing effect, if the return temperature is lower.

3. Prosumer system combinations

The possible prosumer system combinations can be divided into three categories:

• Parallel combinations, where all elements are connected to the TS;
• Serial combinations, where three elements are connected in series;
• Mixed combinations, where parallel and serial features are realized.

An overview and preliminary characterization of 14 possible combinations is published separately [19]. Fig. 3
shows the 9 combinations that were chosen for further investigation. The other combinations were excluded due to
high estimated exergy losses, too little flexibility or because they are not usable in prosumer-based district heating
grids.

The combinations can be evaluated by the following criteria:

• Costs, related to the number of necessary components like pumps and valves or if special components have
to be used.

• Operational flexibility, defined by the flexibility to switch between heat extraction and feed-in and the flexibility
of controlling the feed-in temperature and power.
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Fig. 3. Parallel combinations (P1 to P5), serial combinations (S1 and S2) and mixed combinations (M1 and M2).

4. Scenario analysis

The combinations presented in the previous chapter are evaluated using a scenario analysis to identify the
configuration best suited for different heat prosumers. For this purpose, the configurations are simulated for the
different cases ‘extraction’, ‘no grid’ and ‘feed-in’.

4.1. Simulation model

In order to assess the performance of different prosumer side configurations, they are simulated using the
SimulationX® software. SimulationX is based on the modeling language Modelica. The integrated Green City library
provides a wide range of component models of state-of-the-art energy supply systems, including detailed models
of thermal components [20]. Most elements of the Green City library are accessible, thus making it possible to
customize individual simulation blocks. Pipe losses and insulation are neglected for the model as these are specific
to individual constructions and the paper aims at deriving general conclusions on the investigated configurations.

For the simulation, existing TS and HC models where used. The three different HG models were derived and
the control strategy of Section 4.2 was implemented. The DH simulation block was split into a DH-feed-in block
and a DH-extract block. Fig. 4 presents the framework of one prosumer system configuration.

Fig. 4. Model of a prosumer with a HP and the configuration P5.
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4.2. Control strategy

The control strategy of the DH was based on the strategy of Rosemann et al. [12], where the volume flow of the
pump on the prosumer side operates with a constant flow rate. The flow rate on the grid side is controlled to reach
the supply temperature on the prosumer side when extracting heat and to reach the supply temperature of the grid
side when feeding in. When classifying the feed-in potential, the control strategy tries to feed in as much heat as
possible.

The criteria for feed-in or extraction are:

• Feed-In:
Switched on: Tstorage,top > 60 ◦C + ∆T and Tstorage,middle > 40 ◦C + ∆T
Switched off: Tstorage,top < 60 ◦C or Tstorage,middle < 40 ◦C

• Extraction:
Switched on: TStorage,top < 55 ◦C or TStorage,middle < 40 ◦C
Switched off: TStorage,bottom > 55 ◦C/40 ◦C

Information about the control strategy of HG is difficult to assess, since most manufacturers do not share their
individual control strategy. For this reason, a relatively simple control strategy is chosen, which only considers the
temperature of the TS at different layers, which to our knowledge represents a common control philosophy for
HGs, as for example implemented at [21]. Since the purpose of the scenario analysis is to determine the potential
of the different configurations independent of the control strategy, a simple and similar control strategy between the
different HG types is beneficial. The control strategies are implemented as follows

Heat pump (HP):

• Switched on with Tsup,high when TStorage,top,H Pin < 60 ◦C, switch off when TStorage,top,HPout > 60 ◦C
• Switched on with Tsup,low when TStorage,middle < 40 ◦C, switch off when TStorage,bottom > 40 ◦C
• If the switch on conditions for Tsup,low and Tsup,high are true, Tsup,high is produced.
• The volume flow is controlled to have a temperature difference of 10K between Tsup and Tret .

Combustion-based heat generator (CG):

• Switched on when TStorage,top < 60 ◦C or TStorage,middle < 40 ◦C, switch off when TStorage,bottom > 60◦

• The volume flow is controlled to have a constant supply temperature of 70 ◦C.

Solar thermal collectors (ST):

• The ST pump is switched on, when the collector temperature is bigger than the TS inlet temperature.
• The volume flow is controlled to reach the specified supply temperature or switched off, if the TS reaches its

maximum temperature.
• The supply temperature is defined as Tsup = 60 ◦C if the TS inlet temperature is lower than 60 ◦C to provide

water for DHW as efficient as possible. When the inlet temperature is above 60 ◦C, Tsup is changed to 80 ◦C
to further charge the TS.

In order to reduce losses during summer, when no heating, but only DHW is required, the TS is only charged
at the top half.

4.3. Scenario cases

The scenarios are simulated for a whole year. The HC is defined by a five-person household with different
temperature levels: 40/30 ◦C (HC low) and 60/45 ◦C (HC high) according to 2.1. The DHW consumption is used
according to the model of Jordan et al. [22]. The TS has a volume of 750 l and an internal heat exchanger for DHW
and ST, if used.

The HG are sized to cover the load of the building:

• HP: 10 kW at Tsup = 40 ◦C
• CG: 10 kW
• ST: flat plate collector with 12 m2 collector surface
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As described in 2.3, two different temperature levels where assumed for the DH grid. ULTDH with a supply
temperature of 45 ◦C and LTDH with a supply temperature of 65◦.

In order to classify each configuration, the scenarios are run in three different operation phases:

• No Grid:
In this case, the heat is provided solely by the HG and is neither fed into the grid nor extracted from it in
order to determine the efficiency of the configuration.

• Feed-In:
For the case of feed-in, the potential of the configurations to provide heat to the grid will be assessed. In
order to make a preselection for further holistic studies, we only examine the prosumer side possibilities in
this paper. Therefore, the maximum, grid-independent feed-in potential is calculated and the HG is operated
as constant as possible in order to feed as much heat as possible into the grid. In reality, however, the feed-in
is strongly dependent on the current grid conditions. The return temperature of the grid is assumed in this
scenario constant at 45/30 ◦C

• Extraction:
In the extraction scenario, the demand should be covered by the heating network. When using ULTDH, the
HG can support to provide the temperature level required for DHW.
In this scenario, the grid supply temperature is assumed constant at 65/45 ◦C.

4.4. Evaluation

For each operation phase, the efficiencies are evaluated. When no grid is connected, the efficiency ηno grid is
calculated based on the heat demand EDemand and the fuel consumption of the HG E f uel,no grid :

ηno grid =
EDemand

E f uel,no grid
(1)

The feed-in potential is described by the total amount of energy, fed into the grid over the year E f eed in . The
feed-in efficiency η f eed−in is calculated on basis of the additional fuel amount necessary to produce E f eed−in . For
the additional fuel amount, E f uel,no grid is subtracted from the fuel amount of the feed-in scenario E f uel, f eed−in:

η f eed−in =
E f eed−in

E f uel, f eed−in − E f uel,no grid
(2)

When extracting heat from the grid, the return temperature should be as low as possible. Therefor the average grid
return temperature Tret,grid is important to evaluate the configuration. Another criterion is the extraction efficiency,
which can be calculated by dividing EDemand by the amount of energy, extracted from the grid Eextraction plus the
fuel amount E f uel,extraction, if necessary.

ηextraction =
EDemand

Eextraction + E f uel,extraction
(3)

5. Results

All simulation results are published in more detail in [19].
Fig. 5 shows the results of all configurations using a CG. In this case, configuration P1 is in general the best

choice. With this configuration the highest degree of flexibility is obtained, since the feed-in and consumption
temperature level does not depend on the TS condition, but can be directly influenced. Due to low return temperature
on the prosumer side and low TS losses, the efficiency for ‘no grid’ and ‘extraction’ are best and the return
temperature on the grid side during ‘extraction’ is lowest. Since the ULTDH grid cannot provide heat that meets
the temperature requirements of DHW, the CG must generate the necessary heat in this case as shown in Fig. 5c.

If the goal is to achieve the highest possible feed-in, configuration S1 might be interesting for the CG at a low
temperature level of the HC (blue scenario). Another advantage is that fewer components are needed, which saves
costs. However, the flexibility for ‘feed-in’ is limited, since this is only possible when the CG is active and the TS
is sufficiently filled for the DHW demand. The high return temperature during ‘extraction’ is another disadvantage.

When using a HP, only P2, P5 and P5* are possible, since it must be connected directly to the TS. P5* is the
same configuration as P5 but with an additional 3WV in the return line, so that the return flow of the DH can be
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Fig. 5. Simulation results of the CG: Results lie in the range indicated by the different lines; the line color represents different scenarios; two
promising configurations, P1 and S1, are marked separately. (a) shows the efficiency for the different operation phases ‘extraction, ‘feed-in’
and ‘no grid’, (b) shows the averaged return temperature during ‘extraction’, (c) the additional gas power necessary for the CG to heat up
water to DHW temperature when the grid is too cold for ‘extraction’ and (d) shows the maximum feed-in potential during ‘feed-in’. . (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

fed in at different TS heights. Fig. 6 shows the results for this generator. The efficiency for the scenario ‘no grid’
is the same for both configurations with an averaged efficiency (COP) of 3.83.

Fig. 6. Simulation results of the HP: Results lie in the range indicated by the different lines; the line color represents different scenarios;
the possible configurations P2, P5 and P5* are marked separately. (a) shows the efficiency for the different operation phases ‘extraction and
‘feed-in’, (b) shows the averaged return temperature during ‘extraction’, (c) the additional electric power necessary for the HP to heat up
water to DHW temperature when the grid is too cold for ‘extraction’ and (d) shows the maximum feed-in potential during ‘feed-in’. . (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

The results show further that the main use case of the prosumer has to be chosen in advance in order to decide
for the ideal configuration. If the prosumer extracts heat more often from the grid than it feeds in, P2 is the better
choice. This configuration results in a lower return temperature on the grid side and a slightly higher efficiency. In
a ULTDH grid, the HP however has to provide more additional heat to reach the DHW temperature level.

If the main purpose is to feed-in excess heat into a LTDH grid, P5/P5* is the better configuration. The efficiency,
and feed-in potential is significantly higher in this case. P5* shows better results than P5, so it is advisable to use
an additional 3WV. The results show that apart from increasing the efficiency due to the better layering, the feed-in
criteria for switching off is exceeded less often.

For ST collectors, the simulation was done with a TS with an internal heat exchanger. This means, that only
P2 and P5 are possible configurations. The results show, that both configurations show little difference in their
efficiency and yield. The return temperature during extraction is, similar to the HP configuration, slightly better at
P2.
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Varying return temperatures on grid and house side showed for all types of HG that this shifts the results to a
higher or lower level, but does not change the overall characteristics of the configurations.

Fig. 7 shows the daily feed-in potential of HP and CG and the average daily temperature over a time period
of 20 days. It can be seen that the feed-in potential follows the temperature closely, since a high heat demand at
low temperatures leaves only little capacity for feeding in heat. If a high feed-in potential during cold periods is
required for the network, the HG should be oversized compared to dimensioning for standard operation.

Fig. 7. Daily averaged feed-in potential of CG and HP in comparison with the ambient temperature.

6. Conclusion

The presented paper studies possible prosumer system configurations for HG, DH, TS and HC. The results
provide an argumented decision guidance to select the most suitable prosumer side configuration for the desired
HG, district heating network and consumption temperatures. Two configurations were identified in the scenario
analysis, which in general suited best.

The configuration in which all components are directly connected to each other achieves the lowest return
temperature and lowest storage losses. For a combustion-based HG, this leads to the highest efficiency due to
the utilization of the condensation effect. This configuration also has the lowest return temperature on the heat
grid side. This result reflects the best practice recommendations given by engineering offices and plumbers in the
context of the planning of the CoSES laboratory environment at TU Munich [23]. It was recommended to use a
completely parallel setup (P1). However, there are no reference papers or guidelines available on how to integrate
thermal storages that would be suited to verify our results.

Since a direct connection of HP or ST with HC or DH is not possible, a different configuration must be chosen
in which the HG is connected directly to the TS. At high grid temperatures, using of a 3WV between DH return
flow and the inlet to the TS increases the efficiency of heat extraction from the network.
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Chapter 4

Experiment and simulation

infrastructure

4.1 CoSES laboratory

The CoSES smart microgrid laboratory is a state-of-the-art research facility designed to ana-

lyze five prosumers’ thermal and electric behavior in detail. This unique research landscape

combines real hardware, PHIL, a reconfigurable low-voltage distribution grid, as well as 4GDH

and 5GDHC infrastructure. The laboratory’s research infrastructure is broadly categorized into

electric and thermal systems. On the electric side, the primary focus is on the power dynamics

of microgrids. This includes exploring the impact and integration of DERs and sector coupling,

e.g., with Electric Vehicles (EV)s and HPs. Further research areas are voltage and frequency

stability and the transitions between islanded and grid-connected operations. Regarding thermal

systems, the research revolves around the structure and control of individual heating concepts

and future DHC networks. This encompasses integrating prosumers, reducing grid tempera-

tures, designing advanced control strategies, and strengthening sector coupling as described in

Section 2.5.

The general hardware and software requirements of the thermal system of the CoSES lab-

oratory align with those defined by Mohapatra et al. [144] for the electric system, though less

time-critical: The facility should house five prosumers that utilize commercial, state-of-the-art

components when feasible and detailed PHIL emulation where direct implementation does not

make sense. Environmental factors like consumption profiles and weather patterns should be

controllable and replicable. The hardware setup should also be easy to reconfigure and expand

to changing research demands.

The software environment should efficiently manage a variety of controllers, IO cards, and

signals. It should support models irrespective of the originating program, ensuring no constraints

caused by specific software capabilities. Furthermore, an open interface is required to facilitate

effortless interaction, allow different communication protocols, and promote seamless integration

and collaboration among researchers and across various platforms.

Laboratory hardware

Based on these requirements, the CoSES laboratory incorporates commercial components

for heat production, including Combined Heat and Power Units (CHP)s, HPs, mixing stations
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for temperature and volume flow regulation, thermal and electric storage systems, Photovoltaic

(PV), and EV charging stations. For heat consumers and emulation of environmental conditions,

the laboratory employs PHIL to include dynamic responsiveness. Unlike traditional experiments

with recorded time series as setpoints, the laboratory’s current state dynamically influences

future setpoints. For instance, a drop in heat output results in a decline of the simulated room

temperature, subsequently leading to a heightened demand, which influences the new setpoint.

Moreover, PHIL experiments offer the advantage of reproducibility compared to field tests.

The laboratory’s modular building design simplifies the system’s complexity and offers flex-

ibility for easy interchangeability and reconfiguration. These modules are interconnected us-

ing metal hoses, facilitating swift adjustments to the hydraulic arrangement, such as altering

connections to ports situated at varying heights on the TES. Moreover, select modules are

designed to allow simple switching between different configurations. With the integration of

ball valves, rapid transitions between these configurations are possible without breaching the

hydraulic circuit. For instance, by simply manipulating specific ball valves, the TES connection

can seamlessly toggle between the 2-pipe and 4-pipe configurations as elaborated in Chapter 3,

eliminating the need for module reassembly.

Laboratory control

Each building is equipped with real-time controllers and IO cards from National Instru-

ments (NI), which are managed by NI VeriStand. This choice is motivated by multiple factors:

NI provides a diverse range of real-time controllers and IO cards specifically designed for var-

ied applications. Their robust interface ensures seamless integration between hardware and

the real-time software environment, streamlining the management of controllers and signals.

Furthermore, NI VeriStand supports Dynamic Link Library (.dll) model integration, making it

compatible with a wide array of programs, such as SimulationX, which is used for the PHIL

simulation models. A further advantage is its API compatibility with NI LabVIEW, which

simplifies managing non-time-critical tasks like data logging, algorithmic communication, and

debugging of NI LabVIEW-developed models. The software is modular and similar in structure

to the hardware, allowing software modules to be reused in different buildings.

Specific prosumer requirements

To investigate prosumers within DHC grids, our laboratory design adheres to several specific

requirements:

• Multiple Prosumers: Multiple prosumers in the laboratory are vital to allow an in-depth

analysis of their mutual hydraulic and thermal influence and to gain knowledge of the

intricate dynamics and interactions within the grid.

• Bidirectional Transfer Stations: Prosumers are equipped with a bidirectional transfer sta-

tion enabling reversible flow. Since bidirectional pumps are unavailable, the laboratory

employs two pumps and ball valves to realize bidirectional flows through the heat ex-

changer. An alternate approach would be combining two 3-Way Valve (3WV) with a

singular pump. Both approaches are shown in Figure 4.1a). Each prosumer is equipped

with a heat exchanger, and one is additionally equipped with a BHPTS for 5GDHC.

Additional BHPTS can be emulated with PHIL, as described by Angelidis et al. [12].
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• Diverse Network Analysis: The laboratory allows the investigation of various network

topologies and types. This encompasses topologies such as line, ring, tree, and meshed

structures. Additionally, the laboratory allows the study of network types featuring non-

pressurized or pressurized supply lines, as illustrated in Figure 4.1b). One advantage

of non-pressurized supply lines in prosumer-based DHC grids is the comparatively lower

pressure head required for individual pumps. However, this necessitates a pump instead

of a control valve for extraction from the supply line.

Figure 4.1: Integration of prosumers in DHC: a) illustrates potential hydraulic configurations, b)
presents two types of DHC networks: non-pressurized supply line (top) vs. pressurized supply
line (bottom).

The following paper describes the modules and the software concept of the CoSES laboratory

and the first experimental results. The primary objective is to enhance collaboration with

fellow researchers by providing them with a comprehensive understanding of the laboratory, its

capabilities, and its limitations. By doing so, interested researchers can better determine if and

how the CoSES laboratory might support their research activities. Furthermore, our detailed

description of the hardware and software design aims to provide inspiration for researchers

planning to develop a similar laboratory setup.
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New control strategies for thermal systems and innovative district heating and cooling grids can help to 
decarbonize the thermal sector. Before implementing these new concepts, they should be validated, ideally with 
commercial hardware but without influencing user comfort. For this reason, the laboratory at the research center 
for Combined Smart Energy Systems (CoSES) at the Technical University of Munich (TUM) was designed. By 
combining commercial hardware with Power Hardware in the Loop simulations, the laboratory enables research 
in a controllable, but realistic setting without affecting real users. It consists of five prosumers equipped with heat 
generators and thermal storages. All prosumers are linked with an adjustable district heating and cooling grid. 
The modular hardware and control architecture presented in this paper covers management-, automation-, field-
level control and offers interfaces to external control. A case study shows that prosumer integration into flexible 
district heating grids can reduce overall heating costs but requires intelligent control concepts for transfer stations 
and heat generators. The conducted experiments emphasize the importance of validating control strategies in 
laboratory environments. They allow the analysis of phenomena that are difficult and impractical to model 
accurately with existing simulation tools. The structure and capabilities of the laboratory are presented in order 
to foster collaboration with other researchers.

1. Introduction

Around half of the global final energy consumption is caused by 
heating and cooling [1]. 46% of the heating and cooling energy is used 
in residential and commercial buildings, mainly for space heating and 
domestic hot water (DHW) [1]. Currently, most of the energy used for 
heating comes from fossil fuels or biomass [1] while space cooling is 
typically provided by electrically powered fans or air conditioners [2]. 
To decarbonize this sector, district heating and cooling (DHC) grids can 
be a key element [3–6]. In recent years, the development of DHC grids 
has been focused on the following key aspects:

• Grid temperatures for district heating grids are reduced to mini-
mize transport losses and enable the integration of low temperature 
heat sources [7].

• DHC, electric and gas grids are combined to exploit synergies. 
Those synergies can increase energy flexibility needed for balanc-

* Corresponding author.
E-mail address: d.zinsmeister@tum.de (D. Zinsmeister).

ing intermittent and volatile renewable energy sources and achieve 
the optimal efficiency of the overall energy system [8–11].

• Formerly unused energy sources are integrated into DHC grids, by 
using booster heat pump transfer stations that feed excess cold into 
the DHC grid during heating and vice versa [9,12,13] or by in-
tegrating decentralized heat sources and prosumers analog to the 
electric grid [14–16].

• Control strategies are improved to reduce grid return temperatures, 
e.g. by motivation tariffs [17] or by integrating low temperature 
district heating grids into an existing district heating grids [18]. 
In addition, energy sources can be integrated in a more intelligent 
way, e.g. by introducing new market mechanisms to district heat-
ing systems [19,20] or by implementing Model Predictive Control 
(MPC) to improve waste heat utilization [21].

When developing and evaluating new approaches in DHC research, 
simulation models are often used. However, simulations do not always 
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adequately represent realistic behavior, like the dynamic behavior or 
the internal control of components. Laboratories are still useful to em-
ulate commercial products, map interactions of different control layers 
(management, automation, field control) and to validate control strate-
gies without influencing user comfort. The requirements for a smart 
energy laboratory with a focus on district heating systems are:

• a detailed emulation of prosumer behavior in smart energy systems 
including heat and cooling rates within the building must be possi-
ble,

• commercial equipment for heat generators and storages shall be 
used,

• the boundary conditions and all components must be completely 
controllable, independent from external influences and the envi-
ronment (climate, weather etc.),

• sector coupling must be featured to enable investigations on the 
interaction of the thermal sector with other sectors, such as elec-
tricity or mobility.

Several laboratories for heating or DHC systems test individual com-
ponents, like heat pumps [22], booster heat pump transfer stations [23]
or decentral feed-in stations [24,25]. In order to test the behavior of 
DHC grids, other laboratories consider complete, small-scale DHC grids. 
The Energy Exchange Lab at Eurag Research [26] in Bozen emulates the 
behavior of a small low temperature district heating grid with different 
generators (combined heat and power, condensing boiler and solar ther-
mal) and a configurable grid length. Heat pumps emulate prosumers 
that extract heat or feed it into the grid. The District LAB of Fraun-
hofer IEE is being built and will feature a flexible heating grid, a pipe 
test bench for mechanical tests and different control concepts [27]. The 
NODES laboratory investigates the effects of thermal cross-linking, in 
unidirectional, bidirectional, or meshed grid topologies. It consists of a 
simplified district heating grid with three consumers, a seasonal storage 
and a heat source [28].

Although these laboratories focus on the investigation of DHC grids, 
prosumers and consumers are not emulated in detail, neglecting effects 
within buildings. Moreover, the synergy between DHC grids and elec-
tric grids cannot be analyzed in detail in these laboratories. In order 
to fill this gap, the research center for Combined Smart Energy Sys-
tems (CoSES) at Technical University of Munich (TUM) was developed 
[29]. The CoSES laboratory enables research on innovative concepts of 
DHC grids and smart energy systems. It emulates five houses, one multi-
family house (MF) and four single-family houses (SFs), equipped with 
decentralized electricity and heat generators, electric vehicle charging 
stations and controllable thermal and electricity loads. A configurable 
electric and DHC grid connects the houses. The setup allows a holistic 
investigation of sector coupling in the building domain and supplements 
the existing laboratories with its detailed emulation of prosumers and 
their impact on DHC and power grids.

This paper describes the architecture of the CoSES laboratory, with 
focus on a detailed description of the thermal subsystem. The proposed 
design of the laboratory can be used as an architecture template for 
other DHC laboratories. The goal is to present the design, capabilities 
and limitations of the laboratory, as well as the operation principles in 
order to share the experience, help in designing similar laboratories and 
foster collaboration and exchange with similar laboratories as well as 
with other research institutions and companies in this field. The labora-
tory is designed to test control strategies for new generation DHC grids, 
analyze new concepts for bidirectional heat and cold transfer, gener-
ate data to validate simulation models and quantify the sector coupling 
potential of different setups.

The laboratory can be used for research on 3rd and 4th generation 
and ambient temperature heat grids. Older generations cannot be tested 
as they require temperatures above 100 °C. Moreover, research on 2nd, 
3rd and 4th generation cooling grids is possible. The classification into 

Fig. 1. Different layers of the CoSES laboratory. Five prosumers are connected 
by a district heating and cooling grid.

the different generations is based on Lund et al. [8] and Østergaard et 
al. [30].

A case study is conducted with the target demonstrating how the 
laboratory works. The case study shows that the laboratory provides 
insights into DHC systems that are hard to simulate. This includes the 
behavior of commercial equipment. Heat generators, for example, are 
influenced by their internal control and external influences that can 
hardly be captured, while pumps and valves behave non-linearly. In ad-
dition, we were able to gain first findings on the operation of prosumer-
based DHCs.

The paper is structured as follows: Chapter 2 describes the hard-
ware components of the laboratory. The communication and control 
structure is presented in chapter 3. Chapter 4 shows a case study before 
chapter 5 discusses the strength, limitations and research potential of 
the laboratory. In chapter 6 the conclusions are drawn.

2. Thermal energy system

Fig. 1 shows the layout of the CoSES laboratory, which can be di-
vided into three layers:

• The electricity layer consists of a flexible electric grid, battery stor-
ages, electric vehicle charging stations and emulates distributed 
generators and consumption at household level. The electric side 
is described in detail by Mohapatra et al. [31] and Christange [32].

• The thermal layer consists of five thermal prosumers that are con-
nected with an adjustable DHC grid and is described in detail in 
the following section.

• The communication and control layer controls and monitors the 
experiments and is described in detail in section 3.

The laboratory consists of five houses which are connected with a 
DHC grid. The length of the grid between the houses can be adjusted 
with a DHC grid emulator according to the experiment setting (see Sub-
section 2.1). This module is necessary since the houses in the CoSES 
laboratory are located with a maximum distance of 10 meters. It em-
ulates heat losses and the time delay of temperature changes between 
two houses over variable distances, as will be explained in the later 
subsection. The modules can also be used to add additional emulated 
houses into the system by mimicking the dynamics of a house through 
cooling or heating the water in the pipe.

The laboratory components were selected with the aim of cover-
ing as wide a range of household technologies as possible. A catalog 
of criteria was prepared for this purpose; among other things, all heat 
generators had to be controllable by an energy management system. In 
addition, heat generators were selected to cover a broad range of appli-
cations:

• Heat generators with a low purchase price: condensing boiler
• Conventional technology for sector coupling: combined heat and 

power units (CHPs)
• Renewable technology for sector coupling: Heat Pumps (HPs), with 

different heat sources
• Volatile renewable heat generators: solar thermal emulators



Smart Energy 9 (2023) 100095

3

D. Zinsmeister, T. Licklederer, S. Adldinger et al.

Table 1

Overview of the heat modules of each house.

SF1 SF2 SF3 SF4 MF5

Heat Generator CHP (2 kWel, 5.2 kWth)
Condensing boiler 
(20 kWth)
Solar thermal (9 kWth)

Condensing boiler 
(20 kWth)
Air source HP (10 + 
6 kWheat, 9 kWcold)
Solar thermal (9 kWth)

Ground source HP (10 
+ 6 kWheat)
Solar thermal (9 kWth)

Stirling engine (1 kWel, 
6 kWth)
Integrated auxiliary 
boiler (20 kWth)
Integrated electric 
heating rod (6 kWth)

CHP (5 kWel, 11.9 kWth)
CHP (18 kWel, 34 kWth)
Condensing boiler 
(50 kWth)

Thermal Storage 800 l 785 l 1000 l 1000 l 2000 l

Domestic Hot Water Fresh water storage 
(500 l)

Fresh water station Fresh water station Internal heat exchanger Fresh water station

Transfer Station Bidirectional HCTS 
(30 kWth)
bHPTS (19 kWheat, 
14 kWcold)

Bidirectional HCTS 
(30 kWth)

Bidirectional HCTS 
(30 kWth)

Bidirectional HCTS 
(30 kWth)

Bidirectional HCTS 
(60 kWth)

Thermal load emulator 30 kWheat, 9 kWcold 30 kWheat, 9 kWcold 30 kWheat, 9 kWcold 30 kWheat 60 kWheat

Fig. 2. General structure of the houses, the red line indicates the supply pipe, 
blue the return pipe.

Furthermore, thermal storage systems are used to decouple generation 
and demand. For this purpose, different sizes, designs and connections 
were selected for the storage units. Fig. 2 and Table 1 show the general 
structure of each house, which consist of the following elements:

• Heat and cold transfer stations (HCTS, see Subsection 2.2):
Each house is equipped with a bidirectional HCTS. SF1 has an ad-
ditional booster heat pump transfer station (bHPTS).
The bidirectional HCTS connects the house to the DHC grid. With 
this module, heat or cold can be extracted from or fed into the grid. 
It is designed for a return-to-supply feed-in, since this is the most 
efficient feed-in setup [33]. Other setups, like supply-to-supply or 
return-to-return feed-in as described by Lamaison et al. [33] could 
be realized with minor modifications.
The bHPTS can be used for both, heating and cooling. It consists 
of a standard heat exchanger and a booster heat pump (BHP), a 
water-source heat pump, using the DHC grid as the heat source. If 
grid temperatures are higher than the water in the heating system, 
a heat exchanger is used to extract heat from the grid. If grid tem-
peratures are too low for direct usage, the BHP operates. The cold 
extraction operates in a similar way.

• Heat generators (see Subsection 2.3):
In order to have realistic behavior, the laboratory uses real heat 
generators. Solar thermal heat generators are emulated with con-
trollable electric heaters, to run experiments independent of out-
door weather conditions. Table 1 provides an overview of the tech-
nical specifications of the different heat generators and in which 
house they are installed.

• Thermal load emulators (see Subsection 2.4):

Since no real consumers are connected in the CoSES laboratory, the 
heat and cold consumption is emulated. Setpoints can be provided 
by PHIL or from predefined data, e.g. from field test measurements.

• Thermal storages and domestic hot water (DHW) systems (see Sub-
section 2.5):
Thermal storages of different sizes from 500 l to 2000 l are used 
in the laboratory. All storages have several inlet and outlet ports 
at different heights. Three storages are connected to solar thermal 
systems with an internal heat exchanger and the storage in SF4 is 
equipped with an internal electric heating rod.
Since DHW has very high hygiene requirements as compared to the 
heating system, the two circuits are separated. DHW is heated by 
the thermal storage tank using heat exchangers.

The CoSES laboratory uses a modular system architecture, which al-
lows easy adaptations and expansions according to specific experiment 
requirements.

2.1. District heating and cooling grid emulator

Fig. 3 shows the structure of one pipe of the DHC grid emulator, 
which heats or cools the water in the DHC grid according to the desired 
pipe temperature for supply or return. The pipe temperature is provided 
by the user or a PHIL simulation model. Check valves are used to rectify 
the flow in the active part of the emulator, allowing it to be used in both 
flow directions (➀). The DHC grid emulator has two operation modes:

• If the desired pipe temperature is higher than the inlet temperature, 
the water is heated up by an electric heating rod (➄).

• If the desired pipe temperature is lower than the inlet temperature, 
the 4-way-mixer is used to exchange hot water from the grid with 
cooling water (➁). A control valve on the cooling water inlet is 
used to match the cooling water pressure to the grid pressure (➂). 
Another control valve at the cooling water pipe controls the water 
flow, to ensure that the flow rates in the DHC grid, upstream and 
downstream of the mixer, are identical (➃). The electric heating 
rod has a high thermal mass, which has a negative effect on the 
dynamic response. For this reason, a bypass is included. A 3-way 
mixing valve controls whether the flow goes through the bypass or 
the heating rods (➅).

2.2. Heat and cold transfer station

Two different types of HCTS are installed at the CoSES laboratory, 
bidirectional HCTS and a bHPTS.
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Fig. 3. District heating and cooling grid emulator: a) schematic drawing; b) setup at the CoSES laboratory.

Fig. 4. Bidirectional heat and cold transfer station: a) schematic drawing; b) setup at the CoSES laboratory.

2.2.1. Bidirectional heat and cold transfer station

Each bidirectional HCTS has two circuits that can be used in a dis-
trict heating grid with three different temperature levels or a DHC grid. 
Fig. 4 shows one circuit of the bidirectional HCTS. A heat exchanger 
separates the DHC grid and the house circuit (➂). Due to the pressure 
difference between the supply pipe (red) and return pipe (blue), the wa-
ter flow for heat or cold extraction from the grid can be controlled by a 
control valve (➀), while a grid pump is required for feed-in (➁). On the 
house side, the flow is controlled by two separate pumps (➃ and ➄).

2.2.2. Booster heat pump transfer station

In the laboratory, the bHPTS ‘WP Grid HiQ F14’ from Ratiotherm 
[34] is installed and its schematic is shown in Fig. 5. The heat exchanger 
(➀) and the BHP (➁) separate the grid from the house.

Inside the house, the flow can be channeled through the heat ex-
changer or the HP by the electric ball valves (➃). The flow rate is 
controlled by the pump (➄) and an electric heating rod is installed as 
an auxiliary heater (➅).

On the grid side, the flow through the heat exchanger or BHP is 
controlled by another set of control valves (➂). In standard configura-
tion, water flows from the warm supply pipe to the cold return pipe for 
both heat and cold extraction. The pressure in the supply pipe is higher 
and therefore, no additional pump is needed to generate water flow for 
cold extraction. More efficient options for cold extraction, where the 
flow direction changes, can be investigated with the additional pump 

that generates the volume flow from the return to the supply pipe (➆). 
Electric ball valves are used to include or bypass the pump (➇).

2.3. Heat generators

The installed heat generators are connected to a higher-level en-
ergy or building management system which provides the generation 
setpoints. The internal structure and control of these heat generators is 
not modified to preserve the behavior of commercially available prod-
ucts.

Two different types of HPs are installed in the laboratory. An air 
source heat pump (ASHP) with a nominal heating/cooling rate of 10 
kW/9 kW and a ground source heat pump (GSHP) for heating only with 
a nominal heat rate of 10 kW. Both HPs have a 6 kW electric heater as 
an auxiliary heater that is activated when the heat output is too low.

The commercial HPs installed in our laboratory are operated with a 
constant temperature difference between supply and return. This means 
that the supply temperature can not be specified as a setpoint to the 
HP, but depends on the return temperature from the thermal storage. 
In order to efficiently provide DHW at a high temperature and heating 
at a low temperature, the stratification within the thermal storage is 
used.

Fig. 6 shows the schematic of the HP testbed in the laboratory. Two 
3-way valves (➀) allow the HP to change the connection to the thermal 
storage and switch between the high temperature at the top and the 
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Fig. 5. Booster heat pump transfer station: a) schematic drawing; b) setup at the CoSES laboratory.

Fig. 6. Heat pump emulator: a) schematic drawing; b) setup of the air source heat pump at the CoSES laboratory.

low temperature at the bottom. The ambient heat source is provided 
according to experiment specifications by heating up brine for the GSHP 
or setting the air humidity and temperature in a heating, ventilation and 
air conditioning (HVAC) system for the ASHP.

The laboratory is further equipped with gas powered CHPs and con-
densing boilers. Four different CHPs are used, three gas engine CHPs 
and one Stirling CHP. Three different Wolf ‘CGB’ condensing boilers are 
installed with a thermal output of 14, 20 and 50 kW [35].

Solar thermal heat generators are emulated in the laboratory, to 
run experiments independent of outdoor weather conditions. The heat 
source is a 9 kW electric heating rod, which corresponds to a solar ther-
mal system of up to 15 m2. The water flow is controlled by a pump. 
Solar thermal systems are usually filled with brine to prevent freezing 
and are therefore connected to a separate circuit. They are integrated 
into the heating system through an internal heat exchanger in the ther-
mal storage tanks.

2.4. Thermal load emulator

For experiments, it is necessary to emulate heat and cold consump-
tion in detail. Therefore, thermal load emulators for heat and cold are 
used and controlled according to setpoints defined by the PHIL setup 
(see chapter 3.2) or field test data.

2.4.1. Heat consumption

The heat consumption module is constructed similar to the testbed 
described by El Baz et al. [22] and is shown in Fig. 7.

A commercially available mixing module is installed, which consists 
of a 3-way mixer (➀) and a pump (➁). The 3-way mixer is used to 
reduce the supply temperature according to the setpoint of the heating 
system, e.g. 40 ◦C for space heating. In real houses, the pump generates 
the pressure difference to enable the water flow in the heating system 

and the flow rate is controlled by thermostatic radiator valves in each 
room. Since those valves are not installed in the emulator, a controllable 
pump is used to control the volume flow according to the target flow 
rate. The consumed heat is extracted by a heat exchanger (➂). A control 
valve in the cooling circuit controls the cooling water flow, to reach the 
target return temperature in the heating circuit (➃).

The DHW circuit uses three solenoid valves to emulate the opening 
and closing of different DHW consumers (➄). The flow rate through the 
solenoid valves is set corresponding to different consumers, e.g. taps or 
showers, by three needle valves (➅). The cold water flow is supplied 
by the cooling circuit. As prevalent in houses these days, a circulation 
pump is used to prevent the DHW pipe from cooling down (➆). The 
resulting losses are extracted by a heat exchanger (➇) and a control 
valve (➈), the same way as in the heating circuit.

2.4.2. Cold consumption

The cold consumption is emulated with the solar thermal module. 
As a pump is already installed in the cold generator, the pump in the 
module is bypassed when used as a cold consumer. The electric heater 
is controlled to match the cold consumption.

2.5. Thermal storage and domestic hot water system

The thermal storage is integrated differently for each house and is 
equipped with 10 temperature sensors on its surface at different heights, 
to measure the temperature profile in the thermal storage. Fig. 8 shows 
the storage integration of SF2. Simulations showed that this is the most 
efficient configuration [36]. The ASHP is connected to four ports at dif-
ferent heights and the solar thermal module is connected to an internal 
heat exchanger. DHW is provided by a fresh water station. Ball valves 
(not illustrated in the figure) are connected at each port of the thermal 
storage, allowing a simple reconfiguration.
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Fig. 7. Heat consumption emulator: a) schematic drawing adapted from [22]; b) setup at the CoSES laboratory.

Fig. 8. Thermal storage connection of SF2.

Fig. 9. Schematics of different domestic hot water installations: a) fresh water station, b) combined thermal storage and c) a separate domestic hot water storage.

At the CoSES laboratory, the DHW preparation is always connected 
to the thermal storage. Fig. 9 shows the three implemented options to 
provide DHW:

• Fig. 9.a: Fresh water station — The two circuits are separated by 
an external heat exchanger (➀). An additional pump is necessary to 
pump hot water through the heat exchanger on the thermal storage 
side (➁).

• Fig. 9.b: Combined thermal storage — An internal heat exchanger 
separates the heating and DHW circuit (➂). In this case, no addi-
tional pump is necessary.

• Fig. 9.c: DHW storage tank — DHW is heated by one or more in-
ternal heat exchangers (➃), which can be connected to the heating 
side or solar thermal collectors with an additional pump. An inter-
nal electrical heating rod can also be used to provide heat (➄).

3. Monitoring and control system

The monitoring and control of the laboratory meets various require-
ments, such as processing more than 600 sensors and 300 actuators, a 

high operation frequency and real-time control. This is realized with 
the NI VeriStand software environment that enables easy management 
of real time experiments. NI VeriStand can configure input/output (IO) 
channels, log data, and communicate in real time with hardware [37]. 
It also offers the possibility to include external simulation models as dy-
namic link libraries (dll). These simulation models can be used for PHIL 
applications.

Table 2 gives an overview of the sensors for the equipment of the 
thermal side of the CoSES laboratory.

3.1. General control structure

In order to manage the high number of IO signals and the vari-
ous hardware modules, a modular control software is developed. This 
allows intuitive understanding, modification and expansion of the con-
trol software. Necessary software modules are then combined for each 
house according to hardware specifications.

Each house is controlled by two controllers of National Instruments, 
an Industrial Controller (IC) for the thermal subsystem and a PXI for the 
electric subsystem. A compactRIO (cRIO), connected to the IC, acquires 
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Fig. 10. Control structure of the thermal system: The laboratory equipment with its sensors and actuators exchanges information with the VeriStand environment. 
The VeriStand environment is divided into two parts, one running on the real time controller, the other on the host computer.

Table 2

Overview of sensors used in the CoSES laboratory.

Parameter Sensor type Accuracy Source

Temperature 4-wire PT100 resistance 
sensors of quality class A

±(0.15 + 0.002 ⋅ |𝑇 |) [38]

Humidity Combined air and humidity 
sensor

±2% [39]

Water flow Magnetic flow meter ‘Proline 
Promag E / H 100’ with 
different diameters

±0.5%± 1 mm/s [40][41]

Gas flow Calibrated bellows gas meter 
GR 2.5 from WDV Molliné

[42]

Air flow Hot film anemometer ±0.04 m∕s+ 2% [43]
Voltage LEM CV 3-1000 ±0.2% [44]
Current LEM LF210-S/SP3 ±0.2% [45]

temperatures, counter signals (e.g. from the gas flow meter) and digital 
inputs, while the Remote I/O (REM IO) system measures analog input 
signals. Analog and digital output signals are sent from the REM IO 
system to the components. The execution rate of the controller of the 
thermal subsystem is 100 Hz. Fig. 10 shows the control structure of the 
thermal subsystem.

The control structure can be divided into 5 parts, ‘Conversion’, ‘Log-
ic’, ‘Control’ and ‘Safety’ are deployed directly on the IC while the 
‘VeriStand Interface’ runs in LabVIEW on the host PC and uses an API 
to interact with NI VeriStand [46]:

1. The ‘Conversion’ block converts raw measurement data such as 0-
10 V signals, counter signals, and resistance measurements into the 
corresponding standard unit values. Additional values such as heat 
rate or state of charge can be calculated.

2. The ‘Logic’ block generates setpoints for the laboratory. The set-
points can come from PHIL simulation models, an energy manage-
ment system, external inputs, or direct inputs from the operator.

3. The ‘Control’ block converts setpoints into the respective analog 
or digital output signals, typically using PID and bang-bang con-
trollers.

4. The ‘Safety’ block checks whether signals can be implemented 
safely and if the communication between the host PC and the labo-
ratory is active. If thresholds are violated or the connection is lost, 
a safe value, usually ‘0’ or ‘off’ is passed. All safety interventions 
are recorded with error codes.

5. The ‘VeriStand Interface’ in LabVIEW is used for data logging, the 
integration of energy management systems and external commu-
nication. Common communication protocols enable the communi-
cation to other software or applications such as internet-of-things 
(IoT) as implemented by Mayer et al. [47].

3.2. Power hardware in the loop

The PHIL approach is a key concept for the design of the CoSES Lab-
oratory. PHIL simulation systems are designed based on the hybrid con-
figuration of simulation tools and real hardware and interface through 
digital and analog input/output signals [48]. This allows to simulate 
parts of real systems without losing critical information, which simpli-
fies the laboratory setup. At the same time, the coupling of software and 
hardware can ensure that deviations from setpoints in the experiment 
are taken into account in the simulation through the feedback loop and 
thus influence the future reaction of the experiment. Furthermore by 
combining physical and simulated systems, environmental conditions 
and user behavior can be integrated into experiments. Compared to 
field tests, this allows PHIL experiments to be more easily adapted and 
better reproducible, while not compromising user comfort.

PHIL models can be easily integrated or replaced in the monitoring 
and control concept of the CoSES laboratory. First, a model for NI Veri-
Stand must be created in dll format. The model must run at a constant 
step size that is a multiple of the execution rate of the controller or 
host computer. As shown in Fig. 10, the PHIL model is integrated into 
the NI VeriStand project, where it is connected to ‘Measurements’ and 
‘Setpoints’.

PHIL and simulation models are used for several modules that are 
otherwise hard to emulate in the laboratory:

• Heating and DHW system: A detailed description of the PHIL ap-
proach for this system is described below.

• Cooling system: Set values for supply temperature and volume flow 
are generated to keep the room temperature at its set value. The 
measured supply temperatures and volume flow are used to calcu-
late the set return temperature of the cooling system. This setpoint 
is sent to the cold consumption emulator described in 2.4

• DHC pipes: The outlet temperature setpoint of the pipe is calculated 
in a simulation model based on the measured inlet temperature and 
flow rate. The simulation model considers losses and gains caused 
by the environment. The emulator described in subsection 2.1 is 
controlled so that the set outlet temperature is met.

• ASHP: The setpoints for air temperature and humidity are deter-
mined based on the environment conditions of the PHIL simulation. 
An HVAC system with an electric heating rod and steam humidifier 
is controlled to emulate the setpoints accordingly.

• GSHP: The set value for supply temperature of the brine is calcu-
lated in a simulation model based on the measured return temper-
ature and flow rate. The simulation model calculates heat gains for 
different types of ground collectors depending on the environment. 
The brine is then heated up to reach the set temperature. A more 
detailed description of the PHIL system can be found in [22].



Smart Energy 9 (2023) 100095

8

D. Zinsmeister, T. Licklederer, S. Adldinger et al.

Fig. 11. PHIL setup of the CoSES laboratory. The simulation models generate setpoints for the laboratory considering inputs from laboratory measurements.

• Solar thermal modules: An electric heater emulates the behavior of 
solar thermal modules as described in subsection 2.3. The electric 
heater setpoint is calculated based on the measured return tem-
perature and flow rate, solar thermal panel type, irradiance and 
ambient temperature.

As an example, Fig. 11 shows the application of the PHIL concept in 
the CoSES laboratory for the heat consumption emulator similar to [49]. 
The simulation model of the building is implemented in the Modelica-
based program SimulationX. It simulates the heating controller and the 
heating and DHW consumption.

The heating controller defines the set water flow through the heating 
system (�̇�𝑠𝑒𝑡) and the supply temperature (𝑇𝑠𝑢𝑝,𝑠𝑒𝑡) based on the current 
room and outdoor temperature. The setpoints are sent to the 3-way 
mixer and pump (➀ and ➁ in Fig. 7).

The actual flow rate (�̇�𝑖𝑠) and supply temperature (𝑇𝑠𝑢𝑝,𝑖𝑠) are mea-
sured in the testbed and then sent to the simulation model, where the 
set return temperature from the heating system (𝑇𝑟𝑒𝑡,𝑠𝑒𝑡) is calculated. 
The water of the heating system is cooled by a heat exchanger. The 
cooling water flow is controlled by a control valve (➃ in Fig. 7) to fol-
low the return temperature setpoint.

If setpoints cannot be met, e.g. because the thermal storage is too 
cold or the pumping power is too low, this will be considered in the 
simulation model and lead to a reduction of the room temperature. This 
reduction of the room temperature has to be compensated at a later 
point. Due to this feed-back loop, results are more realistic when using 
PHIL.

The DHW consumption model works in a similar way. The simula-
tion model defines the set heat demand of the DHW system (𝐸𝐷𝐻𝑊 ,𝑠𝑒𝑡) 
based on load profiles. If the DHW supply temperature (𝑇𝐷𝐻𝑊 ,𝑠𝑢𝑝,𝑖𝑠) is 
below a chosen minimum temperature, the DHW consumption cannot 
be fulfilled and has to be either fulfilled at a later point and/or the re-
sults highlight those times.

4. Results

In the previous sections, we showed a detailed description of the 
laboratory infrastructure and the control setup. In this section, we vali-
date the PHIL system for some selected cases to show the functionality 
of the laboratory. We further present a case study with three houses to 
demonstrate capabilities of the laboratory and provide insights into pro-
sumers behavior in DHC systems that are difficult to accurately model 
in existing simulation tools.

Fig. 12. Validation of the PHIL system of the heating system.

4.1. Validation of the power hardware in the loop system

The goal of this section is to demonstrate that the PHIL emulators 
can follow the provided setpoints similar to [49]. All controllers used for 
the PHIL emulators were tuned and validated by step test experiments. 
The results of these experiments are not included in this paper as they 
are trivial. We will not validate the underlying models, as they can be 
replaced and are ideally already validated in the simulation library.

Fig. 12 shows the validation of the PHIL emulator of the heating 
system as described in subsection 3.2. As can be seen, the setpoints can 
be followed well. The 3-way mixer (➀ in Fig. 7) mixes cold water from 
the return (𝑇𝑟𝑒𝑡) with the inlet water (𝑇𝑚𝑖𝑥,𝑖𝑛) and follows the setpoint 
for the supply temperature (𝑇𝑠𝑢𝑝) well. The pump (➁ in Fig. 7) and the 
control valve (➃ in Fig. 7 also follow the setpoints for the flow rate 
(�̇�𝑠𝑢𝑝) and return temperature (𝑇𝑟𝑒𝑡) accurately.

The heat consumption for DHW is specified as an energy setpoint 
(𝐸𝐷𝐻𝑊 ) instead of a setpoint of the water flow. This allows minor devi-
ations in the water flow to be neglected as long as the drawn heat is the 
same after a short time period. Therefore, Fig. 13 shows the drawn heat 
for DHW over time. We can see that there is a small delay during strong 
consumption rates, but the total consumption stays the same. We can 
further see that the supply temperature is above the minimum domes-
tic hot water temperature during consumption. It cools down slightly 
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Fig. 13. Validation of the PHIL system of the DHW system.

Fig. 14. Setup of the case study.

when no water is drawn. This effect can be prevented if the circulation 
pump is activate.

4.2. Case study with three houses

A case study analyzes the integration of prosumers in a DHC system. 
For this purpose, 3 houses are used, equipped according to Table 1 and 
as specified in Fig. 14:

• SF1 uses a radiator heating system. Heat is generated by a CHP and 
can be stored in an 800 l thermal storage. DHW is provided by a 
500 l DHW storage, which is connected to the thermal storage and 
CHP.

• SF2 uses a space heating system. Heat is generated by an ASHP and 
solar thermal panels and can be stored in a 785 l thermal storage. 
DHW is provided by a fresh water station. It is further equipped 
with PV panels.

• SF4 uses a radiator heating system. Heat is drawn from the grid 
or generated with a back-up electric heating rod and can be stored 
in a 1000 l combined thermal storage for heating and DHW. It is 
equipped with PV panels that can be used to directly generate heat 
with the heating rod.

SF1 and SF2 are heat prosumers, meaning that they can feed-in or 
extract heat from the grid, while SF4 is a pure consumer.

In the first step, setpoints are generated with a MPC. A cost optimiza-
tion is conducted for the 3 houses over 24 hours in 15-minute steps with 
the optimization tool urbs [50]. The optimization goal was to minimize 
the total costs for heating and electricity. The costs consist of expenses 
for gas (0.14 EUR/kWh) and electricity (0.32 EUR/kWh) and revenues 
from the sale of electricity produced by PV (0.06 EUR/kWh) and the 
CHP (0.16 EUR/kWh). Electricity and heat demand as well as solar ra-
diation are provided as time series to the model. The same optimization 
is conducted as a benchmark without a heat grid.

The optimization results are shown in Fig. 15. The top graph shows 
the generated and consumed heat. The CHP operates mostly during the 
night, when there is no heat from solar thermal and electricity from 
PV. After the sun rises, heat from renewable sources becomes cheaper 
and dominates the production mix. At this time the thermal storage is 
recharged. Looking at the feed-in and extraction rates, we can see that 
at night, SF1 exports heat to SF4 and during the day to SF4.

The optimization showed cost savings of 30% compared to individ-
ual heating systems, mainly due to better usage of the equipment and 
the high individual heating costs of SF4.

In the morning and evening hours, when the PV production picks 
up or declines, heat is transferred to SF4 both from SF1 and SF2 in 

Fig. 15. Optimal heat flow between buildings.
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Fig. 16. Pump blocking: The pump in SF1 has to overcome a higher pressure 
difference and is blocked by the pump in SF1. A better control strategy could 
avoid this problem as demonstrated by manually reducing the power of the 
pump in SF2 after 2230 s.

Fig. 17. Mixing of hot and cold water in district heating pipes: Pipe 1 between 
SF1 and SF2 cooled during the down time. When SF1 starts to feed in, the water 
in pipe 2 cools down at the beginning until pipe 1 is warm.

a short time period. This means that we have 2 sources at the same 
time. With multiple feed-in pumps, the pumps might block each other 
as mentioned by Licklederer et al. [51]. Fig. 16 shows this effect, when 
SF1 and SF2 should feed in and SF4 extracts heat. Since SF1 is further 
away from SF4, its pump has to overcome a higher hydraulic resistance. 
This results in SF2 being able to provide the required heat while SF1 
provides only a small volume flow and is almost blocked. At 2250 s, the 
power of the pump in SF2 was manually reduced to show that a better 
control strategy could prevent this and result in a better distribution of 
the volume flow.

Another challenge arises due to the fact that there was no flow be-
tween SF1 and SF2 before SF1 starts feeding in. This means that the 
temperature in the pipe is at ambient temperature. Fig. 17 shows prob-
lems that can occur in this situation. When SF1 starts feeding in, cold 
water from pipe 1 mixes with hot water from SF2, which results in a re-
duction of the temperature in pipe 2. This destroys exergy and means 
that SF4 cannot extract heat from the grid in that time period due to too 
low temperatures. The delay and oscillation of the feed-in temperature 
of SF1 are caused by its controller, which could be further improved. 
One option to prevent the grid cooling would be to flush pipe 1 with hot 
water from SF2, before SF1 feeds in. However this has to be considered 
in the resource scheduling.

The case study also showed that the chosen MPC is inaccurate. It 
simplifies the thermohydraulic system to heat only and neglects tem-
perature and pressure constraints. This results in two problems: The 

thermal storage in SF2 is fed by a HP with high volume flow and low 
temperature difference between supply and return, which resulted in 
strong mixing. Although the state of charge of the thermal storage is ac-
cording to the optimization results, the outlet temperature and thus the 
feed-in temperature of SF2 are too low (see Fig. 17). Hou et al. [21] in-
troduced a detailed MPC for prosumers in a DHC system with a thermal 
storage and waste heat from a data center. They achieved more robust 
results than rule-based control. They show that MPCs can be suitable to 
provide good control for prosumer-based DHC systems when the models 
are detailed enough.

Furthermore, neglecting pressure and temperature in the heat net-
work model can lead to setpoints for the volume flow, which cannot 
be reached and might result in feed-in pumps blocking each other. A 
more accurate model of the heat network can reduce the impact of this 
problem.

The findings of the case study show that the laboratory is able to 
reproduce the behavior of district heating systems. The results further 
show that the laboratory is a good complement to simulation models, 
as it allows validation of control algorithms on real hardware and high-
lights phenomena that may have been neglected in simulation models. It 
allows researchers to test their algorithms in a real-world environment, 
providing another step toward implementing innovative approaches 
from research in practice.

5. Discussion

The focus of the thermal side of the CoSES laboratory is on a detailed 
study of thermal prosumer systems in DHCs as well as heating solutions 
for individual homes. Because of this focus, the laboratory has different 
strengths, limitations, and use cases, which are discussed in this chapter.

5.1. Strength

The strengths of the laboratory lie in the very detailed replication of 
the five prosumers by using commercial devices. In combination with 
PHIL, a close to reality operation of the thermal system can be emulated. 
The modular design allows a simple exchange of components depending 
on the research purpose, e.g. experimental heat transfer stations can be 
replaced by commercial ones to analyze and replicate the behavior of 
field experiments. Since most pumps and valves can be controlled by 
the user, novel control strategies can be tested at field level.

Another strength is the integration of the thermal and electric energy 
system. This allows to analyze and optimize sector coupling of thermal 
and electric systems, including real electrical components such as PV, 
batteries or electric vehicles. By measuring the experimental electric 
grid of the CoSES laboratory, effects of different control strategies on 
the electric grid can be determined.

The use of PHIL allows to emulate environmental conditions in a 
controlled laboratory environment without affecting user comfort, as 
would be the case in field tests. In addition, experiment results are in-
dependent of environmental conditions and thus reproducible.

5.2. Limitations

Several limitations of the laboratory come from its design. Due to the 
short distance between the buildings, a PHIL emulator for the thermal 
grid is used to replicate temperature losses and dynamic temperature 
changes. However, this setup cannot reproduce the pressure behavior in 
the pipes of the thermal network. The design with standard pipes lim-
its research to 3rd and 4th generation and ambient temperature heat 
grids as well as 2nd, 3rd and 4th generation cooling grids. Older gen-
erations for heat grids cannot be tested as they require temperatures 
above 100 °C.

The PHIL approach also has drawbacks, as it is only as good as the 
simulation models used for it. Ideally, these simulation models should 
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be validated against real data. This was the motivation of using com-
mercial hardware as much as possible in the initial laboratory design.

Furthermore, the components of the SFs are designed for typical 
household size. This means that they can only feed a small amount 
of excess heat into the grid when the buildings are integrated as pro-
sumers. As a result, the flow rates during feed in are low. At the same 
time, feeding heat into the DHC grid requires a high differential pres-
sure. Since there are no commercially available pumps that have their 
ideal operating point at low flow rates and high pressure, this results in 
poor efficiency of the pumps used in the laboratory. However, the same 
problem occurs with prosumers in practice at similar small heat rates. 
The size of the components leads to a further limitation, as heat pumps 
and CHPs have little influence on the experimental electric grid.

5.3. Research potential

Since the entire system is simulated in detail and all components 
can be controlled, the laboratory is well suited for validating new con-
trol strategies. These include control strategies at field level, e.g. the 
control of pumps and control valves of bidirectional heat transfer sta-
tions as well as EMS. EMS can be tested under real conditions and in a 
reproducible way to identify unforeseen influences.

By characterizing components installed in the CoSES laboratory (as 
done for a CHP [52] and a thermal storage [53]), simulation models 
can be validated. This has already been done for the Modelica-based 
simulation library CoSES ProHMo [49] and a hybrid one dimensional 
multi-node model of a thermal storage [54].

The impact of sector coupling on the electric grid can be analyzed 
and optimized with workarounds, even though the heat generators in 
the CoSES laboratory are too small:

• The voltage and current profile of the heat pump or CHP is mea-
sured in detail, scaled and emulated in real time by the Egston load 
emulator.

• The Egston load emulator artificially creates further burdens on the 
grid.

• In a joint experiment with other laboratories, the voltage and cur-
rent profile can be measured externally and emulated by the Egston 
load emulator. This can be done in real time or sequentially.

In addition, the CoSES laboratory can be used to prequalify control 
strategies and components prior to a field test. The laboratory includes 
commercial heat generators that are affected by their internal control 
and external influences, as well as pumps and valves that behave non-
linearly. Prequalification of control strategies can help to detect errors 
in advance, reducing the time required for the field tests while increas-
ing the significance of the results. Similarly, problems that occur in 
reality can be reproduced and addressed in a controlled laboratory en-
vironment.

The open communication interface allows the laboratory to be com-
bined with other facilities. The CoSES laboratory can be used by other 
facilities, for instance, to provide detailed information about the behav-
ior in the building or in the electricity grid. Likewise, other facilities 
can provide information for experiments in the CoSES laboratory, for 
example about the hydraulics in the DHC grid as setpoints for the DHC 
grid emulator.

6. Conclusion and outlook

This paper presents the CoSES laboratory at TUM that bridges be-
tween simulation models and field tests in the evaluation and analysis 
of innovative DHC and smart energy systems. The detailed description 
of the architecture can serve as an example for the design of other DHC 
laboratories. It consists of five thermal and electric prosumer houses 
that are connected with a thermal and electric grid. The laboratory 
replicates dynamics and efficiencies of commercial components and 

their internal control, of which generic simulation models are some-
times lacking. In contrast to field tests, weather conditions and user 
behavior are emulated, improving reproducibility and allowing it to 
run independently from external influences without affecting user com-
fort. Due to its modular design, the configuration can be adapted to 
individual experiment requirements, thus enabling a wide range of ex-
periments. The CoSES laboratory is therefore well suited for a broad 
spectrum of research areas:

• Commercial equipment can be characterized to generate data for 
the validation of simulation models. So far, data for a thermal stor-
age [53] and a CHP [52] are published.

• Control strategies for HCTS and a bHPTS can be improved and val-
idated with a focus the interaction of multiple sources, their pump 
control and effects from flexibly operating DHC grids.

• Energy management systems for individual houses or whole dis-
tricts can be tested under the influence of commercial components 
and their internal control.

• The interaction between different control structures from high level 
control to field level control can be analyzed.

• The influence of the thermal side on smart energy systems and vice 
versa through sector coupling can be analyzed.

A case study demonstrates the functionality of the laboratory and 
the advantage of the PHIL approach. The case study showed that pro-
sumer integration into flexible district heating grids can reduce overall 
heating costs but requires intelligent control concepts for transfer sta-
tions. Simple control concepts might lead to problems, when multiple 
houses feed in at the same time. It further showed that a simple MPC 
that neglect temperatures and pressure constraints might be too inaccu-
rate for flexible operation of prosumer based DHC systems.

Experimental case studies are a good complement to simulation 
models as they replicate phenomena that are difficult to capture in 
generic simulation models, such as internal control strategies of com-
mercial components, delayed and inaccurate implementation of set-
points, and the behavior of the thermohydraulic system.

The presented laboratory can contribute to further improve DHC 
grids, to decarbonize the heating and cooling sector and to further 
develop smart energy systems. Its modular structure allows the ex-
pansion of the setup for new research questions. Currently planned 
expansions include equipment for cooling concepts of houses and the 
analysis of electrolyzer/fuel cell systems for long-term storage of sur-
plus electricity. The CoSES laboratory welcomes collaborations with 
other researchers and companies optimizing the thermal and electric 
system at the house or district level.
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tics and challenges in prosumer-dominated thermal networks. J Phys Conf Ser 
2021;2042(1):012039. https://doi .org /10 .1088 /1742 -6596 /2042 /1 /012039.

[52] Zinsmeister Daniel, Licklederer Thomas. Characterization of a combined heat and 
power unit at the coses laboratory. https://doi .org /10 .13140 /RG .2 .2 .31035 .34089 /
1, 2021.

[53] Zinsmeister Daniel, Licklederer Thomas. Characterization of a thermal storage at the 
coses laboratory. https://doi .org /10 .13140 /RG .2 .2 .13461 .19687, 2022.

[54] de La Cruz-Loredo I, Zinsmeister D, Licklederer T, Ugalde-Loo CE, Morales DA, 
Bastida H, et al. Experimental validation of a hybrid 1-d multi-node model of a 
hot water thermal energy storage tank. Appl Energy 2023;332:120556. https://
doi .org /10 .1016 /j .apenergy .2022 .120556.



4. Experiment and simulation infrastructure 48

4.2 CoSES ProHMo simulation library

4.2.1 Digital twin of the laboratory

Before conducting experiments, new control concepts and EMSs should be tested and tuned on

a realistic simulation model. This helps to identify potential problems ahead of time, thereby

preventing the waste of time and resources. Numerous simulation libraries that replicate the

heating systems of buildings are available. Most of these libraries are based on Modelica, a lan-

guage particularly suited for analyzing multi-energy systems. Existing libraries are mainly based

on generic models, which makes it difficult to replicate the behavior of commercial heat genera-

tors in the CoSES laboratory. Therefore, a new simulation library is designed and implemented

as a digital twin of the CoSES laboratory.

Several requirements guided the development of this simulation library. It must allow a

detailed simulation of the laboratory’s equipment, including possible communication points with

EMSs. A low computational load must be maintained to enable efficient simulation runs without

overly taxing computational resources. Ideally, an interface to NI VeriStand should be available,

permitting the direct use of models in PHIL and Software in the Loop (SiL) applications.

In this context, SiL enables the emulation of experiments in the real-time environment NI

VeriStand without actual equipment, while having identical input and output signals. This

method aids in checking for communication errors with the experimental testbed before the

actual experimentation and assists in training laboratory users.

The following paper describes the structure of the ProHMo simulation library and its exper-

imental validation. The digital twin was developed based on the GreenCity library in Simula-

tionX [51]. GreenCity is a simulation library designed for planning, optimizing, and evaluating

district and building energy systems. It simplifies the hydraulic system by neglecting pressure

restrictions and losses. This approach is suitable for systems operating under unidirectional

flow conditions where the pumps are always able to maintain the required flow rate. These con-

ditions typically apply to heating systems in buildings. GreenCity further offers detailed heat

consumption and storage models, which are adapted to replicate the desired behavior. For the

heat generator models, look-up tables are utilized to calculate the steady-state efficiency based

on temperatures and modulation setpoints and depict the dynamic behavior. The required data

is generated by characterizing commercial components of the CoSES laboratory. The obtained

data is published for utilization by other scientists [145, 146].

The ProsNET simulation library for the CoSES laboratory was developed simultaneously in

Dymola. It analyzes the impact of prosumers on the DHC gird and is designed to construct

these models in a user-friendly manner [147]. For an integrated analysis of the behavior of pro-

sumers within the grid, models from ProHMo can be incorporated into ProsNET as Functional

Mock-Up Units (FMU)s. This integration can also be executed for other libraries not based on

SimulationX.
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Publication medium Energy Proceedings, Volume 26

Copyright ©2022 Energy Proceedings, reprinted with the permission of the authors.

Digital object identifier https://doi.org/10.46855/energy-proceedings-10153

Author contributions

Daniel Zinsmeister:
Conceptualization, Visualization, Writing – original

draft, review & editing.

Vedran S. Perić:
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ABSTRACT 
This paper presents a digital twin for the district 

heating prosumer laboratory at the Center for Combined 
Smart Energy Systems (CoSES) consisting of heat 
generators, thermal storages and heat consumption. It is 
developed using a newly created, Modelica-based 
simulation library named CoSES ProHMo. Existing 
simulation models often fail to accurately represent the 
behavior of commercial hardware components. 
Therefore, the digital twin features new, accurate heat 
generator models and tuned models for thermal storage 
units and heat consumption. The component models are 
parametrized using measurements from the CoSES 
laboratory. It can be exported and used in other 
programs via the Functional Mock-up Interface (FMI). 
This allows the digital twin to be used platform-
independently to design control strategies for realistic 
heating systems. If desired, the control strategies can be 
ported to an embedded controller and further tested in 
the CoSES laboratory. A case study with multiple heat 
generators, thermal storages and a heat sink was 
designed to demonstrate the utility of the library. The 
analysis of the results shows previously unanticipated 
interactions between different heat generators and the 
internal controllers of commercial hardware. Based on 
these findings, the proposed digital twin library can be 
used by the research community to create realistic 
scenarios for testing novel control strategies for heating 
systems and prosumers in district heating grids. 

Keywords: Digital Twin, Simulation, Modelica, Power 
Hardware in the Loop, Prosumer, District Heating 

1. INTRODUCTION
Smart Energy Systems are a cost-effective way to

accelerate the energy transition by combining electricity, 
heat, transport and gas sectors to exploit synergies 
between them [1]. In this context, the introduction of 
thermal prosumers in district heating grids can further 
drive sector coupling between electricity and heat by 

combining several buildings to a larger system with more 
flexibility. Thermal prosumers are houses that can 
extract or provide heat from/to the grid. With prosumers 
being integrated into district heating grids, new control 
concepts for buildings and grids have to be designed. 

These concepts are developed using simulation 
models and can be further improved in laboratories with 
commercial hardware and under close to real-world 
conditions. For laboratories, Power-Hardware-in-the-
Loop (PHIL) is a powerful tool to emulate elements that 
cannot be integrated, such as consumer behavior. In a 
PHIL setup, part of the system is simulated and sends 
setpoints to a test environment, where they are 
converted into a real power flow whose measurements 
are sent back to the simulation model. This PHIL concept 
is the basis of the Center for Combined Smart Energy 
Systems (CoSES) laboratory at the Technical University of 
Munich (TUM), which was designed to investigate 
control concepts for smart energy systems [2]. The 
laboratory consists of five connected houses with 
different generators, storages and loads on electric and 
heat side. Several components of the CoSES laboratory 
have already been characterized and can be used to 
validate simulation models [3, 4]. 

When testing new control strategies in laboratories, 
it is important that simulations and experiments provide 
comparable results. Most simulation libraries for heating 
systems are based on generic simulation models which 
allow the qualitative analysis of heating systems. 
However, these simulation models often fail to 
accurately represent the behavior of commercial 
hardware components. Therefore, a digital twin of the 
CoSES laboratory is developed based on the newly 
created simulation library named CoSES ProHMo to 
develop and tune control strategies prior to 
experiments. It features accurate heat generator models 
and tuned models for thermal storage units and heat 
consumption, which are parametrized using 
measurements from the CoSES laboratory. The main 
contribution of this paper is the digital twin library that 

Vol 26, 2022



  2 

can be used by the research community to develop novel 
control strategies in realistic scenarios for heating 
systems and prosumers in district heating grids. 

The remainder of this papers arranged as follows. 
Section 2 presents the CoSES ProHMo library as the basis 
of the digital twin and options to export the models to 
other programs. These models are used to generate 
dynamic PHIL setpoints for the CoSES laboratory 
(section 3). In section 4, a case study compares the 
simulation results with the results of a PHIL experiment. 

2. SIMULATION MODELS 
The digital twin of the CoSES laboratory should 

mimic the behavior of its components in detail, ideally 
with a short simulation time. It should further be 
conductive to development work where the 
implementer is changing strategies or parameters. This 
enables the development and testing of suitable control 
strategies. 

To implement the digital twin, the CoSES ProHMo 
simulation library is used. It is created in Modelica, an 
object-oriented modelling language for cyber-physical 
systems [6]. The structure is shown in Fig. 1. Since the 
Green City library [5] already provides accurate, 
predefined simulation models for building energy 
systems, it serves as a basis for the heat consumption, 
thermal storages and environment. These models are 
adapted and parametrized to replicate the behavior of 
the CoSES laboratory. Heat generator models are created 
from scratch to accurately mimic the behavior of the 
commercial components in the CoSES laboratory. The 
CoSES ProHMo library can be exported via the Functional 
Mock-up Interface (FMI) to other programs or used in NI 
VeriStand for PHIL or Software in the Loop (SiL) 
experiments. It is described in the following section and 
published on github [7]. 

 
Fig. 1: Structure of the CoSES ProHMo simulation library 

The models of the CoSES ProHMo library neglect 
pressure constraints and pressure losses within the 
system, which reduces the simulation time. This 
simplification is valid under the assumption that the 
system has a unidirectional flow and that pumps can 
provide the desired flow rate at any time, which is the 
case for heating systems under normal heating 
conditions. It replicates the behavior of the commercial 
components of the CoSES laboratory, including their 
internal control and specific behavior. Since internal 
control strategies vary among manufacturers, other 
equipment might behave differently. 

2.1 Heat generators 

Each house of the CoSES laboratory is equipped with 
one or more heat generators. Despite adjustments, 
generic heat generator models of various simulation 
libraries could not adequately replicate the behavior of 
the components. Generic models are good for qualitative 
analysis, but in this case not sufficient to represent the 
behavior of specific heat generators in detail. Therefore, 
heat generator models of the CoSES ProHMo library are 
based on look-up tables that provide data on dynamic 
behavior and efficiency. These look-up tables are derived 
from measurements in the CoSES laboratory. All models 
use Modelica Standard Library (MSL) objects and can be 
imported directly in other Modelica based simulation 
programs. The library so far consists of models of 
condensing boilers, air-source and ground-source heat 
pumps and combined heat and power units (CHPs). All 
models are similar in design and documented in detail in 
the Modelica documentation. 

The behavior of the CHP is described here as an 
example and based on experimental characterizations 
[3]. It is divided into four sections as illustrated in Fig. 2: 

- Start-up and cool-down process: The start-up 
and cool-down behavior are provided by a time 
dependent look-up table. 

- Warm-up process: Energy required to warm up 
the CHP is subtracted from the steady-state 
efficiency and decreases linearly during the 
warm-up phase. The warm-up energy and time 
depends on the downtime. 

- Steady-state: Two-dimensional look-up table 
provide the efficiency, which depends on the 
return temperature and power modulation. 
Load changes during steady-state are modeled 
with a rising or falling flank. 
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Fig. 2: Schematic of the four operation sections of the 
CHP 

2.2 Heat consumption 

The space heating system and domestic hot water 
(DHW) consumption constitute the heat consumption of 
a house. The Green City library already provides a 
detailed model of the consumption of space heating 
systems. This model was adapted in parts to better 
represent the desired characteristics of the heating 
system: 

- The area specific heating power is adaptable so 
that the return temperature can be influenced. 

- Electric consumption and presence profiles can 
be specified to better reflect their impact on 
heating consumption. Electric consumption 
profiles are implemented from [8]. 

- The set room temperature is variable, depending 
on presence and night time reduction settings. 

For the DHW consumption, a new model was created 
that contains consumption profiles as a time series based 
on [9]. The model further checks if the DHW temperature 
is within the desired temperature range. 

2.3 Thermal storages and heat distribution 

The simulation library uses a slightly adapted version 
of Green City’s stratified thermal storage model. It was 
calibrated using measurement data of the CoSES 
laboratory [4] and has additional inlet and outlet ports. 

Depending on the type of heat generator, it is useful 
to position the thermal storage tank in different ways 
between the heat generation and consumption [10]. The 
different heat distribution systems are modeled and can 
connect the thermal storage with the heat generators, 
heat consumption and bidirectional district heating 
substation according to the requirements. 

2.4 Environment Data 

The Green City library includes a model for weather 
data from various locations. In order to integrate 
individual weather data and type day analysis, this model 
was extended. For the case study of this paper, weather 
data of the year 2021 in Munich was used, which is 
available on github [7]. For real-time simulations and 

PHIL experiments, type days were derived based on VDI 
4655 [11]. 

2.5 Library interface 

SimulationX and Modelica offer various ways to use 
simulation models in other programs. If only elements of 
the MSL are used, they can be used in all Modelica-based 
simulation programs without further adjustments, as for 
example in the case of the heat generators from 
section 2.1. To use the library outside of SimulationX, 
different interfaces are available to export the code, 
among others code export via FMI or creating .dll files for 
NI VeriStand. 

FMI is a free standard to exchange dynamic models 
using a combination of XML files, binaries and C code and 
is supported by many tools [12]. The file can be unzipped 
and modified if necessary. FMI model export has the 
advantage that well-designed libraries can be integrated 
into other programs, e.g. the SimulationX based CoSES 
ProHMo models of this paper are used in the ProsNet 
library for bidirectional district heating grids in Dymola 
[13]. 

In the CoSES laboratory .dll files are used to import 
models into NI VeriStand for SiL and PHIL applications. 
When importing the digital twin in NI VeriStand for SiL 
tests, controllers and communication interfaces can be 
tested in real time prior to the experiment to find errors, 
saving time and money. 

3. POWER HARDWARE IN THE LOOP SETUP IN THE 
COSES LABORATORY 

PHIL combines a physical and a simulated system. It 
can integrate environmental conditions and user 
behavior in experiments that are difficult to be 
accounted for. The setpoints are specified by the 
simulation model and converted into power flows in the 
laboratory, whose measured values are in turn sent back 
to the simulation model. In addition to the more realistic 
representation of the environment and user behavior, 
the results are better reproducible since the experiments 
can be performed independently of ambient conditions. 

The PHIL setup of the space heating system in the 
CoSES laboratory is shown as an example in Fig. 3. The 
heating controller defines the set water flow through the 
heating system ( 𝑉𝑠𝑒𝑡 ) and the supply temperature 
( 𝑇𝑠𝑢𝑝,𝑠𝑒𝑡 ) based on the current room and outdoor 

temperature. The simulation model of the space heating 
system further calculates the return temperature 
(𝑇𝑟𝑒𝑡,𝑠𝑒𝑡) using the measured supply temperature (𝑇𝑠𝑢𝑝 ) 

and water flow (�̇�𝑠𝑢𝑝) from the testbed.  

start    arm   steady state  ool do n
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Fig. 3: Setup and data exchange of the PHIL experiment 
for the space heating system 

The testbed consists of a commercial mixing station 
with a 3-way mixing valve and a pump to control the 
supply temperature and water flow of the heating 
system. If the inlet temperature into the mixing station is 
higher than the set supply temperature, the 3-way 
mixing valve injects cold water from the return pipe. The 
heat is extracted by a heat exchanger. A control valve on 
the cooling water side regulates the cooling water flow 
and thus the heat extraction and the return temperature 
of the heating system. 

Other PHIL applications in the CoSES laboratory are 
domestic hot water consumption, solar thermal heat 
generators, the environment of air source and ground 
heat pumps and the district heating grid. 

4. CASE STUDY AND RESULTS 
A case study was conducted on one of the emulated 

houses in the CoSES laboratory to compare simulation 
and experimental results. Fig. 4 and Fig. 5 show the 
panoramic view and configuration of the testbed. It 
consists of a CHP unit (A) and a condensing boiler (B) with 
a nominal heat output of 6 and 20 kW, respectively. The 
condensing boiler operates at a constant water flow and 
temperature difference of 10 K between supply and 
return pipe, while the CHP produces heat at a constant 
supply temperature of 80 °C, adjusting the water flow 
depending on the return temperature. The consumption 

is emulated for a building with 6 inhabitants and a heated 
area of 300 m² (C). Two thermal storages are used for 
heating (D) and to provide DHW (E).  

 
Fig. 5: Configuration of house 1 for the case study 

A rule-based controller is used in this case study. The 
on/off conditions are: 

- CHP / Condensing boiler: 
On condition: 𝑇𝑆𝑡𝑜,ℎ𝑒𝑎𝑡,𝑡𝑜𝑝 < 65 °𝐶 / 60 °𝐶 

Off condition: 𝑇𝑆𝑡𝑜,ℎ𝑒𝑎𝑡,𝑏𝑜𝑡𝑡𝑜𝑚 > 70 °𝐶 

- DHW storage charging 
On condition: 𝑇𝑆𝑡𝑜,𝐷𝐻𝑊,𝑡𝑜𝑝  < 50 °𝐶 and 

𝑇𝑆𝑡𝑜,𝐷𝐻𝑊,𝑡𝑜𝑝 < 𝑇𝑆𝑡𝑜,ℎ𝑒𝑎𝑡,𝑡𝑜𝑝 

Off condition: 𝑇𝑆𝑡𝑜,𝐷𝐻𝑊,𝑡𝑜𝑝 > 65 °𝐶 

4.1 Power Hardware in the Loop results 

Fig. 6 shows the set and measured values of the PHIL 
testbed of the space heating system. The graph shows 
that the values, especially the return temperature, can 
be followed accurately.  

The slow oscillation of the supply temperature and 
flow rate is caused by the controller of the mixing station 
and the missing thermal inertia of the heating system. 
These deviations are measured and sent to the 
simulation model. The same applies if the set supply 
temperature is higher than the inlet temperature of the 
mixing station or the volume flow is higher than the 
maximum volume flow of the pump and therefore the 
desired values cannot be achieved. These discrepancies 

Fig. 4: Panorama picture of house 1 

A 

B 

C D 

E 



  5 

lead to a change in the room temperature and must be 
compensated for at a later time when the heating system 
provides the desired values again. The response to 
previous deviations is one of the advantages when using 
PHIL for the heating system. 

The difference between the consumed heat of the 
simulation model and the PHIL testbed is <  0.1 % , 
which shows that the emulator works as planned. 

4.2 Comparison of simulation and experimental results 

Since the thermal storage is the balancing element 
between heat consumption and generation, it 
represents the behavior of the whole system very well 
and can be used to compare the results. 

Fig. 7 shows the temperatures in the thermal storage 
and its state of charge (SOC) for the experiment and the 
simulation. The SOC and thus the energy content of the 
thermal storage is very accurately reproduced by the 
simulation model. The temperature plots of the different 
layers show that the temperatures in the simulation 
model reflect the internal temperature distribution less 
accurately and that the temperature stratification is less 
prominent in the simulation model. This is due to a too 
high heat exchange between the different levels, which 
cannot be further reduced in the simulation model due 
to numerical problems. However, the overall behavior is 
close enough to the measured values, especially at 
higher layers.  

The inlet and outlet temperature of the thermal 
storage are shown in Fig. 8. During the charging process, 
the behavior is not exactly reproduced due to the 
previously mentioned discrepancy in the stratification of 
the thermal storage. The shape of the "temperature 
waves" is flatter in the simulation results, what results in 
a slightly different efficiency. Since the condensing boiler 
is active and operates at a constant temperature 
difference, this leads to a different inlet temperature at 
the top of the storage. The oscillating inlet temperature 
at the top is caused by the CHP and described below. 
During discharging, the experimental and simulation 
results match well. 

  

  

  

 
Fig. 7: Simulation (green) and experimental (blue) results 
during charging and discharging of the thermal storage 

 
Fig. 8: Storage inlet and outlet temperatures 

The different temperatures in the storage would lead 
to slightly different control signals and would make the 
comparability difficult. Therefore, the same setpoints for 
the heat generators are used in the simulation model as 
in the experiment. 

If the condensing boiler and the CHP are active at the 
same time, the water flow through the CHP is influenced 
by the suction effect of the higher water flow of the 

Fig. 6: Set and measured value of the PHIL testbed for 
space heating consumption 
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condensing boiler. The control of the pump in the CHP 
cannot compensate for this, resulting in too high a flow 
through the CHP when the pump is active. Because of 
this, more heat is withdrawn from the CHP than 
produced, which results in the pump being switched off 
after a while. Hence, the periodic on and off behavior of 
the pump shown in Fig. 9 and the fluctuating supply 
temperature into the thermal storage in Fig. 8. This effect 
was unexpected and can probably be observed often in 
houses with multiple heat generators. It slightly affects 
the overall heat generation but has no influence on the 
electric power generation. 

 
Fig. 9: Deviating flow through the CHP when affected by 
other components 

The difference in heat generated by the condensing 
boiler and the CHP between simulation and experiment 
is < 1 % and 5.9 %, respectively. The higher deviation 
of the CHP is caused by an unexpected flow when it is 
deactivated as illustrated in Fig. 9. If this effect is ignored, 
the difference between simulation and experiment of 
the CHP is < 1 %. 

The flow through the deactivated heat generator is 
caused by the space heating pump. Heat generators, 
space heating system and thermal storage are connected 
via a common coupling point. Therefore, part of the 
water flow is unintentionally drawn through the 
deactivated heat generators instead of being taken from 
the thermal storage. This is not considered in the 
simulation model and leads to a higher heat extraction 
from the CHP, because it extracts heat from its thermal 
inertia while being switched off. However, it also reduces 
the supply temperature of the space heating system 
once the heat generator is too cold. 

This unwanted effect can be prevented by installing 
an automatic valve at the heat generator, which is open 
when it is active. Another option would be to connect the 
thermal storage so that it decouples heat generators and 
the heating system. However, this would increase the 
return temperature to the heat generators and thus 
reduce their efficiency [10]. 

5. CONCLUSION 
This paper presents a digital twin of the CoSES 

laboratory to investigate prosumers in district heating 
systems. Existing models of heating systems in generic 
software often fail to accurately represent the behavior 
of commercial hardware components. This requires the 
development of specific models for an accurate analysis 
and control design of particular systems. Therefore, the 
CoSES ProHMo library was created for the digital twin, 
which consists of validated models of heat generator, 
heat consumers and thermal storages. The models can 
be exported and used in other programs via FMI. 
Researchers can use the proposed digital twin library to 
develop control strategies for realistic heating systems 
with commercial equipment. If desired, the designed 
control strategies can be ported to an embedded 
controller for commercial hardware in the PHIL testbed 
at the CoSES laboratory to gain further insights. 
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4.2.2 Library expansion for 5th generation district heating and cooling

analysis

Applied research in 5GDHC, especially in areas such as the design of control concepts and

nuanced analysis of prosumer interactions, has been constrained by the limited availability of

detailed simulation libraries. Abugabbara et al. [53] conducted a meticulous simulation analysis,

but their library is not openly accessible. Zanetti et al. [46] investigated prosumers in a single

pipe 5GDHC reservoir network using the Modelica Buildings library [41]. Their approach utilizes

basic BHPTS models, which only allow passive cooling with heat exchangers, limiting the scope

of their analysis by excluding passive cooling functionalities.

Recognizing these limitations, several requirements for enhancing a simulation library have

been established to develop control strategies for 5GDHC. Key objectives include a realistic

representation of the BHPTS with integrated BHP and direct heat exchanger, the incorporation

of a balancing unit to manage hydraulic and thermal discrepancies, and a detailed model of the

heat network to address pump limitations and effects of bidirectional water flow.

The ProHMo library already includes simulation models of the BHPTS installed in the

CoSES laboratory. It is expanded for the analysis of prosumers in 5GDHC grids, a develop-

ment fostered during the collaborative research stay of Orestis Angelidis. An accurate network

representation requires precise grid component models that include pressure restrictions. This

is accomplished using Modelica Standard Library (MSL) components for the DHC grid. The

prosumer model, which neglects pressure restrictions, and the DHC network model, which in-

corporates them, are interconnected using hydraulic interfaces. Input variables (e.g., volume

flow, supply temperature) and output variables (e.g., desired volume flow, return temperature)

are exchanged as real values in the simulation environment.

In the design process of the balancing unit, two systems are analyzed: System A, where a

TES within the balancing unit is directly connected to the heat network, and System B, where

the balancing unit is integrated similarly to the prosumer with a heat exchanger (see Figure 4.2).

In System B, the bidirectional pump on the building side must regulate and switch quickly to

balance the DHC network. By contrast, System A leverages the stratification and inertia of the

TES to temporarily balance thermal disparities. In prolonged imbalance, the HP heats or cools

the upper or lower parts of the TES. An added benefit of System A is the reduced pressure

loss in the storage compared to the pressure loss across the heat exchanger, making it a more

efficient design. Therefore, System A was pursued further in this study.

Figure 4.2: Balancing unit integration: with a TES (System A) or with a heat exchanger
(System B).
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A rule-based control strategy is designed for the prosumer and the balancing unit. The

control aims to reduce the frequency of on/off cycles of the HPs to increase the system’s overall

efficiency. The pumps within the BHPTS can be controlled in two modes: maintaining a constant

grid flow or sustaining a consistent grid return temperature. Both modes are compared in a

subsequent submission, providing a detailed experimental analysis of their functionalities and

performance impacts [141].
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Abstract 

5th Generation District Heating and Cooling (5GDHC) 

provides a promising pathway for decarbonising the ther-

mal sector. To quantify the synergies between heating, 

cooling, and electricity, complex thermofluid models are 

required. Modelica offers a potential solution for develop-

ing such models but despite recent research efforts, there 

is a lack of bespoke 5GDHC component models in litera-

ture. This paper addresses this gap by presenting a com-

prehensive set of Modelica models for key elements of 

5GDHC systems and their interactions: prosumers, bal-

ancing units, and hydraulic interfaces. The models com-

prise some commercial libraries. To facilitate accessibil-

ity, Functional Mock-up Units (FMU) are generated for 

these models, which can be opened by any Modelica en-

vironment using Functional Mock-up Interface (FMI). 

Component design, relevant controls, and the applicabil-

ity of Power Hardware-in-the-Loop (PHIL) setups are dis-

cussed. A theoretical use case exemplifies hardware min-

imisation, using only heat exchangers to investigate 

prosumer behaviour. The paper concludes with a discus-

sion on the potential use of these models, opportunities for 

improvement, and the need for further research and exper-

imental investigations in understanding 5GDHC systems. 

Keywords: 5th Generation District Heating and Cool-

ing, Power Hardware-in-the-Loop, Energy Systems 

1 Introduction 

Among the efforts to limit the impact of climate break-

down and rise of global temperature levels, the  decarbon-

isation of thermal networks represents a crucial challenge, 

especially while trying to maintain security of supply and 

low costs (IEA 2021). A system that is attracting increas-

ing attention is 5th Generation District Heating and Cool-

ing (5GDHC) which offers opportunities for synergies be-

tween heating and cooling loads, low temperature waste 

heat utilisation and sector coupling with the electricity 

grid through the use of heat pumps (Gjoka, Rismanchi, 

and Crawford 2023). This system utilises an ambient net-

work for meeting both heating and cooling demands with 

decentralised energy stations. They feature water source 

heat pumps, boosting the temperature for meeting heating 

or cooling needs and thus commonly referred to as 

Booster Heat Pumps (BHP), Thermal Energy Storage 

(TES) and hydraulic pumps. Since buildings are feeding 

heat/coolth into the ambient network while they are using 

coolth/heat, they are referred to as prosumers. The thermal 

and hydraulic balance is provided to the system by a bal-

ancing unit, which adds heat or coolth depending on the 

demand requirement of the network (Buffa et al. 2019). 

However, this pumping and energy unit decentralisation 

leads to a bidirectional flow regime in the network when 

heating and cooling demands are present. This may in turn 

cause thermodynamic subcycles, hydraulic misbalances 

such as “pump hunting” depending on the topology of the 

network and the transient behaviour of the network me-

dium (Angelidis et al. 2023). To capture the operational 

complexity of such systems, it is key to accurately model 

thermofluid behaviour. Detailing the hydraulic and energy 

flow interaction coupled with overarching controls is a 

challenge that fits the multi-engineering scope of the 

Modelica simulation language (Abugabbara 2021). Mod-

elica allows for accurate simulation of the system dynam-

ics including bidirectionality of flow, pressure constraints, 

flow characteristics and energy interactions between heat-

ing and cooling. It is recognised by the International En-

ergy Agency as one of the key computational tools for 

building system modelling (Wetter and Treeck 2017). 

Modelica features multiple open access libraries with val-

idated components for buildings and community heating 

and cooling energy systems, including the Buildings 

(Wetter et al. 2014) and AixLib (Mueller et al. 2016) li-

braries, summarised in one library under BESMod (Wüll-

horst et al. 2022). 

Regarding 5GDHC systems, publications have focused 

on describing modelling methodologies and subcompo-

nent development, aimed mainly at studying particular el-

ements (Blacha et al. 2019; Abugabbara, Javed, and Jo-

hansson 2022; van der Heijde et al. 2017). However, these 

studies have limitations. The developed models are not 

provided for reuse, nor include a comprehensive explana-

tion of the interplay between control regimes and 

prosumer, balancing unit, and decentralised pumping sta-

tion interaction. Furthermore, they have been mostly case-

specific, with only some Buildings library components 

providing limited insights on BHP and TES interaction 

and overarching control. Finally, prosumer interaction, 

the function of the balancing unit and the effects of decen-

tralised pumping to system performance has not been ex-

perimentally validated. This is mainly due to the large 
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number of units and hardware components required to 

study such interactions. Power Hardware-in-the-Loop 

(PHIL) provides a method for combining simulation tools 

with real hardware, interfacing through digital and ana-

logue input/output signals, that could facilitate system-

wide experiments with the use of minimal hardware. Fa-

cilitating such experiments through the provision of be-

spoke Modelica models for 5GDHC would be a step for-

ward in understanding and quantifying the complex be-

haviour of such systems. 

The aim of this paper is to present a set of comprehen-

sive Modelica models, including experimentally validated 

subcomponents from the ProHMo library1 for prosumers, 

hydraulic interface, and balancing unit to accurately sim-

ulate 5GDHC systems. The models have been developed 

to facilitate PHIL implementations, enabling experimental 

analyses of prosumer interactions in 5GDHC. A method-

ology for utilising only a heat exchanger (HEX) to repli-

cate prosumer behaviour is presented along with a discus-

sion on usability of the models using Functional Mock Up 

Interface (FMI). This feature allows the presented compo-

nents to be used in any Modelica environment or in com-

bination with Energy Management Systems (EMS) from 

other coding environments such as Python. 

The library design is discussed in section 2, with a de-

tailed investigation of the system components along with 

rule-based control strategies implemented. Section 3 in-

cludes an exemplary use case of the components for a sim-

ple 5GDHC system with two prosumers and a balancing 

unit. In section 4, the methodology for PHIL setups is dis-

cussed for experimental analysis of prosumer interaction 

or developed digital twins with minimal hardware use. 

Section 5 includes a discussion on strengths and limita-

tions of the presented models along with the areas for fur-

ther research. Finally, section 6 concludes with future use 

cases and research options.  

2 Component Design 

The development of the Modelica components is guided 

by five key guiding principles, namely usability, scalabil-

ity, accuracy, flexibility & validity (Wetter and Treeck 

2017). The prosumer and balancing unit models were 

based on equipment from the thermal Prosumer House 

Model (ProHMo) library (Zinsmeister and Perić 2022). 

The ProHMo library includes experimentally validated 

components from the Center for Combined Smart Energy 

Systems (CoSES) lab that are scalable. It is based on the 

Green city library from the commercial Modelica environ-

ment Simulation X (Zinsmeister and Perić 2022). The li-

brary uses a thermal only approach to simplify the models 

and shorten simulation time, where pressure influences 

are neglected. This simplification is valid for heating 

systems within houses (Zinsmeister and Perić 2022; 

Zinsmeister et al. 2023). 

 
1 Available online at: https://gitlab.lrz.de/energy-management-technologies-public/coses_prohmo  

To model the interaction of prosumers in a district heat-

ing network with several prosumers, it is important to rep-

resent the network in detail, including pressure losses and 

bidirectionality of flow. For this purpose, the building 

models of ProHMo are coupled with hydraulic compo-

nents through a communication interface submodel, re-

ferred to in this paper as hydraulic interface. The hydraulic 

interface serves as an accurate and comprehensive repre-

sentation of the hydraulic components within the system, 

their behaviour and interaction. It comprises intercon-

nected hydraulic elements (pumps, valves, sensors, pipes 

and elements of hydraulic resistance), facilitated by hy-

draulic connectors, and replicates all relevant elements en-

countered in real-world applications.  

Furthermore, fitting control strategies are needed for all 

components for different grid operations. In this section, 

the development of bespoke components for 5GDHC is 

presented, allowing the setup for creating digital twins, an 

example of which is shown in Figure 1. In this figure, two 

prosumers are connected with a balancing unit through a 

thermal grid. The hydraulic interfaces allow for the hy-

draulic connection of the only thermal connector models. 

The prosumer and balancing unit models, as well as the 

hydraulic interfaces, are discussed below. 

2.1 Prosumers 

The prosumer model includes energy transformation 

units, thermal stores and demands. It can represent both 

Space Heating (SH) and Space Cooling (SC) demand 

along with Domestic Hot Water (DHW). The Modelica 

model is shown in Figure 2. 

2.1.1 Model Description 

The operation of the BHP and a Direct Cooling Heat 

Exchanger (HEXDC) is the focal point in the prosumer 

component. HEXDC allows for direct utilisation of the 

coolth from the network’s cold pipe (if low enough) with-

out upscaling it via a BHP. It has been shown that their 

use in 5GDHC is instrumental to the system’s efficient op-

eration (Wirtz et al. 2021). For SH and DHW, the load is 

to be supplied mainly from the BHP with any additional 

loads supplied by an auxiliary heater (electric resistance) 

placed within the BHP unit. For heating, the energy trans-

formation units are connected in series with the TES 

which is discharged by the heat sinks. Cooling is directly 

supplied by the energy transformation units (HEXDC or 

BHP) without going through the TES. 

The BHP model is based on measurements of a com-

mercial BHP found in the CoSES lab, reproducing its ef-

ficiency and dynamics. The TES model has also been ex-

perimentally validated (Zinsmeister and Perić 2022) and 

is represented by a one dimensional stratified model, 

where the TES is split into multiple layers of constant size. 

10 temperature layers are used in the ProHMo library to 

match the number of temperature sensors in the physical 

unit in the lab. The maximum temperature, seen at level 
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10, is set to 60°C. This value satisfies both DHW supply 

and legionella avoidance requirements (Chartered Institu-

tion of Building Services Engineers (CIBSE) 2020). A hy-

draulic switch, namely a 3-Way Valve (3WV), can change 

the charging levels based on temperature in the TES. Dis-

charching for SH is from layers 5 (Flow) and 1 (Return) 

since there is a low temperature heating system (under-

floor heating) and layer 10 (Flow) and 1 (Return) for 

DHW. The discharge of the TES is modulated by a pump 

valve setup based on temperature and flow requirements 

from the heat sinks.  

The SH and SC demands are captured by adapted Green 

City library models which allow for different number of 

residents, construction characteristics, building type and 

terminal units. The default is set to new buildings with un-

derfloor heating/cooling systems which is most relevant 

for 5GDHC prosumers with heating and cooling demands 

(Angelidis et al. 2023). The flow and return temperature 

depend on the flowrate supplied by the tertiary pumps 

(variable flowrate pumps in the building) but are designed 

for 40-30°C for heating and 15-20°C for cooling. Both SH 

and SC are modulating around a temperature setpoint 

(21°C for heating and 23°C for cooling) by varying the 

request inlet flowrate. Similarly, DHW is modelled, re-

quiring a temperature of 60°C and, based on the consump-

tion, returning a cooled down water at varying flowrates. 

There is a heat exchanger between the end DHW con-

sumption and the water from the TES. DHW is dependent 

on the number of residents and can be switched off during 

Figure 2. Prosumer Modelica Model 
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SH & SC 

Grid Connectors Control 
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Figure 1. Library components used for 5GDHC system development. 
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cooling operation (if no DHW is required during cooling 

periods). At each time step, there can only be heating or 

cooling demands with a 3WV alternating between BHP or 

HEXDC when in cooling mode.  

2.1.2 Control Strategy 

The control strategy for modulating the BHP in heating 

mode is built around the discharging rate of the TES. The 

goal for the control is to keep a stratified TES, minimise 

the starts and stops of the BHP, keep a minimum temper-

ature of 55°C on the TES at layer 9 and maximise system 

efficiency. Based on these objectives, the control uses a 

3WV to charge the top or middle of the TES, with priority 

given to charging the top layer. To avoid on/off control 

with hysteresis (system lagging to the input signal), a 

novel control method is proposed with the modulation of 

the BHP as a function of the reference TES temperature 

layer. Equation 1 shows how the modulation factor is de-

termined by the ratio between the actual and maximum 

temperature difference for the TES temperature layer 

against set maximum and minimum values.  

𝑚𝑓 = (((max(0,min(1, (1 −
𝑇𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 − 𝑇𝑠𝑢𝑝,𝑚𝑖𝑛𝑇

𝑇𝑠𝑢𝑝,𝑚𝑎𝑥𝑇 − 𝑇𝑠𝑢𝑝,𝑚𝑖𝑛𝑇
))))  (1) 

where 𝑚𝑓  is the modulation factor for the BHP, 

𝑇𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 is the reference temperature layer, 𝑇𝑠𝑢𝑝,𝑚𝑖𝑛𝑇 is 

the minimum temperature value for the reference temper-

ature layer and 𝑇𝑠𝑢𝑝,𝑚𝑎𝑥𝑇the maximum temperature value 

for the layer. When the reference temperature is equal to 

the maximum allowed temperature, the modulation factor 

is zero. Conversely, when the temperature matches the 

minimum allowed temperature, the modulation factor is 1. 

To ensure the modulation factor stays within the bounds 

of 0 and 1, a max-min definition is applied. This approach 

accounts for cases that the temperature levels in the TES 

exceed the upper limit (e.g., on start-up). 

To maintain TES stratification, the prosumer compo-

nent utilizes two modulation factors: one for the top for 

DHW and one for the middle for SH, as shown in Figure 

3. Depending on the setting of the 3WV, the respective 

modulating factor is used, with the reference temperature 

layer set to layer 7 for charging of the top of the TES and 

layer 4 for the middle. These layers are chosen to limit 

hysteresis and the impact of water inflow to/outflow from 

the TES. 

It is seen that the higher layer modulation factor 𝑚𝑓ℎ is 

utilising a temperature band between the start and stop 

temperature setpoints, 𝑇𝑆𝑡𝑎𝑟𝑡𝐻𝑃,ℎ   and 𝑇𝑆𝑡𝑜𝑝𝐻𝑃,ℎ  respec-

tively. In a similar manner, the lower layer modulation 

factor 𝑚𝑓𝑙  is determined by a lower temperature range 

𝑇𝑆𝑡𝑎𝑟𝑡𝐻𝑃,𝑙  and 𝑇𝑆𝑡𝑜𝑝𝐻𝑃,𝑙. This control strategy allows for a 

stratified TES, maximisation of BHP operation and abid-

ing to top level minimum temperature requirements. An 

operation example for 1 day is shown in Figure 4. The dif-

ference between layer 5 and 6 occurs due to the water out-

flow from the TES for SH demands occurring at layer 5. 

 

 
Figure 3. Schematic of control methodology for BHP. 

 
Figure 4. TES operation under modulation of the BHP 

For SC, at default settings, priority is given to HEXDC 

over the BHP (in cooling mode). The choice of switching 

to the use of the BHP if the room is not cooled after a des-

ignated time (defined by the user) is also provided. 

Finally, a further control option has been added for the 

operation of the BHP. This allows for operation of the 

evaporator and/or the compressor under constant temper-

ature difference or flowrate, both of which are available 

for commercial BHP units. Depending on the operation, 

the power modulation is achieved by varying the non-

fixed variable within limits set by the user. The equations 

governing these behaviours have been modified in the 

models utilizing conditional functions ("if" statements) to 

adapt their operation accordingly. By implementing these 

adjustments, the BHP and grid inlets can be dynamically 

controlled, enabling greater flexibility in their operation. 

This adaptability allows for improved system perfor-

mance and optimization tailored to the specific use case, 

with due consideration given to external factors such as 

flowrate and temperature differences. 

2.2 Balancing unit 

The balancing unit is responsible for providing thermal 

and hydraulic balance to the network. The Modelica 
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model is captured in Figure 5 and described in the follow-

ing sections. 

 
Figure 5. Balancing Unit Modelica Model 

2.2.1 Model Description 

An Air Source Heat Pump (ASHP) is connected in se-

ries with a TES that acts as a passive interface between the 

hot and cold pipes. This setup with the TES directly con-

nected to the hot and cold pipe of the network (hot grid 

pipe at the top of the TES and cold grid pipe at the bot-

tom), provides a passive hydraulic balance, critical for the 

operational integrity of the system featuring decentralised 

pumps and energy transformation units. The TES is there-

fore suppling heat or cold depending on the energy mis-

balance. The hot grid pipe is connected to the top of the 

TES (layer 10) while the cold pipe to the bottom (layer 1), 

allowing for a stratified TES with the hot pipe temperature 

at the top (e.g., 20°C) and the cold pipe temperature at the 

bottom (e.g., 15°C). Depending on the thermal balance 

needed by the network, the TES is cooling down (during 

heating balance needed) or heating up (during cooling bal-

ance needed). The ASHP needs to keep the TES tempera-

ture within the operational limits by recharging the top or 

bottom of the TES with heat or coolth respectively. 

2.2.2 Control Strategy 

To achieve this operational strategy, the ASHP is con-

nected in series with the TES where a 3WV can change 

the TES charging levels based on mode of operation of the 

ASHP. Therefore, charging for heating uses level 9-6 for 

flow and return and level 2-5 for flow and return for cool-

ing operation. This setup allows for unidirectional flow 

through the ASHP while keeping a stratified TES without 

mixing when variations between heating to cooling dom-

inant system operation occurs. The mode of the ASHP de-

pends on the flow direction of the grid, with cooling acti-

vated when the flow leaves the bottom of the TES, and 

heating when the flow leaves from the top. 

The ASHP operation is following the same rule-based 

control for the modulation factor as the one described in 
equation (1). The operation of the balancing unit is cap-

tured in Figure 6, with an explanation of operation during 

heating and cooling dominant network operations de-

scribed in the following paragraphs. 

 
Figure 6. Balancing unit setup and connection schematic 

Like the BHP heating setup, there are two modulation 

factors for the ASHP, in this case depending on the oper-

ation mode (heating or cooling). During heating, the flow 

going through the TES is from the bottom to the top with 

the ASHP in heating mode. The heating modulation factor 

𝑚𝑓ℎ𝑒  is used which is calculated based on equation (1) 

with the upper and lower temperature bands being 

𝑇𝑆𝑡𝑎𝑟𝑡𝐻𝑃,ℎ𝑒   and 𝑇𝑆𝑡𝑜𝑝𝐻𝑃,ℎ𝑒. For cooling, flow is reversed 

in the grid, with hot water coming in at the top of the TES 

and cold one coming out at the bottom. Therefore, the 

ASHP is in cooling mode, cooling down the lower half of 

the TES. For the modulation factor during cooling 𝑚𝑓𝑐𝑜 

there is no need to subtract the ratio of the reference tem-

perature from 1 since it directly responds to the cooling 

power requirements. This operation also allows for a strat-

ified TES that can respond to dynamic changes in heat-

ing/cooling balance requirements.  

2.3 Hydraulic Interface  

The hydraulic interface is needed for the connection of 

Modelica components with thermal connectors to a sys-

tem with hydraulic connectors that can capture bidirec-

tional flow as well as pressure variations.  

The hydraulic interface can avoid utilising library com-

ponents that are only available in Simulation X, therefore 

open access Modelica standard library components are 

preferred. The functionality of the interface follows the 

methodology presented in the ProsNet library (Elizarov 

and Licklederer 2021), where the primary and secondary 

side communicate through a set of input/output signals. 

The key novelty in the approach developed in this paper, 

is the introduction of a thermal volume to represent the 

prosumer, considering thermal inertia and pressure varia-

tions of the system. Therefore, we can combine the bene-

fits of utilising thermal only connectors in the prosumer 

and balancing unit components (low computational times 

   a       in  

        ,  = 1   
       ,  =     

        ,  = 1   
       ,  = 1   

10

 

 

    = max 0,min 1,
            ,  

       ,           ,  

 

 

 

 

 

 

1

    = max 0,min 1, 1  
            ,  

       ,           ,  

    in   minan 

  a in   minan 

    
    

    
     n

             in   minan 

  a in   minan 

    a i n    

  a in  a an  
    in  a an  

ASHP 

TES 

Grid 

Connectors 

 

 

Control 

Signals 

 

 

 

Session 6-A: Thermodynamic and energy systems applications 5

DOI
10.3384/ecp204607

Proceedings of the Modelica Conference 2023
October 9-11, 2023, Aachen, Germany

611



and lower complexity) without compromising the hydrau-

lic performance of the system. At the same time, this setup 

allows for a clear separation between the thermal only 

models utilising Simulation X components that can be 

turned into Functional Mock-Up units (FMU) as dis-

cussed in Section 2.4. The hydraulic interfaces for the 

prosumer, the balancing unit, and the grid model are illus-

trated in Figure 7.  

For the prosumer hydraulic interface unit, the key inputs 

and outputs from the hydraulic interface are temperature 

[°C] and flowrate [l/min]. Signals for the set flowrate 

�̇�𝑔,𝑠𝑒𝑡 asked by the prosumer and the output temperature 

𝑇𝑝,𝑜𝑢𝑡from the prosumer are sent to a volume represent-

ing the prosumer, allowing for thermal inertia to be ac-

counted for, resulting in the temperature the grid actually 

sees from the prosumer, 𝑇𝑔,𝑜𝑢𝑡. Depending on the instan-

taneous demand mode (heating or cooling), the respective 

pump from the interface becomes active and flow is thus 

changing direction respectively. We use a PI controller to 

Figure 7. Hydraulic interfaces for prosumer and balancing unit as well as hydraulic model of the grid 
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give the setpoint u to the respective pump, considering the 

actual �̇�𝑔,𝑎𝑐𝑡 and set flowrate �̇�𝑔,𝑠𝑒𝑡. Then, �̇�𝑔,𝑎𝑐𝑡 and 𝑇𝑔,𝑖𝑛 

are fed back to the prosumer as inputs.  

For the balancing unit’s hydraulic interface, the key in-

put is the temperature from the balancing unit. The tem-

perature corresponds to the top or bottom of the TES, de-

pending on the flow direction, namely the sign of �̇�𝑔,𝑎𝑐𝑡 as 

described in Section 2.2.2. If �̇�𝑔,𝑎𝑐𝑡  is positive, which 

means there is dominant heating demands in the grid (flow 

from cold to hot port), then the hot pipe volume acts as a 

source with 𝑇𝐵𝑈,𝑜𝑢𝑡 being equal to the temperature at the 

top of the TES. 𝑇𝐵𝑈,𝑖𝑛 equal to the temperature of the cold 

pipe flows at the bottom of the TES. The opposite happens 

when there is cooling dominant operation and thus a 

negative �̇�𝑔,𝑎𝑐𝑡 , with the cold pipe volume becoming a 

source and the hot pipe volume becoming a sink.  

The pipe network, namely the grid model, comprises 

dynamic pipes, sensors and junctions to allow for the 

connection of the prosumers and the BU. The grid model 

allows for parallel connection between loads, and includes 

ports for both the hot and cold pipes.  

2.4 FMUs of Prosumers and Balancing Unit  

To further increase the usability of the model, both 

prosumer and balancing unit models are developed so that 

they can be exported to FMUs, allowing for their use 

through the FMI standard for application in all Modelica 

environments (The Modelica Association 2023). With 

FMUs for these components, an arbitrary size of network 

can be built, with varying topologies and design and oper-

ational characteristics in any Modelica environment. 

However, the benefits from using a FMU come at a cost 

of transparency and editability. The components become 

“black boxes” that have specific elements that can be ed-

ited, significantly limiting the flexibility of the models to 

change. To maximise their usability, a set of key parame-

ters have been made editable in the FMU. These follow 

the ProHMo library methodology as described in 

(Zinsmeister and Perić 2022), and include: 

• Inputs for individual control setpoints 

• Weather files 

• Consumption parameters 

• Energy generator unit capacities 

• TES dimensions 

3 Exemplary Use Case 

To showcase the usability of the produced models, a 

simple system is used. It involves a heating and cooling 

prosumer as well as a balancing unit connected through a 

grid element in parallel. This setup is the one shown in 

Figure 1, Section 2. A constant temperature difference is 

kept between the cold and the hot pipe, and the grid pipes 

are modulated based on variable flowrate. HEXDC is used 

for the cooling prosumer while the BHP for the heating 

prosumer (connected in series to the TES).  

The simulation is performed for one day, with an aim to 

observe the behaviour of the system and qualitatively ver-

ify its operation. Figure 8 displays key outputs, namely the 

temperature levels of the top and bottom layers of the BU 

TES, the temperature in the living zones of the prosumers 

as well as the temperature and flowrate values on the 

grid’s junction. 

Plot A indicates the fluctuations of the temperature lev-

els in the TES of the balancing unit, responding to heating 

and cooling requirements in the grid while keeping the up-

per (22oC) and lower (13oC) temperature limits. The 

spikes observed occur during ASHP start-up, with a mo-

mentary large intake. Plot B shows that the temperatures 

in both prosumer’s living areas are maintained at the tar-

get reference temperatures (21oC for heating and 23oC for 

cooling). Larger deviations are observed during cooling 

due to the controller setting, underfloor cooling system 

behavior and the house pump's flowrate capacity.  

Graphs C and D present temperature levels at both the 

hot and cold pipes. In plots E and F, flow halts for the 

cooling prosumer after hour 13, causing the respective 

pipe temperatures to track ambient temperatures and those 

of the segment preceding it. During the flow interruption 
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until hour 5, the balancing unit remains idle, with the TES 

temperature slightly decreasing due to energy losses. 

Overall, hydraulic and thermodynamic balances are 

kept in the system. The temperatures are maintained in the 

prosumer houses and bidirectionality of flow is captured. 

The balancing unit can operate both in heating and cooling 

mode ensuring that the top and bottom temperature levels 

are kept. It is shown that the components provide a work-

ing basis for investigations of different design cases and 

operation strategies. The next section describes how such 

designs can be validated with minimal hardware utilising 

PHIL approaches. 

4 Power Hardware-in-the-Loop 

Prosumer behaviour and interaction under different de-

sign conditions and control methodologies is one of the 

key gaps in research of 5GDHC systems. Experimentally 

validating models would require multiple BHP and build-

ings with both heating and cooling demand as well as the 

ancillary equipment (valves, pipes etc.) for developing a 

thermal network. To facilitate experimental validation of 

generated system models or the experimental assessment 

of prosumer interaction under varying control and design 

philosophies, the components are designed in such a way 

as to be able to utilise PHIL with minimal hardware re-

quirements. Figure 9 illustrates how PHIL can be used for 

experimentally simulating a prosumer with only a HEX. 

The HEX is sending metered signals to the prosumer 

simulation model for the flowrate and temperature present 

both on the primary and secondary side of the HEX. These 

are converted to standard unit values via a conversion 

module and fed to Modelica, which in turn sends back 

control signals. For the conversion & control modules, 

various software/hardware interaction methodologies are 

available. For example, the CoSES lab utilises Industrial 

Controllers for the hardware, communicating in real time 

with NI VeriStand for the conversion of logged data and 

control setpoints, as thoroughly explained in (Zinsmeister 

et al. 2023). Regarding hardware, other than the HEX, a 

heating and/or cooling unit are required to raise/drop the 

temperature for both the prosumer and grid side.   

Prosumers’ BHP and HEXDC can be emulated with a 

PHIL setup. As mentioned in Section 2.1, the prosumer 

model features a BHP and HEXDC, controlled in either 

constant flowrate or temperature difference. For the 

HEXDC operation, based on the measured flowrate and 

temperature, the set return temperature of the house 𝑇ℎ,𝑠𝑒𝑡 

is calculated based on the heating/cooling system of the 

building and the building and outdoor temperature. The 

3WV mixes water from the supply side to reach 𝑇ℎ,𝑠𝑒𝑡. A 

signal is also provided for the grid pump �̇�𝑔,𝑠𝑒𝑡 , as ex-

plained in Figure 7 found in Section 2.3. For the BHP 

emulation, the grid pump is still operated according to the 

control signal �̇�𝑔,𝑠𝑒𝑡  but the house side operates differ-

ently. The 3WV is closed, so that it doesn’t mix water 

from the supply into the return line and the pump on the 

building side is operated to supply �̇�ℎ,𝑠𝑒𝑡  to achieve the 

outlet temperature of the heat pump on the grid side. 

Further implementations are possible that follow the 

same principles as the ones mentioned above. These could 

include multiple HEX connected in series or in parallel to 

study the interaction of various prosumers. In addition, the 

balancing unit could be connected in a similar approach to 

study its characteristics. Even an entire network with mul-

tiple prosumers and balancing units could be included as 

a simulation model on the grid side which would allow for 

investigating the impact of single/multiple prosumers on 

larger grids. 

5 Discussion  

This paper presents a set of models for the development 

of 5GDHC systems. The models have been developed 

with a focus on usability, scalability, accuracy, flexibility, 

and validity. The following sections provide some insight 

on strengths and limitations as well as a discussion on po-

tential applications of the models. 

5.1 Strengths 

These components utilise validated models from the 

ProHMo library that are modular and can provide a de-

tailed representation of component operation and building 

behaviour. They provide a good rule-based control allow-

ing for BHP operation with low number of starts and stops 

for a longer component lifetime and a stratified TES. Start 

up and slew times are included as well as solutions for 

hysteresis. Computational time is kept low since we are 

using hydraulic equations only for the network, signifi-

cantly reducing the complexity of the model. The models 

are made open access and have platform independent 
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FMUs where commercial components are used. They can 

be coupled with various grid models and elements such as 

seasonal thermal storage.  

Another key benefit that is arising from these models, is 

the capacity for PHIL experimentations with minimal 

hardware to study prosumer interaction. The models can 

be used to emulate both building and BHP/HEXDC behav-

iour. Different levels of detail for PHIL experiments allow 

a detailed analysis of grid behaviour and component inter-

action with low costs, space requirements and overall 

complexity. 

5.2 Limitations 

The key limitations of the components come from the 

use of the ProHMo library. It is built in Simulation X 

which is not an open access tool. This limits the capacity 

to freely edit the components. FMU provision has been 

presented as a workaround, but it does not fully open the 

“black box” of the component and does not allow for sim-

ple drag and drop of the individual components for use on 

any Modelica environment. The prosumer and balancing 

unit component models could be integrated into other li-

braries which are using open access components, while 

keeping the methodology of their operation intact.  

The building models are focused on residential proper-

ties and may not accurately represent different consumer 

classes such as office blocks or retail properties. Moreo-

ver, the operational behaviors of the energy transfor-

mation components are tied to the units used in the CoSES 

lab, which are designed for household-scale applications. 

Consequently, when attempting to model much larger 

units or units with different technical specifications (e.g., 

refrigerants), the scalability and accuracy of the models 

may be compromised. 

5.3 Potential Applications 

The main benefit of this work is the provision of be-

spoke models and methodologies that facilitate the study-

ing and analysis of 5GDHC systems. They can act as a 

basis for the creation of research cases on the impact of 

several parameters on the overall performance of the sys-

tem. For example, they could be used to investigate dif-

ferent network topologies and the effect that network be-

haviour has on the hydraulic operation. The effect of in-

cluding different consumer classes as prosumers as well 

as the seasonal co-occurrence of their heating/cooling de-

mands could also be studied. The models could be used to 

replicate bespoke networks for industrial applications 

with given building schedules. Detailed operational strat-

egies could also be investigated, identifying the effect of 

the hydraulic setup on the creation of thermodynamic sub-

cycles and pump hunting phenomena. By developing rel-

evant network and ground models, the effect of the ground 

type on the network performance can be studied for dif-

ferent insulation levels of the pipework, with a focus on 

the capacity for thermal losses under different network 

temperature regimes, insulation series and pipe materials. 

The impact on the number and location of balancing units 

as well as the introduction of passive balancing units such 

as seasonal energy storage (e.g., aquifers) can be quanti-

fied. The level of centralisation can also be studied, by 

changing the consumption parameters, allowing for a 

deeper investigation of the thermal zoning effect and com-

bination of 4GDH with 4GDC and 5GDHC networks.  

6 Conclusions 

This paper presents a comprehensive set of Modelica 

models for the key components of 5GDHC, namely 

prosumers, balancing units, and hydraulic interfaces. 

The component design and assessment, including their 

interconnections and control strategies, have been dis-

cussed and demonstrated through an exemplary use case. 

The paper has also demonstrated the applicability of PHIL 

setups for experimental analysis of prosumer interactions 

with the use of minimal hardware requirements, exempli-

fied through a theoretical case study setup utilizing only a 

HEX to model a prosumer. 

The presented models and methodologies provide an ad-

vancement in the understanding and analysis of 5GDHC 

systems. The provision of FMU models allows for their 

utilization in various coding environments through FMI, 

promoting open access as part of the ProHMo library. 

Overall, this work contributes to the development of 

tools and methodologies for the analysis and study of 

5GDHC systems, offering potential avenues for future re-

search and application. By further refining and expanding 

the accessibility of the models, the understanding and 

adoption of 5GDHC systems can be advanced in a more 

open and collaborative manner. 
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Nomenclature 

Abbreviation Meaning 

5GDHC 5th Generation District Heating and 

Cooling 

3WV 3-Way Valve 

ASHP Air Source Heat Pump 

BHP Booster Heat Pump 

DHW Domestic Hot Water 

EMS Energy Management System 

FMI Functional Mock-Up Interface 
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Abbreviation Meaning 

FMU Functional Mock-Up Unit 

HEX Heat Exchanger 

HEXDC Direct Cooling Heat Exchanger 

PHIL Power Hardware In the Loop 

SC Space Cooling 

SH Space Heating 

TES Thermal Energy Storage 
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4.2.3 Benchmarking tool for energy management systems

While emerging control algorithms for EMSs show promise, their widespread practical adoption

has yet to be realized. These new or enhanced algorithms are typically demonstrated and

evaluated through individual simulations. Yet, the absence of a unified comparative framework

leaves the performance of each control algorithm in specific applications and the generalizability

of the benefits uncertain. Validating and comparing these controls using standardized and

realistic models could significantly help to demonstrate and quantify the improvements and

bridge the gap between academic research and practical implementation.

Moreover, creating and validating a simulation model is a complex task that often requires

expertise in a specific simulation tool, such as Modelica. Many MPC-based EMSs tend to

analyze the results using the MPC model itself, which can affect the validity due to the simpli-

fications necessary for a fast-solving optimization model. In addition, the growing popularity

of Reinforcement Learning (RL)-based EMS approaches necessitates suitable simulation models

for their training. An easy-to-use benchmark model would be advantageous in this context. It

could speed up the process of training and benchmarking EMSs, thus promoting an environment

conducive to rapid prototyping.

For this reason, the existing CoSES ProHMo library is expanded to enable the use of its

experimentally validated building models as a benchmarking and training tool for EMSs. Fig-

ure 4.3 shows some salient requirements expected from a benchmarking tool for EMS. Each

building model has a backup control to ensure user comfort, which can be turned off if de-

sired. This backup control overrides the EMS setpoints, e.g., when TES temperatures fall below

predetermined limits.

Figure 4.3: Requirements for a benchmarking tool for EMSs.

The performance of the benchmarking tool is illustrated by analyzing, tuning, and comparing

a MPC- and a RL-based EMS approach. The comparison of both EMSs shows that the MPC-

based EMS, equipped with perfect forecasts, achieves the lowest operational costs. Although

the RL-based EMSs do not surpass the MPC-based system in performance, their independence

from forecast data highlights their potential for real-world applications.
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Energy Management Systems (EMS) for buildings are pivotal in leveraging flexibility from sector coupling in 
future power systems. Currently, most EMS are designed and evaluated using non-standardized and incompatible 
simulation models built within the specific EMS development cycle. Such evaluation techniques make it difficult 
to compare different EMS solutions according to well-defined and universal performance indicators. Therefore, 
open-access benchmark models of realistic building energy systems would be beneficial for wider research 
community. This article introduces the ProHMo benchmarking framework which provides experimentally 
validated commercial heating and cooling equipment models in various building energy system configurations. 
The building energy system models are available as openly accessible Functional Mock-Up Units (FMU) to 
allow for toolchain-independent benchmarking of EMS. The framework includes a Python code template 
that enables easy integration with different EMS interfaces. In a case study, we show the potential of the 
benchmarking framework by comparing a rule-based, optimization-based, and reinforcement learning-based 
EMS. The results show that the optimization-based EMS with perfect foresight achieves the lowest costs. Although 
the reinforcement learning-based EMS performs slightly poorer, it operates independently of forecasts, which 
makes it attractive for practical applications. The ProHMo benchmarking framework is designed to equip 
researchers with a robust framework for developing, evaluating, and comparing different EMS, particularly those 
focused on optimization and data-driven control methods.

1. Introduction

The future of energy systems will rely significantly on renewable 
energy sources [1]. However, the inherent intermittency of power gen-

eration from solar and wind necessitates enhanced flexibility within 
energy systems to address these fluctuations. In combination with intel-

ligent control, sector coupling emerges as a pivotal strategy in ensuring 
this flexibility [2]. The multi-energy systems on the district and build-

ing level can offer the desired flexibility. In this context, the utilization 
of Energy Management Systems (EMS) is central to harnessing the flex-

ibility [3].

The current literature on EMS for building energy systems show-

cases a variety of control methods, use cases, and evaluation approaches. 
The EMS are primarily designed to optimize cost-effectiveness, energy 
efficiency, or user comfort. These systems are mostly equipped with 
components like Heat Pumps (HP)s, Photovoltaic (PV), Thermal En-

ergy Storages (TES)s, and Batteries (BAT)s. Different studies introduce 

* Corresponding author.

E-mail address: d.zinsmeister@tum.de (D. Zinsmeister).

or compare EMS control methods like Model Predictive Control (MPC)-

based optimization, Reinforcement Learning (RL), or Rule-Based (RB) 
control. Table 1 shows a selection of different EMS for building energy 
systems, their method, and how they are evaluated.

The diversity in analyzing and validating EMS strategies leads to 
challenges in comparing different EMS approaches, as observed by Blum 
et al. [13] and Drgoňa et al. [14]. Adding to this, Fischer et al. [4]

raise concerns that many EMS get favorable evaluations by being bench-

marked against poorly calibrated RB controllers.

Another difficulty arises in setting up simulation models to evaluate 
EMS [13]. It is essential to develop sophisticated simulation models that 
accurately reflect the complexity of building energy systems to compare 
EMS in a realistic environment. This requires significant effort and ex-

pertise, not only in creating models but also in ensuring the real-world 
utility of control outputs. A critical aspect of this process is the validation 
and verification of the models, which involves testing and comparison 
with measurements of real energy systems.

https://doi.org/10.1016/j.enbuild.2024.114648
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Table 1

Selective overview of EMS for building energy systems and the simulation tool they were evaluated with. ✓ indicate if 
the evaluation models are Open Access (OA) while the availability of the library as OA is denoted by ✓*.

Ref Short description Type
Evaluation model

Model OA

[4] Comparison of RB vs. MPC-based EMS for a building with common components. RB & 
MPC

COLSIM ✗

[5] Quantification of optimal control using a flexibility envelope on common building 
energy system components.

RB & 
MPC

MPC 
model

✗

[6] Comparison of RB vs. nonlinear optimization for buildings with different heat 
and electricity generators and storages.

RB & 
MPC

MPC 
model

✗

[7] Comparison of different optimal control objectives and parameters for a building 
with different heat and electricity generators and storages.

MPC MPC 
model

✓

[8] Comparisons of quadratic, nonlinear, and mixed integer nonlinear optimal con-

trol formulations and solver choices for a building with HP and variable room 
temperature.

MPC IDEAS ✓*

[9] EMS for heat generators and controllable thermostats, utilization the load shift 
potential of heating systems by providing setpoints for the room temperature.

RL IDEAS ✓*

[10] EMS that adjusts temperature setpoints to optimize user comfort while conserving 
energy.

RL IESVE ✗

[11] Comparison of RL models against the outcomes of an MPC model for a building 
equipped with different heat and electricity generators and storages.

RL MPC 
model 
from [7]

✓

[12] EMS designed for buildings equipped with PV, HP, and TES. RL ProHMo ✓

Considering these facts, there is a need to establish a common bench-

marking framework for EMS of buildings. Such a framework should have 
the following properties:

• It allows realistic simulation of relevant building behavior affected 
by exogenous factors.

• Models are based on measurement data obtained from commercial 
hardware, are experimentally validated, and are computationally 
efficient.

• The framework is published under an open access license for repro-

ducible EMS research.

• It calculates necessary metrics for validating and comparing differ-

ent EMS control methods, such as total energy consumption and 
costs.

• It is user-friendly and allows for seamless development of EMS con-

trol methods to accelerate EMS research.

The framework should also include a control procedure that prevents 
comfort violations in the building and can overwrite setpoints. This is 
important for a close-to-reality analysis, as most users would not tolerate 
comfort violations resulting from malfunctioning EMS.

To the best of the authors’ knowledge, no benchmarking framework 
is available that encompasses all requisite properties while incorpo-

rating crucial aspects of building energy systems. Addressing this, we 
introduce the ProHMo benchmark framework and simulation library, 
which replicates the commercial equipment in the Center for Combined 
Smart Energy Systems (CoSES) laboratory [15,16]. The ProHMo frame-

work stands out for its comprehensive building energy system models, 
encompassing essential elements. This includes various experimentally 
validated component models for Heating, Ventilation, and Air Condi-

tioning (HVAC), PV, and BAT. The HVAC components accurately repli-

cate the dynamic behavior and internal control of commercial compo-

nents, capturing intricate details often neglected in other libraries due to 
the complexity that requires experimental data. Moreover, key building 
parameters such as size, insulation, and age are included to accurately 
simulate heating, Domestic Hot Water (DHW), and cooling consump-

tion.

Users have the flexibility to customize predefined building energy 
system models to suit their specific requirements. This involves select-

ing the necessary benchmark equipment, adjusting component or build-

ing parameters, and incorporating individual weather data information. 
The benchmarking process is versatile by providing building energy 
models as Functional Mock-Up Units (FMU)s, allowing different EMS 
approaches and programming languages. The framework includes code 

templates demonstrating the interface between the EMS and FMUs. This 
approach can be used to integrate and compare different EMS within the 
same framework.

The remainder of the paper is structured as follows: First, we present 
the state of the art in building energy system models and correspond-

ing benchmarking frameworks (section 2). In Section 3 we introduce 
the ProHMo framework and the corresponding library. Then we present 
the experimental validation of the building model in the CoSES labo-

ratory (section 4) and demonstrate the library for comparing different 
EMS control methods (section 5). In section 6 we discuss the strengths 
and limitations of the library and framework, before providing the con-

clusions in section 7.

2. State of the art

Fig. 1 provides an overview of existing simulation libraries for build-

ing energy systems as well as the corresponding extensions that enable 
benchmarking based on the underlying simulation libraries.

2.1. Simulation libraries

Three modeling languages are frequently used for simulating build-

ing energy systems: Modelica [17], EnergyPlus [18], and TRNSYS [19]. 
All three modeling languages support model export according to the 
Functional Mock-Up Interface (FMI) standard [20]. FMI is increasingly 
used in co-simulation [21] and ideal for benchmarking EMS.

Well-known open-access Modelica libraries for building energy sys-

tems include the IBPSA library [22] and its derivatives: Buildings [23], 
AixLib [24], BuildingSystems [25], and IDEAS [26]. The IBPSA library is 
a comprehensive tool for modeling building and community energy and 
control systems. It applies best practices in the field and offers a wide 
range of models. These include different HVAC systems and diverse en-

ergy storage types, such as TESs, boreholes, phase-change materials, and 
BATs. Buildings are modeled as detailed or reduced-order building mod-

els. The detailed building models contain information on the building 
envelope and model heat exchange mechanisms, such as heat transfer 
between rooms and the outside air and multi-zone airflow. The electri-

cal system is modeled with two- and three-phase options for balanced 
or unbalanced systems. One difficulty when using IBPSA models is the 
lack of an internal control logic for HVAC systems, such as mechanisms 
to automatically shut down heat generators upon reaching maximum 
temperature. This may lead to unrealistic results (e.g., HPs heating wa-

ter above 100 ◦𝐶) and simulation errors when temperatures exceed the 
maximum limits of components.
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Fig. 1. Overview of frameworks to benchmark and train EMS.

Another Modelica-based simulation library for energy systems is the 
commercial GreenCity library [27,28]. Like IBPSA, it is tailored for plan-

ning and optimizing building and district energy systems and features 
detailed models for electric and thermal generation, distribution sys-

tems, storage, and consumption. GreenCity adopts a simplified approach 
to modeling the hydraulic system by neglecting pressure constraints and 
losses. This approach is viable for operating conditions with unidirec-

tional flow, where pumps can always maintain the required flow rate. 
These conditions are typical for the heating system in buildings.

EnergyPlus is a comprehensive building energy simulation software 
including highly detailed models for heat and mass flow within the 
building energy systems [18]. Plugins like Honeybee [29] allow the in-

tegration of EnergyPlus into other building performance analysis tools. 
The software can handle complex interactions between different build-

ing energy systems and the building itself. It allows users to specify a 
parameter file with building parameters such as geometry, materials, 
and HVAC equipment and controls. These specifications, along with 
hourly weather data, enable EnergyPlus to simulate a building’s en-

ergy performance realistically. The efficiency of the HVAC system is 
formulated with equations, which can be fitted to emulate commercial 
components, e.g., as done for different HPs [30]. It uses a fixed time 
step integration method with a minimum time step size of 60 seconds. 
This complicates modeling the dynamic behavior of commercial HVAC 
components, as the dynamic behavior cannot be described with simple 
equations and would require lower time step sizes.

TRNSYS [19] is a commercial software environment for simulating 
the behavior of transient systems. It is commonly used for detailed anal-

ysis and optimization of thermal and electrical energy systems. Users 
can create their own components or use existing, customizable com-

ponent models of common equipment, such wind turbines, BAT and 
HVAC systems. Balke et al. [31] developed a simulation model of the 
Net-Zero Energy Residential Test Facility (NZERTF), a four-bedroom 
residential building with a simulated occupancy of four people. The sim-

ulation model includes components for HVAC, water heating, solar PV, 
and other equipment.

2.2. Benchmark frameworks

The increasing interest in advanced control methods for building en-

ergy systems and the need for training models for RL-based EMS led 
to several benchmarking frameworks. Each benchmarking framework is 
based on one or several simulation libraries for building energy systems.

The BOPTEST framework [13] is based on the IDEAS library [26]. It 
includes a baseline and backup control that can overwrite EMS setpoints 
if the user’s comfort is violated. The containerized run-time environment 
facilitates rapid and repeatable deployment of building emulators repre-

senting various system configurations. Key Performance Indicator (KPI)s 
can be generated as a postprocessing step to compare different EMS.

Other benchmarking frameworks focus on the training and testing 
RL algorithms, adhering to the Gymnasium API standard. Energym [32]

and Sinergym [33] include detailed building energy system models. 
Sinergym uses EnergyPlus models while Energym provides different sim-

ulation models based on the Buildings library [23] or EnergyPlus [18]. 
This allows users to select models based on their research focus. Ener-

gyPlus offers detailed building consumption models and the Buildings 
library includes detailed models for the HVAC system. A unique feature 
of Sinergym is that randomness can be added to the weather data of 
different zones.

SimAPI [34] and the V-BCT framework [35] are co-simulation in-

terfaces for building energy systems. SimAPI facilitates interaction be-

tween calibrated EnergyPlus building models and cloud-based control 
algorithms. V-BCT uses the open-source platform VOLTTRON [36] to 
integrate data, devices, and systems for testing control applications. Its 
capabilities are shown in a case study with an EnergyPlus model, but 
it also allows other modeling libraries. A special feature of the frame-

work is that it can consider the delay of new setpoints, which may be 
caused by the execution time of control sequences. reCAAT [37] con-

sists of a simulation manager that links custom control algorithms, user 
setpoint preferences, electricity pricing information, and weather data 
with a simulation model and calculates basic KPIs during postprocess-

ing. The simulation model is based on the NZERFT TRNSYS model [31]

and coupled to an external control algorithm with a custom TRNSYS 
type using socket communication.

Table 2 provides a comparative analysis between the ProHMo frame-

work and the other benchmarking frameworks presented in this section. 
It is observed that only ProHMo and reCAAT offer a complete and close-

to-reality description of building energy systems, including the DHW 
consumption and providing realistic component behavior. They are also 
the only two frameworks that comprise experimentally validated mod-

els. Regarding realistic component modeling, many popular frameworks 
are lacking in their representation of commercial components, such as 
HVAC, by neglecting their dynamic behaviors and considering only the 
efficiency data. The scarcity of detailed information and the variance 
in internal controls across different manufacturers further complicate 
accuracy in modeling dynamics. Extending the realism considerations, 
an optional backup controller to prevent consumer comfort violations 
is only available within ProHMo and BOPTEST among the compared 
frameworks. Beyond these metrics, the utility of a framework can be 
improved by options to customize the components, standardization of 
KPIs, and being made open access.

3. The ProHMo benchmarking framework

The ProHMo library was initially introduced in [38] and is acces-

sible via the ProHMo GitLab repository.1 It was originally designed as 
a digital twin of the CoSES laboratory, to examine and refine control 

1 https://gitlab .lrz .de //energy -management -technologies -public //coses _
prohmo.
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Table 2

Comparison of different benchmarking tools for EMS.

DHW

consumption

realistic

component

behavior

experimentally

validated

models

backup

control

customizable

components

standardized

KPI

calculation

open

access

ProHMo ✓ ✓ ✓ ✓ ✓ ✓ ✓

BOPTEST ✗ (✓)1 ✗ ✓ ✗ ✓ ✓

Energym ✓ (✗)1,2 ✗ ✗ (✗)3 (✓)4 ✓

reCAAT ✓ ✓ ✓ ✗ ✗ ✓ ✗

Sinergym ✓ (✗)5 ✗ ✗ ✓ ✗ ✓

SimAPI ✗ (✗)5 ✗ ✗ (✗)3 ✗ ✓

V-BCT ✗ (✓)1 ✗ ✗ (✗)3 ✗ (✓)6

1 no replication of dynamic behavior of commercial components.
2 Modelica models use first-order approximations of building envelopes with constant zone temperature limits.
3 only by changing EnergyPlus file.
4 no KPIs for total energy consumption and costs.
5 no information on HVAC system.
6 github link is expired.

Fig. 2. Schematic representation of the communication template that interacts 
between EMS and FMU.

strategies before experiments. Therefore, it allows an easy transition 
between simulation studies and experiments. The work on the ProHMo 
library models has shown that accurate modeling of the dynamic behav-

ior of commercial hardware cannot be done with generic models, which 
are common in simulation tools. Although the ProHMo library does not 
cover every commercial component comprehensively, it demonstrates a 
process that modelers and practitioners need to follow.

The ProHMo benchmarking framework uses building energy sys-

tem models that are experimentally validated using the components of 
the CoSES laboratory [15,16], providing co-simulation models as open-

access FMUs. To facilitate the adoption of the benchmarking framework, 
we offer an easy-to-use code template, available on our GitLab reposi-

tory.2 this template aims to streamline the simulation environment setup 
with a communication interface and postprocessing tool. The structure 
of the code template is shown in Fig. 2.

The first step in the benchmarking framework involves its parametri-

zation. Users can choose from a set of existing files containing pricing, 
weather, and forecast data, or provide paths to their own files. Fur-

2 https://gitlab .lrz .de /energy -management -technologies -public /coses _
prohmo /-/tree /main /CodeExport /FMIModels.

thermore, users can define the benchmarking period, the control and 
prediction horizon length used by the EMS control method, and whether 
the backup control should be activated. To accommodate diverse user 
requirements and enhance flexibility, multiple model parameters can be 
adjusted as listed in Appendix A.1.

After defining the parameters, the framework loads forecast data and 
initializes the FMU. The initial state and the forecast data for the next 
prediction horizon are provided to the EMS, which generates setpoints 
sent to the FMU. If the backup control is activated and detects any com-

fort violations, it overwrites the setpoints of the EMS. After completing 
the simulation over the control period duration, the EMS receives the 
updated state and the forecast information for the subsequent iteration.

At the end of each simulation run, the postprocessing phase com-

putes KPIs, such as:

• Total energy costs (𝐶𝑜𝑝,𝑡𝑜𝑡).
• Cumulative energy consumption (𝐸𝑡𝑜𝑡).

• Computation duration of the EMS (𝑡𝑐𝑜𝑚𝑝) and simulation duration 
(𝑡𝑠𝑖𝑚).

• Number of starts (𝑛𝑠𝑡𝑎𝑟𝑡𝑠) and operational duration (𝑡𝑜𝑝) of heat gen-

erators.

• Charge cycles of the BAT (𝑛𝐵𝑎𝑡𝐶𝑦𝑙𝑒).
• Heating (𝑑𝑐ℎ𝑒𝑎𝑡), cooling (𝑑𝑐𝑐𝑜𝑜𝑙), and DHW discomfort (𝑑𝑐𝐷𝐻𝑊 ) 

metrics, which are defined in Appendix B.

These KPIs are stored in an output file with the relevant simulation 
results as a time series. The simulation results include the target and 
actual setpoints, State of Charge (SOC) of the storage units, and power 
demand and generation. This file enables further postprocessing and 
graphical representation of the results.

3.1. ProHMo simulation library

Fig. 3 displays a building energy system model of ProHMo. Users can 
customize the components and environment settings according to their 
preferences. The default parameters, detailed in Appendix A.1, corre-

spond to the equipment used in the CoSES laboratory.

The modulation or power setpoints serve as input signals for the dif-

ferent components, with their specific signals and ranges detailed in 
Appendix A.2. When a user chooses the RB control or the backup control 
is active and in overwrite mode, a switch function alternates between 
the user-defined input signal and the RB control setpoint for the control 
signals.

All buildings include one or more heat generators, in this case, a So-

lar Thermal Panel (ST) and an Air Source Heat Pump (ASHP) with an 
auxiliary electric heating rod. The reversible ASHP can provide heating 
and cooling. In cooling mode, the distribution system bypasses the TES. 
During heating mode, the ASHP is connected to the TES and alternates 
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Fig. 3. Modelica model of a building energy system with different components and its input interface.

Fig. 4. ProHMo structure: Green marks the newly developed generator models, 
blue the adapted models from GreenCity. (For interpretation of the colors in the 
figure(s), the reader is referred to the web version of this article.)

between distributing heat to the top section DHW and the bottom sec-

tion for space heating. The stratification within the TES allows the ASHP 
to operate at varying temperature levels, taking advantage of lower tem-

peratures to ensure efficient operation. Electricity for the building and 
the ASHP can be provided by the electric grid, the PV system, or the 
BAT. Excess electricity is fed back into the grid or stored in the BAT.

The components of the ProHMo library can be structured as shown in 
Fig. 4. Several components are based on the GreenCity library [27,28], 
which delivers precise simulation models for generic building energy 
systems and a user-friendly modeling approach.

Heat generator models

The accurate capture of commercial components behavior is ensured 
in ProHMo through the new heat generator component library. The 
models are built using components from the Modelica Standard Library 
(MSL), allowing seamless integration into other Modelica-based simula-

tion libraries. Their behavior is defined by lookup tables, created based 
on characterization measurements conducted in the CoSES laboratory. 
The steady-state efficiency is calculated using lookup tables and depends 
on the water inlet temperature, source temperature (for HPs), and mod-

ulation setpoints.

Beyond static behavior, the ProHMo models also capture dynamic 
behavior through lookup tables containing time-dependent data ac-

quired from measurements in the CoSES laboratory. Moreover, the mod-

els have internal controls, such as automatic shutdown mechanisms to 
prevent overheating damage. Without these internal controls, the sim-

ulations would provide unrealistic results when temperature thresholds 
are exceeded.

Consumption models

The heat consumption is modeled using the 3-zone building model 
of the GreenCity library. General parameters such as total living area, 
year of construction, layout, and window type are incorporated using 
a method described by Loga et al. [40]. The model is slightly adapted 
to reproduce typical heating system return temperatures. The introduc-

tion of variable room temperature setpoints allows the heating system 
model to be used for active demand response. In addition, a DHW con-

sumption model is implemented, which is based on stochastic demand 
profiles of DHWcalc [39] and checks whether the DHW temperature is 
above the set minimum temperature. The consumption models are also 
used for Power Hardware in the Loop (PHIL) experiments in the CoSES 
laboratory [16], allowing an easy transition between simulation and ex-

periment.

3.2. Backup control

We provide a backup control to safeguard against comfort violations 
arising from incorrect or missing setpoints of the EMS. This backup sys-

tem is designed as a RB control, mirroring the design of common RB 
control systems found in modern buildings. Therefore, it can serve as a 
baseline benchmark for evaluating the performance of EMS. Since this 
backup control can impact the performance of different EMS, users can 
deactivate it in the parameter definition. For example, deactivation may 
be necessary to train RB EMS or to evaluate the performance of EMS 
without any assistance.

Table 3 shows the parameters for the ASHP and the auxiliary heater. 
Control parameters for the other components and buildings are de-

scribed in the GitLab documentation. The heat generator is activated 
or deactivated based on the TES temperature at different layer heights 
(𝑇𝑇𝑆,𝑥, where ‘x’ marks the layer, 1 is the bottom layer, 10 is the top 
layer). To save energy, the heating criteria only apply during the heating 
season while DHW remains a year-round necessity.

4. Library validation

The experimental validation of the ProHMo library evaluates the ac-

curacy of the commercial heat generation and storage components and 
compares them to the other simulation libraries. By analyzing the system 
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Table 3

Parameters of the RB control.

Device On criteria Off criteria

ASHP 𝑇𝑇𝑆,9 < 𝑇𝐷𝐻𝑊 ,𝑚𝑖𝑛
𝑇𝑇𝑆,4 < 𝑇ℎ𝑒𝑎𝑡𝑖𝑛𝑔,𝑚𝑖𝑛1

𝑇𝑇𝑆,7 > 𝑇𝐷𝐻𝑊 ,𝑚𝑖𝑛 + 5 𝐾
𝑇𝑇𝑆,2 > 𝑇ℎ𝑒𝑎𝑡𝑖𝑛𝑔,𝑚𝑖𝑛 + 5 𝐾1

Aux. Heater 𝑇𝑇𝑆,9 < 𝑇𝐷𝐻𝑊 ,𝑚𝑖𝑛 − 5 𝐾
𝑇𝑇𝑆,4 < 𝑇ℎ𝑒𝑎𝑡𝑖𝑛𝑔,𝑚𝑖𝑛 − 5 𝐾1

𝑇𝑇𝑆,7 > 𝑇𝐷𝐻𝑊 ,𝑚𝑖𝑛
𝑇𝑇𝑆,2 > 𝑇ℎ𝑒𝑎𝑡𝑖𝑛𝑔,𝑚𝑖𝑛1

1 only during heating season.

Fig. 5. Schematic representation of the experimental setup featuring the Wolf 
CHA 10 ASHP connected to the TES with two 3WVs that can switch between 
the upper and lower segments of the TES.

behavior, we gain additional insights into the interaction of the compo-

nents that might not be evident when validating them separately. We 
present in this publication a system with an ASHP and a TES. HPs will be 
key in decarbonizing future building energy systems with decentral heat 
generation [41,42], with ASHPs being the most common type installed 
[42]. A TES can provide flexibility in the future energy system, allowing 
it to charge and discharge according to electricity prices [43,44]. The li-
brary further encompasses experimentally validated HVAC component 
models and systems with alternative component configurations, which 
are not included to prevent repetition.

4.1. Experimental setup

Fig. 5 illustrates the schematic representation of the experimen-

tal setup within the CoSES laboratory. The experiment encompasses 
a 10 𝑘𝑊 Wolf CHA 10 ASHP and a 785 𝑙 Wolf BSP-800 TES. In the 
figure, the orange arrows show the control signals: the position of the 
3-Way Valves (3WV) and the modulation of the ASHP (𝑚𝑜𝑑𝐻𝑃 ) and aux-

iliary heater (𝑚𝑜𝑑𝑎𝑢𝑥). The red and blue lines denote warm supply and 
cold return pipes respectively, while the green line signifies the electric 
connection. The heat exchange is measured by temperature sensors (T) 
positioned in the supply and return line, and volume flow meters (F). 
10 temperature sensors are uniformly dispersed across the TES surface 
to measure its temperature distribution and located between the exte-

rior wall and the thermal insulation. The electric power is monitored 
by voltage (V) and current sensors (A) on each phase. The attributes 
of these sensors are detailed in Appendix C. The data is measured and 
processed as described in [16] with a resolution of 1 second.

We use two 3WVs to connect the ASHP and the TES, which has a 
total height of 1.75 𝑚. This allows the use of the stratification of the TES 
for heat extraction, either for DHW at the top or space heating at the 
bottom. The supply line is connected to ports at heights of 1.43 𝑚 and 
0.63 𝑚, while the return line extracts from ports at 1.03 𝑚 and 0.26 𝑚.

The ASHP can provide both heating and cooling. It operates with 
modulating capabilities ranging from 20% to 100% of its power out-

put (10 𝑘𝑊ℎ𝑒𝑎𝑡∕𝑐𝑜𝑙𝑑 ), with efficiency rising at reduced modulation. It is 
equipped with an additional 9 𝑘𝑊 auxiliary electric heater, which can 
be activated in three steps if the HP power is not sufficient.

4.2. Experiment results

To capture the behavior of the ASHP and TES in diverse operational 
conditions, we use varying air temperatures (𝑇𝑎𝑖𝑟) and variable setpoints 
for the modulation of the ASHP, auxiliary heater, and the 3WV. We 
divide the validation into two intervals: the first interval represents a 
cold environment triggering deicing and the second interval represents 
milder air temperatures. Given that most ASHP models from other li-
braries do not model cooling, we omitted this aspect for our validation. 
The specific setpoints and temperatures are defined before the experi-

ment and shown in Fig. 6.

Fig. 7 illustrates the operational dynamics of the ASHP, which meets 
the modulation setpoints well. During start-up and whenever the 3WV 
switches, a brief draw of heat can be noticed that is required to flush 
cold water from the pipes and the system. Furthermore, the Coefficient 
of Performance (COP) drops with rising TES temperature, which is not 
mitigated by the rising air temperature at the later state of the experi-

ment. Notably, the efficiency sharply declines when the auxiliary heater 
is engaged, marked by red circles on the efficiency graph. This shows the 
importance of a well-controlled system to prevent reduced efficiency.

ASHPs require deicing measures during prolonged low ambient tem-

perature conditions to remove ice buildup from the ASHP’s outdoor unit 
to maintain optimal performance and efficiency in cold conditions. The 
top right graph in Fig. 7 shows the electric and thermal power during 
this process. Typically, deicing is automated and managed by the ASHP’s 
internal control system. The most common method employed by mod-

ern ASHPs involves temporarily reversing their operational cycle. This 
reversal heats the outdoor unit, melting the ice. However, it also draws 
heat from the heating system. Integrating a small TES is essential to mit-

igate any comfort issues during this process. Deicing measures can have 
considerable influence in cold climates, as they reduce the overall effi-

ciency of the ASHP.

The TES behavior is presented in Fig. 8, indicating low stratification 
due to the low temperature difference between the ASHP’s supply and 
return, which is set at 5𝐾 . Significant stratification can only be achieved 
between the upper and lower sections of the TES when only the upper 
section is heated, as observed around 5:00. This can be achieved by 
controlling the 3WV accordingly.

The TES shows fluctuations for the layer temperatures between 0:50 
and 1:10 after the high TES inlet temperature during the operation with 
the auxiliary heater and the subsequent cold inlet temperature during 
deicing. The likely cause of these unwanted fluctuations is internal cur-

rents triggered by the high-temperature difference in the inlet flow.

4.3. Model comparison

The ProHMo simulation model is compared to models from IDEAS 
and GreenCity. IDEAS is selected to represent the IBPSA library and 
because it forms the basis for the BOPTEST framework. GreenCity is 
chosen as the ProHMo predecessor, allowing a direct assessment of the 
library’s improvement. The simulation models of all libraries are set up 
to represent the building energy system shown in Fig. 5. The TES is 
modeled as a stratified storage with 10 layers, where the ASHP connects 
to the first and fifth layers for heating and the sixth and ninth layers for 
DHW. Table 4 specifies key model and input parameters used for the 
model comparison. To ensure comparability between the experiment 
and simulations, the temperature information and the control setpoints 
for the ASHP and 3WV are the same as in the experiment, shown in 
Fig. 6.

Like ProHMo, the ASHP models from GreenCity and IDEAS utilize 
lookup tables to calculate thermal and electric power. These look-up ta-

bles are parametrized to represent the behavior of the Wolf CHA 10 
ASHP. The models are further calibrated to lower overall discrepan-

cies to the experimental results. Originally, the ASHP models from both 
libraries were designed for temperature setpoints, calculating the mod-
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Fig. 6. The air temperature emulates a cold and mild environment. The dotted trajectory indicates periods when the ASHP is inactive, resulting in a temperature rise 
due to heat exchange with the environment. The control setpoints for ASHP and auxiliary heater modulation (𝑚𝑜𝑑𝐻𝑃 , 𝑚𝑜𝑑𝐻𝑃 ,𝑎𝑢𝑥) and 3WV are shown in the bottom 
diagram. The 3WV can alternate between heating the upper segment (1) and the lower segment (0).

Fig. 7. Power profile and efficiency of the ASHP during the experiment. The top right graph zooms into the power profile during deicing.

Fig. 8. Temperature distribution and SOC of the TES. The top right graph zooms into a period with high temperature fluctuation.

Table 4

Key model and input parameters.

ASHP TES

heat output 𝑃ℎ𝑒𝑎𝑡 = 𝑓 (𝑚𝑜𝑑𝐻𝑃
1, 𝑇𝑎𝑖𝑟, 𝑇𝑟𝑒𝑡) volume 𝑉 = 785 𝑙

efficiency 𝐶𝑂𝑃 = 𝑓 (𝑚𝑜𝑑𝐻𝑃
1, 𝑇𝑎𝑖𝑟, 𝑇𝑟𝑒𝑡) diameter 𝐷 = 0.79 𝑚

control input 𝑚𝑜𝑑𝐻𝑃
𝑚𝑜𝑑𝑎𝑢𝑥
3𝑊 𝑉

number of layers 𝑛 = 10
DHW connection 𝑛𝑖𝑛 = 6, 𝑛𝑜𝑢𝑡 = 9
heating connection 𝑛𝑖𝑛 = 1, 𝑛𝑜𝑢𝑡 = 5

env. input 𝑇𝑎𝑖𝑟
1 only for ProHMo and IDEAS.

ulation setpoint as a function based on the current and set temperature. 
However, state-of-the-art commercial HPs uses modulation setpoints, 
simplifying their integration into EMS. We have updated the models to 
accommodate power modulation setpoints directly and a fixed tempera-

ture difference between inlet and outlet water flow, keeping the original 
structure otherwise to conduct an unbiased comparison between the li-
braries. The modified models and the validation results are available 
online [45].

The key distinction in the IDEAS heat generator models is their ab-

sence of internal control behavior. This includes dynamic behavior dur-

ing start-up, steady state, and deicing, as well as shutdown mechanisms 
when maximum temperatures are reached. In contrast, the GreenCity 
heat generators model dynamics as proportional transmission behav-

ior with 1st order delay, including shutdown mechanisms. However, 
they do not account for varying efficiency during part-load opera-

tions.
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Fig. 9. Comparison of experimental measurements and simulation results of the 
electric power consumption (top), heat output (middle) and outlet temperature 
(bottom) of the ASHP for the cold environment.

4.4. Validation results

4.4.1. Validation of input and output power

The top graphs in Fig. 9 present the electric and heat power of the 
ASHP. During steady-state operations from 0:10 to 0:35 and 1:00 to 
2:00, the ProHMo and IDEAS models exhibit identical power behavior. 
In contrast, the GreenCity model shows a lower heat generation during 
part-load conditions, as it does not account for varying part-load effi-

ciencies.

We can further see that both the IDEAS and GreenCity models fail to 
replicate the dynamic behavior during the start-up phase from 0:00 to 
0:10. This behavior is mainly influenced by the ASHP’s internal control 
and is difficult to anticipate without experimental testing. Moreover, the 
IDEAS model continues to generate heat throughout the ASHP’s deicing 
process from 0:45 to 0:50.

4.4.2. Temperature and state of charge

These discrepancies in the IDEAS and GreenCity models result in less 
precisely replicating the temperature curve (bottom graph in Fig. 9). The 
IDEAS model overestimates the temperature by heating up the TES dur-

ing deicing, whereas the GreenCity model underestimates temperatures, 
producing less heat during part-load operations. The ProHMo model, on 
the other hand, shows a more accurate simulation of the temperature be-

havior. Similar behavior can be seen when analyzing the SOC of the TES 
in Fig. 10.

Between 0:50 and 1:10, all models exhibit deviations in temperature 
behavior. This can be explained by the behavior of the layer tempera-

tures of the TES illustrated in the bottom graph in Fig. 8. These fluc-

tuations are caused by internal flows and cannot be replicated in the 
one-dimensional TES model. However, such fluctuations are rare and 
short-term events.

Fig. 10. Comparison of experimental measurements and simulation results of 
the TES SOC.

4.4.3. Validation metrics

The performance of the ProHMo, IDEAS, and GreenCity simulation 
models is evaluated using the Coefficient of Variation of the Root Mean 
Square Error (cv(RMSE)) and Normalized Mean Bias Error (NMBE) be-

tween experimental measurements and simulation results. These metrics 
are chosen for their capacity to standardize comparisons across units and 
their ability to quantify the direction and extent of model biases. The 
coefficients are calculated in equation (1) and (2).

𝑐𝑣(𝑅𝑀𝑆𝐸) = 1
𝑌

⋅

√∑𝑛
𝑖=1(𝑌𝑖 − 𝑌𝑖)2

𝑛
⋅ 100 (1)

𝑁𝑀𝐵𝐸 =
∑𝑛

𝑖=1(𝑌𝑖 − 𝑌𝑖)∑𝑛
𝑖=1 𝑌𝑖

⋅ 100 (2)

The evaluation encompasses four primary parameters in two tem-

perature conditions: cold and mild. The results are detailed in Table 5. 
The ProHMo model demonstrates moderate cv(RMSE) values for electric 
and thermal power, suggesting an acceptable agreement with experi-

mental data, particularly in cold temperatures. Notably, it maintains 
a consistently low cv(RMSE) for output temperature and SOC, imply-

ing a high accuracy level. Despite this, the NMBE indicates a tendency 
of ProHMo to underestimate electric power. This occurs for all models 
when auxiliary heating is active, as observed in Fig. 9, and is likely due 
to manufacturing tolerances of the electric heating rod.

Meng et al. [46] and Manfren et al. [47] use NMBE and cv(RMSE) 
thresholds of 10% and 30%, respectively, for hourly building energy data 
as per the ASHRAE Guidelines 14:2014 [48]. Although our data resolu-

tion is higher (secondly), the ProHMo model adheres to these ranges for 
most parameters, affirming its accuracy.

In contrast, the IDEAS model exhibits increased cv(RMSE) values 
in several parameters, with a pronounced disparity during mild tem-

perature and frequent activation and deactivation of the ASHP. This 
deviation is primarily due to the model’s missing representation of the 
dynamic behavior.

The GreenCity model shows the highest cv(RMSE) values, suggesting 
a significant deviation from the measured data, especially for heat power 
and output temperature under mild temperatures. The main limitation 
arises from the model’s structure, which calculates efficiency and power 
consumption based only on the return temperature while disregarding 
the influence of power modulation. This inherent structural limitation 
constrains the model’s calibration capabilities and would require sub-

stantial structural alterations to achieve lower errors. This underlines 
the importance of correctly incorporating part-load behavior.

5. Case study: benchmark of energy management systems

This section shows an example EMS comparison to demonstrate the 
ability of the ProHMo benchmark framework to train, tune, and evalu-

ate different EMS algorithms. The comparison involves the RB control 
described in section 3.2, an MPC-based EMS, and two RL-based EMS. 
The MPC based linear optimization problem can differentiate between 
high-temperature heat for DHW and low-temperature space heating and 
relies on load, weather, and price forecasts. The RL-based EMS is based 
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Table 5

cv(RMSE) and NMBE between experimental measurements and simulation results in per-

cent.

𝑃𝑒𝑙,𝐻𝑃 𝑃ℎ𝑒𝑎𝑡,𝐻𝑃 𝑇𝑜𝑢𝑡,𝐻𝑃 𝑆𝑂𝐶𝑇𝐸𝑆
Model Metric cold mild cold mild cold mild cold mild

ProHMo
cv(RMSE) 17.9 27.7 37.1 32.8 8.2 11.4 5.0 3.2

NMBE -8.7 5.0 2.9 0.4 0.9 2.2 -2.8 0.6

IDEAS
cv(RMSE) 25.2 52.3 52.4 49.3 13.7 25.8 6.0 1.8

NMBE -12.1 -2.8 2.0 7.5 0.5 3.7 -3.2 -2.1

GreenCity
cv(RMSE) 18.7 57.1 48.7 50.8 14.4 43.9 6.1 2.5

NMBE 9.4 23.4 13.8 6.8 5.4 16.8 4.8 4.4

Fig. 11. Time series of demand and PV production (top) and electricity prices 
(bottom).

Fig. 12. Screenshot displaying the KPIs of the MPC-based EMS.

on Ludolfinger et al. [12] and does not require forecasts. An additional 
hybrid approach combines the RB and RL approach, where the RB con-

trol ensures comfort requirements, while the RL agent aims at mini-

mizing costs. The different EMS approaches are described in detail in 
Appendix D.

The comparison is conducted as described in section 3 with the 
model parameters of Appendix A.1. We employ a variable electric-

ity tariff based on day-ahead prices in Germany, including a levy of 
0.20 €/kW h for buying electricity. Fig. 11 shows the inputs and prices 
for the first day.

5.1. General results

A screenshot of the KPI calculation is presented in Fig. 12 for the 
MPC-based benchmark simulation conducted in January 2022. Table 6

compares the results of all EMS, where the MPC-based control exhibits 
the lowest costs and energy consumption. Although the RL-based EMS 
perform slightly worse than the MPC-based EMS, they are not dependent 
on the quality of the forecasts, which makes them more robust.

Table 6

Comparison of different EMS.

Algorithm 𝐶𝑜𝑝,𝑡𝑜𝑡 𝐸𝑡𝑜𝑡 𝑡𝐴𝑆𝐻𝑃
𝑜𝑝 𝑛𝐴𝑆𝐻𝑃

𝑠𝑡𝑎𝑟𝑡𝑠
RB EMS 100% 100% 449.7 ℎ 419
MPC based

EMS

93.4% 95.8% 567.0 ℎ 381

RL based

EMS

96.4% 98.6% 573.8 ℎ 993

RB+RL

based EMS

97.3% 98.1% 492.4 ℎ 460

5.2. Comparison of setpoints

To further compare the different EMS approaches, we analyze their 
setpoints during the first 24 hours as shown in Fig. 13. During the case 
study, the backup control was active, which sometimes resulted in the 
EMS setpoints being overwritten. However, this backup control can also 
be deactivated, as described in section 3.2.

The RB control frequently activates the HP and occasionally neces-

sitates the use of the auxiliary heater. In contrast, the other control 
algorithms avoid the auxiliary heater entirely and ramp up heat pro-

duction when excess PV energy is available. However, as this raises the 
TES temperature and thus diminishes the COP, not all surplus PV output 
is channeled into heat generation — a behavior that would be difficult 
to implement in a standalone RB control.

The MPC-based EMS and the hybrid EMS enhance the efficiency of 
the ASHP by modulating the setpoint. The MPC-based EMS uses this to 
reduce the number of starts and prolong the operation. This approach 
ensures smoother operation and mitigates stress, minimizes start-up 
losses, and benefits from the increased COP at low modulation.

Both the MPC and RL-based systems demonstrate precision in con-

trolling the ASHP, requiring only minimal safeguard interaction of the 
RB control. This precision is crucial for the MPC-based system, given 
the 24-hour interval that we assumed for generating new setpoints. An 
unexpected activation of the ASHP elevates the TES temperatures, sub-

sequently decreasing the COP of the ASHP.

5.3. State of charge

Comparing the SOC of the TES in Fig. 14 shows that the RB control 
maintains the TES at its lowest temperatures. It activates the ASHP only 
when essential due to too low TES temperatures. In contrast, the alterna-

tive EMS strategies result in a heightened SOC. This elevation is typically 
desirable to capitalize on periods of surplus PV power or low electricity 
rates. Yet, this might also arise from model inaccuracies that over- or un-

derestimate power generation. Careful tuning of the controllers with the 
help of the proposed benchmark model can mitigate such discrepancies.

6. Discussion

The ProHMo library provides an environment for software-agnostic 
benchmarking of EMS with its open-access FMUs of building energy 
systems. The main focus of the framework is on the thermal systems, 
with particular attention to heat generator and TES models, which have 
been experimentally validated in this paper. Electric components, in-

cluding PV and BAT systems, are based on the detailed models of the 
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Fig. 13. Control setpoints of the different EMS. The setpoints of the ASHP (res. 
Signal) are the same as the setpoints from the EMS (opt. Signal), except if the 
backup control overwrites it.

Fig. 14. SOC of the TES for the different control strategies.

commercial GreenCity library. As the main focus of the framework is 
on thermal systems, we did not validate the electric components. The 
FMUs include parameters that allow users to customize component sizes 
to their specific needs. Furthermore, integrating a code template serves 
to streamline benchmarking, enhancing user accessibility. Although the 
ProHMo library exhibits numerous strengths, it also faces certain limi-

tations due to its design.

Black box nature of the benchmark framework - Its foundation on the 
commercial GreenCity library and the ‘black box’ nature of FMUs lim-

its the flexibility to analyze and alter component and building energy 
system models. This also restricts transparency, as many users cannot 
open the model to check certain behaviors or the arrangement of actua-

tors and sensors. We export all relevant model parameters and internal 
measurements to mitigate these limitations. The position and names of 
components, actuators and sensors can be checked in the CoSES docu-

mentation, e.g., for the TES [49]. These measures enhance both trans-

parency and control.

To improve the scalability and generalizability of the ProHMo frame-

work, users can modify relevant parameters during preprocessing. This 
includes adjusting building parameters such as size, insulation, or oc-

cupancy, which updates all corresponding building parameters. Addi-

tionally, users can provide customized weather data to simulate di-

verse climates and geographical locations. However, modifications to 

the components of the heating system, particularly the heat generator, 
may result in inaccuracies since these models are based on commercial 
hardware of specific sizes, as discussed in the next point.

Specific commercial hardware - Another limitation concerning scala-

bility arises from the representation of specific commercial hardware 
installed in the CoSES laboratory. These models might not fully capture 
the operational behaviors of similar products from different manufac-

turers. While users can vary the size of HVAC equipment by applying 
scaling factors, this should be done only when absolutely necessary. 
Scaling these components by large factors is likely to result in unre-

alistic behavior, as components of different sizes often have different 
dynamic behavior. Nonetheless, such specificity is essential for realisti-

cally modeling systems incorporating commercial hardware. Moreover, 
the models demonstrate an approach that can be followed to design 
models of commercial components accurately. Using experimental data, 
we highlight the benefits of these tailored models.

Unidirectional, pressure independent flow - The ProHMo library deliber-

ately simplifies certain heating system aspects to improve computational 
efficiency and model clarity. It does not simulate the spatial distances 
between components or pressure dynamics within the hydraulic net-

work. This simplification is based on the observation that these factors 
have a minimal effect on the system’s functionality. Heating systems 
generally have unidirectional flows and their pumps can maintain pre-

scribed flow rates. The validity of this modeling approach has been 
confirmed in the experimental validation.

Perfect foresight during case study - The code template and the case 
study showcased in this paper employ perfect forecasts for prices, 
weather, and energy consumption. While price information is likely to 
be accurately known to users beforehand, weather and energy consump-

tion forecasts are typically subject to some degree of error. While this 
paper does not address the impact of such prediction errors, future work 
could explore this aspect. One possibility is to employ different forecast-

ing methods or use historical forecasts like those presented by Yang et 
al. [50].

Consumption model with three zones - The consumption models ab-

stract the building into three thermal zones to optimize computational 
efficiency. While this simplification speeds up the simulation process, 
it does not portray the intricacies of individual room heating behav-

iors. Consequently, EMS relying on room-specific thermostat regulation 
may require further adaptation or replacement of the building model to 
achieve accurate demand-side management simulation. Furthermore, if 
researchers aim to design specific EMS for more complex building lay-

outs, they will need to create individual models of those buildings.

7. Conclusion

The diversity in analyzing and validating EMS for building energy 
systems strategies introduces challenges in comparing different EMS. 
Therefore, this paper presents the ProHMo benchmark framework de-

signed to evaluate EMS. The framework accurately represents building 
energy systems and their commercial components. Additionally, a code 
template is provided to facilitate the benchmarking test. This template 
manages the interaction between the EMS and the software-agnostic, 
open-access FMU of the building energy system. It handles postprocess-

ing tasks, encompassing basic KPI calculations.

While most frameworks rely on generic models, these often fall short 
in accurately replicating the dynamic behavior of commercial compo-

nents. However, this dynamic behavior should not be neglected when 
evaluating EMS. The ProHMo library showcases that precise represen-

tation of commercial hardware necessitates customized models and ex-

emplifies the process of providing these models. This realistic setup 
includes a backup control system to prevent user discomfort arising from 
incorrect EMS setpoints. Experimental validation of the building energy 
system components verified the correct behavior of their models and the 
advantage compared to models of other simulation libraries.
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The ProHMo framework is designed to enable the comparison of 
different EMS algorithms within real-world data and scenarios. By in-

corporating models of commercial hardware, real-world weather data, 
and price information alongside accurate building energy models, the 
framework provides a comprehensive platform for conducting detailed 
and realistic assessments. While the presented case study illustrates how 
the ProHMo framework can effectively compare EMS algorithms, its util-

ity extends beyond this initial demonstration.

Future research endeavors could focus on more detailed case studies 
utilizing the ProHMo framework with real-world data and scenarios. Be-

yond the comparative analysis of EMS approaches, investigations could 
explore nuanced practical implications. These could encompass assess-

ments of forecast accuracy, the generalizability of EMS algorithms across 
diverse building energy systems, susceptibility to errors, management 
of data gaps, and the integration of subordinate control algorithms be-

tween new setpoints from the EMS.

The models of the ProHMo benchmarking framework are closely 
aligned with the behavior of the commercial equipment used in the 
CoSES laboratory. This consistency facilitates testing promising systems 
in the laboratory using commercial hardware. Conducting these exper-

imental tests can offer several additional insights. It validates EMS per-

formance in real-world conditions in a controlled environment, ensuring 
that theoretical models translate effectively into practical applications. 
Observing the interactions between various components in a live set-

ting can reveal intricacies and dependencies not apparent in simulations. 
Furthermore, such tests can uncover unforeseen issues or areas for im-

provement in EMS algorithms and lead to more robust and efficient 
systems. The close alignment between the ProHMo framework and the 
commercial hardware in the CoSES laboratory can help bridge the gap 
between research and practical implementation.
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Appendix A. Model properties

A.1. Building energy system parameters

The simulation model shown in Fig. 3 has the following default pa-

rameters, which can be adapted if desired:

• cooling: deactivated

• building size: 300 𝑚2

• number of inhabitants: 6
• yearly electricity consumption: 7000 𝑘𝑊 ℎ
• set room temperature for heating: 21 ◦𝐶
• night-time reduction: deactivated

• TES volume: 785 𝑙
• nominal heating power of the ASHP at A2/W35: 5.75 𝑘𝑊
• nominal COP at A2/W35: 5.92
• heating power of the auxiliary heater: 9 𝑘𝑊
• ST: deactivated

• peak power PV: 20 𝑘𝑊
• BAT: deactivated

• BAT control mode: BAT power mode

User can choose between providing a direct power setpoint (‘BAT 
power mode’) or providing a setpoint for the power at the grid con-

nection point (‘grid power mode’). A low-level control charges or 
discharges the BAT during ‘grid power mode’ to keep the set power 
at the grid connection point, while the controller does not react to 
load fluctuations between timesteps in ‘BAT power mode’.

A.2. Setpoints

The setpoints for the building energy system include:

• reference room temperature during heating [◦𝐶]
• reference room temperature during cooling [◦𝐶]
• HP mode (0 = heating, 1 = cooling)

• HP modulation [%]
• HP auxiliary heater modulation [%]
• 3WV connecting HP and TES [%]

(time connected to the bottom segment: 𝑥 ⋅ 𝑑𝑡, time connected to 
the top segment: (1 − 𝑥) ⋅ 𝑑𝑡)

• Power for the BAT control [𝑘𝑊 ]
(> 0: charging / drawing, < 0: discharging / feeding in; depending 
on the BAT control mode)

Appendix B. Discomfort metrics

The calculation of the discomfort metrics is shown in equations (B.1), 
(B.2), and (B.3). During the day (from 06:00 to 23:00) the room tem-

perature is set at a minimum of 20 ◦𝐶 , dropping to 17 ◦𝐶 at night. The 
upper limit for room temperature stands at 24 ◦𝐶 . The tap’s DHW tem-

perature must not fall below 45 ◦𝐶 during active flow.

𝑑𝑐ℎ𝑒𝑎𝑡 =
𝑡𝑒𝑛𝑑∑
𝑡=𝑡0

𝑚𝑎𝑥(𝑇 𝑠𝑒𝑡,𝑚𝑖𝑛
𝑡 − 𝑇 𝑟𝑜𝑜𝑚

𝑡 ,0) ⋅Δ𝑡 (B.1)

𝑑𝑐𝑐𝑜𝑜𝑙 =
𝑡𝑒𝑛𝑑∑
𝑡=𝑡0

𝑚𝑎𝑥(𝑇 𝑟𝑜𝑜𝑚
𝑡 − 𝑇 𝑠𝑒𝑡,𝑚𝑎𝑥

𝑡 ,0) ⋅Δ𝑡 (B.2)

𝑑𝑐𝐷𝐻𝑊 =
𝑡𝑒𝑛𝑑∑
𝑡=𝑡0

𝑚𝑎𝑥(𝑇𝐷𝐻𝑊
𝑡 − 𝑇 𝑠𝑒𝑡,𝑚𝑎𝑥

𝑡 ,0) ⋅ �̇� 𝐷𝐻𝑊
𝑡 ⋅Δ𝑡 (B.3)
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Fig. D.15. Structure of the LP models. The commodities (e.g., ‘Elec’) can be converted through processes (e.g., ‘PV’).

Appendix C. Sensors

The following sensors are used for the experimental validation in the 
CoSES laboratory:

• Temperature measurement:

4-wire PT100 resistance sensors of quality class A with a tolerance 
of ±(0.15 𝐾 + 0.002 ⋅ 𝑇 ) [51]

• Water flow measurement:

Electromagnetic flowmeter ‘Proline Promag E 100’ with a measure-

ment diameter of 15 mm and a tolerance of ±0.5% ± 1 𝑚𝑚∕𝑠 [52].

• Voltage measurement:

LEM CV 3-1000 with an accuracy of 0.2% [53].

• Current measurement:

LEM LF210-S/SP3 with an accuracy of 0.2% [54].

Appendix D. Energy management system descriptions

The code of the EMSs and its integration of the ProHMo benchmark 
framework are published for both EMS approaches: MPC-based EMS 
with the included ProHMo template3 and the RL-based EMS using the 
Gymnasium API standard.4

D.1. Model predictive control-based energy management system

The implemented EMS minimizes the operational cost of the system 
following the methodology presented in [55] and [56]. The optimization 
employs a rolling horizon strategy with a 48-hour prediction horizon, 
generating setpoints in 15-minute intervals. The setpoints for the next 
24 hours are sent to the simulation model as shown in Fig. 2. Every 
24 hours, the EMS gets the current state of the simulation model and 
initiates a fresh optimization.

The efficiency of ASHP depends strongly on the heat generation tem-

perature. Furthermore, simulation and experimental results of the TES 
indicate a distinct separation between the higher temperature upper 
section and the medium temperature lower section. Therefore, this strat-

ification is incorporated into the optimization model by differentiating 
between higher temperature heat for DHW and lower temperature for 
space heating and assuming two separate TESs for heating and DHW.

The structure of the Linear Programming (LP) model is depicted in 
Fig. D.15. It involves multiple commodities that are consumed: electric-

ity (‘Elec Cons.’), DHW (‘DHW Cons.’), and heating (‘Heating Cons.’). 
Processes such as an ASHP are used to switch between commodities. Dif-

ferent COPs at different temperatures are accounted for by distinguish-

ing between heating at 40 ◦𝐶 and DHW at 60 ◦𝐶 . The model includes 
electric and thermal storage (‘ES’ and ‘TES’), where the commodity can 
be stored for later use. It also covers buying and selling electricity at 
different prices, for which the commodities ‘Elec buy’ and ‘Elec sell’ are 
required. Additionally, the intermediate commodities ‘Elec’ and ‘Elec 
PV’ are used to directly use or sell the electricity generated by a PV 

3 https://gitlab .lrz .de /energy -management -technologies -public /models -of -
prohmo -benchmark -paper.

4 https://github .com /ULudo /DRL -Building -Energy -Ctr.

plant. Solar radiation (‘Solar Rad.’) is utilized by the processes ‘PV’ and 
‘ST’ to generate electricity and heat.

Equations (D.1.1) to (D.1.9) show the structure of the mathemati-

cal model. The objective is to minimize the cost of electricity (equa-

tion (D.1.1)) based on the amount (𝜌𝑒𝑙,𝑏𝑢𝑦∕𝑠𝑒𝑙𝑙𝑡 ) and price (𝑝𝑒𝑙,𝑏𝑢𝑦∕𝑠𝑒𝑙𝑙𝑡 ) at 
a given time-step 𝑡 (equation (D.1.2)). Equation (D.1.3) ensures that all 
commodity flows are balanced at each time-step, e.g., that the amount 
of DHW produced by the ASHP or extracted from the TES is equal to the 
amount consumed or stored in the TES. Commodities for solar radiation 
𝑐𝑠𝑜𝑙 and demand are implemented as time series (𝑓𝑐𝑡 , equation (D.1.4)). 
Processes are described by their capacity limits (equation (D.1.5)) and 
efficiency between the inlet and outlet commodities (equation (D.1.6)). 
Storages are described by equations (D.1.7) to (D.1.9). The energy 
content of the storage (𝐸𝑐,𝑠

𝑡 ) depends on the content of the previous 
time-step, losses through discharge (𝑑𝑐,𝑠𝑡 ), and charging and discharging 
power with its efficiency (equation (D.1.7)). The energy of the storage 
must be between 0 and its maximum capacity (equation (D.1.8)) and 
equal or greater at the end than at the beginning to prevent windfall 
profits (equation (D.1.9)).

minimize

𝑡𝑒𝑛𝑑∑
𝑡=𝑡0

(𝐶𝑒𝑙,𝑏𝑢𝑦
𝑡 −𝐶𝑒𝑙,𝑠𝑒𝑙𝑙

𝑡 ) (D.1.1)

subject to 𝐶𝑒𝑙,𝑏𝑢𝑦∕𝑠𝑒𝑙𝑙
𝑡 = 𝑝𝑒𝑙,𝑏𝑢𝑦∕𝑠𝑒𝑙𝑙𝑡 ⋅ 𝜌𝑒𝑙,𝑏𝑢𝑦∕𝑠𝑒𝑙𝑙𝑡 (D.1.2)

∑
𝜌𝑐,𝑝,𝑜𝑢𝑡𝑡 +

∑
𝜌𝑐,𝑠,𝑜𝑢𝑡𝑡 + 𝜌𝑐,𝑏𝑢𝑦𝑡 = (D.1.3)

=
∑

𝜌𝑐,𝑝,𝑖𝑛𝑡 +
∑

𝜌𝑐,𝑠,𝑖𝑛𝑡 + 𝜌𝑐,𝑠𝑒𝑙𝑙𝑡 + 𝜌𝑐,𝑑𝑒𝑚𝑡

𝜌𝑐𝑡 = 𝑓𝑐𝑡 (D.1.4)

0 ≤ 𝜌𝑐,𝑝,𝑖𝑛𝑡 ≤ 𝜌𝑐,𝑝,𝑚𝑎𝑥 (D.1.5)

𝜌𝑐,𝑝,𝑜𝑢𝑡𝑡 = 𝜂𝑐,𝑝𝑡 ⋅ 𝜌𝑐,𝑝,𝑖𝑛𝑡 (D.1.6)

𝐸𝑐,𝑠
𝑡 =𝐸𝑐,𝑠

𝑡−1 ⋅ (1 − 𝑑𝑐,𝑠𝑡 ⋅Δ𝑡)+ (D.1.7)

+ (𝜂𝑐,𝑠,𝑖𝑛 ⋅ 𝜌𝑐,𝑠,𝑖𝑛𝑡 − 𝜂𝑐,𝑠,𝑜𝑢𝑡 ⋅ 𝜌𝑐,𝑠,𝑜𝑢𝑡𝑡 ) ⋅Δ𝑇

0 ≤𝐸𝑐,𝑠
𝑡 ≤𝐸𝑐,𝑠,𝑚𝑎𝑥 (D.1.8)

𝐸𝑐,𝑠
𝑡0

≤𝐸𝑐,𝑠
𝑡𝑒𝑛𝑑

(D.1.9)

Modeling the TES in LP frameworks is challenging because the model 
does not replicate the temperature stratification. To mitigate this, the 
relationship between the TES’s energy content and temperature is cap-

tured in our LP formulation by equation (D.2), where the selection of 
the reference temperature 𝑇 𝑟𝑒𝑓 is critical. A 𝑇𝑟𝑒𝑓 set too low may lead 
the TES model to overestimate the available energy, potentially caus-

ing the outlet temperatures to fall short of heating requirements. Con-

versely, a 𝑇𝑟𝑒𝑓 set too high could result in maintaining unnecessarily 
high TES temperatures, leading to inefficiency. Additionally, the defini-

tion of efficiency for the heat generation processes, such as for ASHP, 
is complicated by its dependence on the TES temperature, as noted in 
equation (D.1.5). To keep the problem linear, this efficiency parame-

ter must remain constant, although it is variable in practice. Users are 
advised to estimate these parameters based on model information and 
then refine them based on initial simulation outcomes as done in the 
case study.

𝐸𝑇𝐸𝑆
𝑡 =𝑚𝑇𝐸𝑆 ⋅ 𝑐𝑝 ⋅ (𝑇 𝑎𝑐𝑡

𝑡 − 𝑇 𝑟𝑒𝑓 ) (D.2)
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D.2. Reinforcement learning based energy management system

The RL-based EMSs in this paper are based on the approach pre-

sented by Ludolfinger et al. [12]. The RL problem is described as a 
partially observable Markov decision process due to the impracticality of 
fully observing the building energy state. A model-free soft actor-critic 
algorithm is employed to address this partial observability, which in-

corporates a recurrent policy featuring two consecutive long-short term 
memory layers. Therefore, both approaches are independent of fore-

casts, which increases their practicality.

The reward function is designed to assign rewards to each state. 
The first algorithm earns rewards when the outlet temperatures for the 
DHW and heating system exceed specific setpoints (equation (D.3.1)). 
Its secondary objective involves minimizing electricity costs (equa-

tion (D.3.2)). To deter the RL agent from shutting down the ASHP during 
high electricity prices, the total reward is always non-negative (equa-

tion (D.3.3)).

𝑟𝑡𝑒𝑚𝑝𝑡 =

{
𝑅max if 𝑇 ℎ𝑒𝑎𝑡𝑖𝑛𝑔

𝑡 ≥ 𝑇𝑚𝑖𝑛,ℎ𝑒𝑎𝑡𝑖𝑛𝑔 and 𝑇𝐷𝐻𝑊
𝑡 ≥ 𝑇𝑚𝑖𝑛,𝐷𝐻𝑊

0 otherwise.

(D.3.1)

𝑟𝑒𝑙𝑒𝑐𝑡 = 𝐶𝑒𝑙,𝑠𝑒𝑙𝑙
𝑡 −𝐶𝑒𝑙,𝑏𝑢𝑦

𝑡 (D.3.2)

𝑟𝑡 =max(𝑟𝑡𝑒𝑚𝑝𝑡 − 𝑟𝑒𝑙𝑡 ,0) (D.3.3)

The second algorithm combines both RB and RL-based controllers. 
The RB-controller ensures that thermal constraints are upheld. This 
streamlines the RL algorithm’s reward function which focuses only on 
reducing electricity costs (equation (D.3.1)).

Both algorithms are trained in a Python environment adhering to the 
Gymnasium API standard, incorporating the ProHMo FMU. The training 
process spans 100k steps, with data from January 2021. The algorithms 
use an observation history spanning the preceding 6 hours, recorded at 
15-minute intervals, and produce new setpoints every 15 minutes.
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4.3 CoSES as research infrastructure

The experiment and simulation infrastructure of CoSES was applied in various studies and

projects. Phenomena such as pump-hunting and pump-blocking were confirmed experimentally,

highlighting the nuanced complexities of decentralized energy feed-in [29]. The effectiveness of

the weighted PID control strategy [131] in tackling these issues will be further validated using

the laboratory’s commercial components.

The laboratory also validated the MEMAP project’s communication and control model, con-

firming its practicality with real devices [30, 148]. The experiments showed that the MPC-based

control, while accurately predicting the TES state of charge, failed to provide the temperature at

a sufficiently high level if the stratification of the TES is bad. Similar challenges were observed

in controlling HPs [29]. This highlights the need for a backup control mechanism to compensate

for control inaccuracies and ensure that users’ comfort requirements are always satisfied. An

example of such a backup control is implemented in the ProHMo benchmark tool [149].

A novel hydraulic design for 5GDHC networks was explored, comparing two different control

strategies: fixed grid temperature control versus volume flow-based control with free-floating grid

temperatures [141]. Experimental findings suggest that while the latter can reduce the electrical

consumption of BHPs, a fixed temperature control offers superior control across the network,

ensuring consistent temperatures for all prosumers.

The comprehensive component characterization within the laboratory provided data for the

detailed simulation models of the ProHMo framework, yielding highly accurate building energy

system models [149, 150]. The TES measurements were further pivotal in highlighting the bene-

fits of two novel modeling methodologies and experimentally demonstrated the higher accuracy

of these approaches [95, 151]. Moreover, a data-driven model of the ASHP was trained with

laboratory measurements to replicate its dynamics in detail and inverted to derive an adap-

tive open-loop controller. This controller enables faster control of the ASHP’s power setpoints

compared to a PID controller [152].

The ProHMo simulation environment was utilized in the training and evaluation of a RL-

based EMSs [153, 154]. It will be used in future publications to generate harmonized consump-

tion profiles for electricity and heat. The profiles are correlated with the occupancy profiles

derived from electrical usage patterns. A data-driven model will be trained with the same

models to replicate the dynamic behavior of various buildings. The objective is to develop

a universally applicable RL agent that accurately represents the room temperature dynamics

without requiring training for each new building.



Chapter 5

Control strategy design

A dominant approach in EMSs is the application of MPC-based optimization algorithms to

reduce energy costs and improve operational processes. MPC is a sophisticated control strategy

that employs mathematical models to forecast a system’s future behavior. Using optimization

algorithms, MPC determines control inputs that optimize future outcomes based on specified

criteria. For MPC to be effective in real-world applications of EMSs, there is often a reliance

on simplified models to maintain computational efficiency and practical applicability.

Implementing MPC models for thermal components is challenging due to the dependence of

thermal performance on flow rate and temperature differences. Most MPC-based EMSs employ

linear models and assume a fixed temperature difference for power calculations. The energy

content of a TES (QTES) is calculated based on its average storage temperature (Tavg), as

shown in Equation 5.1, where volume (VTES), density (ρ), and specific heat capacity (cp) are

constants.

QTES = VTES · ρ · cp · (Tavg − Tref ) (5.1)

Such assumptions introduce complications as they do not account for the temperature dis-

tribution within the TES. However, this temperature distribution is pivotal as a well-stratified

TES can deliver more heat at elevated temperatures than a mixed TES with identical heat

content and is thus more efficient [92]. Figure 5.1 illustrates this with two TESs with equivalent

heat content. The stratified TES (a) provides heat at 60 ◦C for DHW, while the mixed TES

(b) only offers heat at 40 ◦C, generally considered too low due to legionella problems. More-

over, stratification in a TES can enhance efficiency, especially when managing varying heating

requirements, such as space heating systems with lower supply temperatures than DHW. In

this case, the heating system can be connected to the TES at a lower height, as illustrated in

Figure 5.1.

Another challenge centers on defining the reference temperature (Tref ). When set too low,

the TES model might inaccurately indicate available energy, even if outlet temperatures are too

low. This would result in insufficient room or feed-in temperatures, as shown in [29]. On the

other hand, if Tref is set too high, the TES outlet temperature in a stratified TES could be high

enough even when the energy content of the TES is still negative. Given that most optimization

models prevent negative energy storage content, the TES is heated too much. This overheating

reduces the efficiency of the heat generator and increases heat losses in the TES.
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Figure 5.1: Temperature stratification within a TES: a) Stratified TES with different tempera-
ture layers; b) Mixed TES with consistent temperature throughout.

To overcome this difficulty, the following paper presents an MPC formulation for a TES,

described as quadratic or simpler functions. The functions include the volume flow into the

TES and between its layers, and the associated temperatures. Employing quadratic or simpler

functions ensures the model remains computationally efficient while delivering accurate results.
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A B S T R A C T

Recent developments in heating systems have witnessed a significant increase of heat pumps with a highly
temperature-dependent efficiency. Optimal real-time operation of these heating systems with predictive control
requires a thorough understanding and modeling of the internal temperature distribution of the associated
thermal energy storage. At the same time, the thermal energy storage models need to be sufficiently simple
to ensure computational tractability in real-time predictive control. Therefore, this article presents a stratified
thermal energy storage model with constant layer volume and variable temperature suitable for real-time
predictive control. The model employs a novel formulation with quadratic or simpler constraints which enable
high accuracy at low computation burden. The proposed model is validated experimentally and compared
with other models available in literature. The results show that the proposed stratified thermal energy storage
model represents the real-world behavior of a thermal energy storage with great accuracy, while reducing the
required computational burden as compared to other models for real-time operation and control. A case study
further demonstrates that the increased accuracy of the proposed new model leads to cost and energy savings
for the operator.

1. Introduction

Heat Pumps (HP)s are a key technology to decarbonize the heating
sector due to their high efficiency [1,2]. However, they represent
additional electrical loads, and their massive deployment can impose
operational challenges for the power grid. Concurrently, HPs in com-
bination with Thermal Energy Storages (TES)s can provide flexibility
to the power grid, which is key to integrating intermittent renewable
energy sources into the power grid [3].

To leverage this potential, optimal real-time operation with Energy
Management Systems (EMS)s can play a central role to intelligently
integrate HPs into future energy systems [4]. In this context, Model
Predictive Control (MPC)-based EMSs are a dominant trend in the rel-
evant literature [3,5]. This approach calculates optimal control signals
for energy resources based on mathematical models of the system and
predicted exogenous variables [6]. Hermansen et al. [7] showed that
MPC-based EMSs with a good description of the TES provide better
results for complex heating systems than rule-based control strategies.

Real-time optimization requires a good compromise between model
accuracy and computational effort [3,8]. When modeling heating sys-
tems with HPs, the temperature profile in TESs is important as it has
a high influence on the efficiency of the overall system. It can be
maximized if the TES is well stratified, which means that there is

∗ Corresponding author.
E-mail address: d.zinsmeister@tum.de (D. Zinsmeister).

ideally a layer of hot water at the top and a layer of cold water at
the bottom [9]. In addition, stratified TESs can be divided into several
temperature zones for simultaneous applications that require different
temperatures.

Tarragona et al. [5] provide a detailed overview of EMSs with
TESs. The implemented TES models range from mixed TES models
that neglect the temperature profile as done by D’Ettorre et al. [10]
to models that reproduce them in detail. A common method of mod-
eling stratification is through a composite system of several TESs with
different temperature ranges [11–15]. However, this approach does not
consider any exchange between the different temperature layers, which
is important for representing the water flow within the TES and the
resulting change in stratification.

Muschick et al. [16] proposed an accurate stratified TES model,
which considers layers with constant temperatures and varying vol-
umes. The temperature layers are arranged in monotonically ascending
order, with the lowest layer representing the lowest temperature. When
heat is supplied to or extracted from the TES, the volume of the
layer with the corresponding temperature increases or decreases ac-
cordingly. An integer term in the resulting model indicates, from which
layer water can be extracted. However, Muschick et al. only modeled
convective heat exchange, while conductive heat exchanges, such as

https://doi.org/10.1016/j.renene.2023.119511
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Nomenclature

Constants

𝛥𝑡 Time step size [s];
𝜌 Density [kg∕dm3];
𝐴 Area [m2];
𝑐𝑝 Specific heat capacity [kJ∕kg K];
h Height [m];
𝑈 Thermal transmittance [W∕m2 K];
𝑉 Volume [m3];

Subscripts

𝑎𝑚𝑏 Ambient;
𝑏 Bigger;
𝑏𝑢𝑜𝑦 Buoyancy;
𝑐𝑜𝑛𝑑 Conductive;
𝑐𝑜𝑛𝑛 Connection wild card: p (port) or hx (heat

exchanger);
𝑐𝑜𝑛𝑣 Convective;
𝑐𝑢𝑚 Cumulative;
𝑑 Demand;
𝑒ℎ Electric heater;
𝑔 Generation;
ℎ𝑥 Heat exchanger;
𝑖𝑛∕𝑜𝑢𝑡 Flow direction: in or out;
𝑖𝑛𝑠 Insulation;
𝑙 Layer index;
𝑙𝑜𝑠𝑠 Losses;
𝑝 Port;
𝑟𝑒𝑓 Reference;
𝑟𝑒𝑡 Return;
𝑠 Smaller;
𝑠𝑡𝑜 Storage;
𝑠𝑢𝑝 Supply;
𝑡 Time index;
𝑥 Process wild card: g (generation) or d

(demand);

Variables

𝛿 Boolean variable [–];
𝜂 Efficiency [–];
𝐶 Costs [pu];
𝑑𝑄 Heat energy change per time step [kWh];
𝑑𝑇 Temperature change per time step [◦C];
𝑄 Heat energy [kWh];
𝑇 Temperature [◦C];

heat exchangers or electric heating rods, as well as buoyancy effects
are neglected. The integer terms further result in a high computation
burden for real-time control.

Schütz et al. [17] and Rastegarpour et al. [18] use a different
approach by discretizing the TES into multiple layers with fixed volume
and varying temperatures. However, they linearize their models by
considering the temperature of the TES only for discharging, while
charging is modeled solely based on the input power. This simplifica-
tion neglects temperature-dependent efficiencies and the influence of
changing volume flow from the heat source.

To address these challenges, this paper proposes a stratified TES
model with fixed volume and varying temperatures that considers

varying volume flows and inlet temperatures. The proposed model
is formulated with quadratic and simpler constraints, which ensures
lower computation burden compared to the integer-based stratified
TES model of Muschick et al. [16]. It is available as an open access
repository.1 An Excel mask further simplifies the parametrization of the
model.

Furthermore, to the best of the authors’ knowledge, there have been
no attempts to experimentally validate TES models for predictive con-
trol, despite numerous modeling approaches in the literature [11–18].
We therefore validate and compare the model using experimental data
from the Center for Combined Smart Energy (CoSES) laboratory [19].

The remainder of the paper is structured as follows: First, some basic
information on modeling TES is provided in Section 2. We then present
the predictive control model of the stratified TES (Section 3). The model
is validated in Section 4 and used in a case study, where it is integrated
into an EMS that applies optimization to minimize operational costs
to show the applicability of the model and compare it with other TES
models (Section 5). Section 6 discusses the possibilities and limitations
before the conclusion is drawn in Section 7.

2. Thermal energy storage models

The energy content of a TES is described by its volume and the
temperature difference to the reference temperature (𝑇 𝑟𝑒𝑓 ):

𝑄 = 𝜌 ⋅ 𝑉 ⋅ 𝑐𝑝 ⋅ ∫𝑉 (𝑇 (𝑥, 𝑦, 𝑧) − 𝑇 𝑟𝑒𝑓 )𝑑𝑉 (1)

There are various approaches to model TESs. These methods range
from solving the space integral by diving the TES into small finite space
elements, to simple approaches that assume constant temperature in the
whole volume of the TES, resulting in a so-called mixed TES model.

However, most common approaches in modeling TES for energy
systems assume constant temperature along the horizontal plane, which
results in one dimensional (1D) TES models. These models discretize
the integral over the vertical axis and divide the TES in several layers.

The layers are discretized to have either Constant Layer Volume
(CLV) and variable layer temperature, or Constant Layer Temperature
(CLT) and variable layer volume. The energy change of CLV models
is described by its temperature change (see Eq. (2)), while the energy
change of CLT models is the change of the corresponding layer volume
(see Eq. (3)).

𝑑𝑄𝑙 = 𝜌 ⋅ 𝑉𝑙 ⋅ 𝑐𝑝 ⋅ (𝑑𝑇𝑙 − 𝑇 𝑟𝑒𝑓 ) (2)

𝑑𝑄𝑙 = 𝜌 ⋅ 𝑑𝑉𝑙 ⋅ 𝑐𝑝 ⋅ (𝑇𝑙 − 𝑇 𝑟𝑒𝑓 ) (3)

The energy content of each layer changes due to:

• Convective heat exchange: Heat exchange via volume flows,
which occurs from/to the outside through ports or within the TES.

• Conductive heat exchange: TES can exchange heat conductively
using internal heat exchanger or electric heaters. Temperature
zones within a stratified TES also exchange heat via conduction.

• Buoyancy: Buoyancy in TES is an undesired effect that occurs
when a heavier cold water layer is formed above a layer of lighter
hot water. Due to the higher density of the colder water, it sinks,
leading to an undesired mixing of the TES. It can be avoided with
several measures:

– Optimizing the heating system to prevent too high return
temperatures.

– Using multiple inflow ports at different heights. By switch-
ing between ports, the inflow temperature can be close to
the respective layer temperature.

– Using stratification lances.

1 https://gitlab.lrz.de/energy-management-technologies-public/strats-e.
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Fig. 1. Behavior of 1D TES models: CLV (top) and CLT (bottom). The temperature distribution changes over time. In the first time step, the TES is discharged through the ports
on the left side, after that, the TES is charged through the ports at the right side. Charging and discharging is carried out with 45 𝑙 at a temperature difference of 16 K.

Fig. 2. Methodology of the presented MPC approach.

• Heat losses: Heat losses to the environment occur through the
surface of the TES. They depend on the thermal transmittance of
the insulation and the total area.

CLV models have been shown to adequately describe the behavior
of TESs and are mostly used in commercial simulation software such
as TRNSYS [20], Apros [21] or Green City [22,23]. However, the ther-
mocline, the boundary between warm and cold layers, is not perfectly
represented [24,25]. CLT models, as used by Kleinbach et al. [26], can
model this effect better, but have difficulties in modeling buoyancy.
Due to the ordered temperature layer in these models, upward or
downward flows caused by buoyancy cannot be represented. De la
Cruz-Loredo et al. [24] combined both approaches by using a flat
thermocline barrier that moves with inflows and outflows to better
represent the thermocline in a 1D TES system.

Fig. 1 shows an example of the charging and discharging behavior
of CLV and CLT models. CLV ports are always connected to the same
layer and the outlet temperature depends on the temperature of that
layer, while for CLT the ports are connected to different layers over
time and layers can also be completely depleted.

We show in Section 3 and Appendix A how CLV and CLT can be
formulated to integrate them optimization-based EMS.

3. Stratified thermal energy storage model with constant layer
volume

We formulate in this section a 1D TES model with CLV for predic-
tive control. Our modeling approach is similar to the 1D simulation
models discussed in Section 2. However, these simulation models use
differential equations, which are solved step by step. While effective for
simulations, these models are not suitable for real-time optimization,
due to their computational complexity. To solve all equations of the
model simultaneously during optimization, the model must be simpli-
fied. The novelty of our approach is that the TES model is represented
only with linear and quadratic constraints. By doing so, we can reduce
the computational burden while preserving crucial information about
the stratification in the TES. Fig. 2 shows the 1D TES model approach
and its integration in a MPC based EMS.
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Fig. 3. Convective inflow and outflow of the layers.

The temperature of each layer 𝑙 is discretized over each time step
𝑡. It depends on the temperature of the last time step and tempera-
ture changes due to convection (𝑑𝑇 𝑐𝑜𝑛𝑣

𝑙,𝑡 , see Section 3.1), conduction
(𝑑𝑇 𝑐𝑜𝑛𝑑

𝑙,𝑡 , see Section 3.2), buoyancy (𝑑𝑇 𝑏𝑢𝑜𝑦
𝑙,𝑡 , see Section 3.3) and heat

losses (𝑑𝑇 𝑙𝑜𝑠𝑠
𝑙,𝑡 , see Section 3.4):

𝑇𝑙,𝑡 = 𝑇𝑙,𝑡−1 + 𝑑𝑇 𝑐𝑜𝑛𝑣
𝑙,𝑡 + 𝑑𝑇 𝑐𝑜𝑛𝑑

𝑙,𝑡 + 𝑑𝑇 𝑏𝑢𝑜𝑦
𝑙,𝑡 − 𝑑𝑇 𝑙𝑜𝑠𝑠

𝑙,𝑡 (4)

3.1. Convective heat exchange

Convective heat exchange in this system is primarily determined by
two factors: volume exchange and the temperature difference between
the layer and its inflows and outflows. In 1D TES models, the outflows
(𝑉 𝑜𝑢𝑡

𝑙,𝑡 ) have the same temperature as the layer from which they origi-
nate, which means that they do not affect the total energy content of the
layer. As a result, the energy change of a layer is exclusively influenced
by its inflows (𝑉 𝑖𝑛, 𝑇 𝑖𝑛):

𝑑𝑄𝑐𝑜𝑛𝑣
𝑙,𝑡 = 𝜌 ⋅ 𝑐𝑝 ⋅ 𝑉

𝑖𝑛
𝑡 ⋅ (𝑇 𝑖𝑛

𝑡 − 𝑇𝑙,𝑡−1) (5)

Fig. 3 illustrates all inflows and outflows of a layer. In- and outflows
can be simultaneous through the ports connected to the layer (𝑉 𝑝,𝑖𝑛∕𝑜𝑢𝑡

𝑡 ),
or the upper (𝑉 𝑖𝑛∕𝑜𝑢𝑡

𝑙+1,𝑡 ) and lower layer (𝑉 𝑖𝑛∕𝑜𝑢𝑡
𝑙,𝑡 ). As the layer volume does

not change over time, inflows and outflows must be balanced:
∑

𝑉 𝑝,𝑖𝑛
𝑡 +

∑
𝑉 𝑝,𝑜𝑢𝑡
𝑡 + 𝑉 𝑖𝑛

𝑙−1,𝑡 + 𝑉 𝑜𝑢𝑡
𝑙−1,𝑡 + 𝑉 𝑖𝑛

𝑙+1,𝑡 + 𝑉 𝑜𝑢𝑡
𝑙+1,𝑡 = 0 (6)

Since the temperature change is solely influenced by inflows within
the system, it becomes necessary to decompose the convective volume
flow between the layers (𝑉 𝑖𝑛∕𝑜𝑢𝑡

𝑙,𝑡 , not through the ports) into its pos-
itive inflow (𝑉 𝑖𝑛

𝑙,𝑡 ) and negative outflow (𝑉 𝑜𝑢𝑡
𝑙,𝑡 ) components (Eq. (7)).

To incorporate this as MPC constraints, two equations are employed,
where Eq. (8) decomposes inflow and outflow. Since normal TES have
no problems with circular flow, where water flows up one side of
the layer and down the other, Eq. (9) ensures that either internal
upward or downward flow is zero. However, these constraints do not
affect simultaneous charging and discharging through the port, which
is modeled in Eq. (6).

𝑉 𝑖𝑛
𝑙,𝑡 =

{
𝑉 𝑖𝑛∕𝑜𝑢𝑡
𝑙,𝑡 if 𝑉 𝑖𝑛∕𝑜𝑢𝑡

𝑙,𝑡 > 0
0 otherwise

(7)

𝑉 𝑖𝑛∕𝑜𝑢𝑡
𝑙,𝑡 = 𝑉 𝑖𝑛

𝑙,𝑡 − 𝑉 𝑜𝑢𝑡
𝑙,𝑡 (8)

𝑉 𝑖𝑛
𝑙,𝑡 ⋅ 𝑉

𝑜𝑢𝑡
𝑙,𝑡 = 0 (9)

𝑉 𝑖𝑛
𝑙,𝑡 , 𝑉

𝑜𝑢𝑡
𝑙,𝑡 ∈ R+

0

The resulting temperature change of the layer is determined by
Eq. (10), which is based on the energy change of the layer (see Eq. (5)).
Since it involves dividing the volume flow per time step by the layer
volume, the volume flow must not exceed the layer volume to obtain
meaningful results. While an additional constraint that prevents this

Fig. 4. Conductive inflow and outflow of the layers.

could potentially lead to falsified results and an infeasible model, this
limitation can be checked in pre/postprocessing.

𝑑𝑇 𝑐𝑜𝑛𝑣
𝑙,𝑡 =

𝑑𝑄𝑐𝑜𝑛𝑣
𝑙,𝑡

𝑉𝑙
=

𝑉 𝑝,𝑖𝑛
𝑡
𝑉𝑙

⋅ (𝑇 𝑝,𝑖𝑛
𝑡 − 𝑇𝑙,𝑡−1)+

𝑉 𝑜𝑢𝑡
𝑙+1,𝑡

𝑉𝑙
⋅ (𝑇𝑙+1,𝑡−1 − 𝑇𝑙,𝑡−1) +

𝑉 𝑖𝑛
𝑙,𝑡

𝑉𝑙
⋅ (𝑇𝑙−1,𝑡−1 − 𝑇𝑙,𝑡−1)

(10)

The outlet temperature of the port corresponds to the layer temper-
ature of the last time step:

𝑇 𝑝,𝑜𝑢𝑡
𝑡 = 𝑇𝑙,𝑡−1 (11)

3.2. Conductive heat exchange

Conductive heat elements, such as heat exchangers or electric
heaters, change the temperature directly without any mass transfer.
Fig. 4 shows an example of a heat exchanger, connected to layer 0 and
1.

The total heat transferred by the heat exchanger is calculated using
Eq. (12). The resulting temperature change of the layer is determined
by Eq. (13). When a heat exchanger affects multiple layers, we simplify
the calculation by considering the heat transfer into each layer as a
function of its relative height share (ℎ𝑎𝑐𝑡𝑙 ∕ℎℎ𝑥).

𝑑𝑄𝑐𝑜𝑛𝑑
𝑡 = 𝑉 𝑐𝑜𝑛𝑑

𝑡 ⋅ 𝜌 ⋅ 𝑐𝑝 ⋅ (𝑇
ℎ𝑥,𝑖𝑛
𝑡 − 𝑇 ℎ𝑥,𝑜𝑢𝑡

𝑡 ) (12)

𝑑𝑇 𝑐𝑜𝑛𝑑
𝑙,𝑡 =

𝑑𝑄𝑐𝑜𝑛𝑑
𝑡

𝜌 ⋅ 𝑐𝑝 ⋅ 𝑉𝑙
⋅
ℎ𝑎𝑐𝑡𝑙

ℎℎ𝑥
(13)

The outlet temperature from the heat exchanger is higher/lower
than the temperature in the TES during charging/discharging. This
temperature difference is a nonlinear function that depends on several
factors such as the volume flow, the inlet temperature, and the storage
tank temperature. To linearize this behavior, we assume a constant
temperature difference between the average temperature of the layers
in contact with the heat exchanger (𝛥𝑇 ℎ𝑥, Eq. (14)). This assumption
is acceptable when the time step size is small enough. The offset is
positive when heat is fed into the storage and negative when heat is
extracted.

𝑇 ℎ𝑥,𝑜𝑢𝑡
𝑡 = 𝛥𝑇 ℎ𝑥 +

𝑙ℎ𝑥,𝑖𝑛∑
𝑙=𝑙ℎ𝑥,𝑜𝑢𝑡

𝑇𝑙,𝑡−1 (14)

3.3. Buoyancy

Buoyancy occurs due to the temperature-dependent density of water
when there is a positive temperature difference between the upper and
lower layers (𝛥𝑇 𝑏𝑢𝑜𝑦,𝑝𝑜𝑠

𝑙,𝑡 ). The temperature change caused by buoyancy
is calculated in Eq. (15) based on the buoyant heat inflow and outflow
(𝑑𝑄𝑏𝑢𝑜𝑦

𝑙,𝑡 ).

𝑑𝑇 𝑏𝑢𝑜𝑦
𝑙,𝑡 =

𝑑𝑄𝑏𝑢𝑜𝑦
𝑙−1,𝑡 − 𝑑𝑄𝑏𝑢𝑜𝑦

𝑙,𝑡

𝜌 ⋅ 𝑐𝑝 ⋅ 𝑉𝑙
(15)

The buoyant heat flow (𝑑𝑄𝑏𝑢𝑜𝑦
𝑙,𝑡 ) is a nonlinear function, based on the

positive temperature difference between the layers (𝛥𝑇 𝑏𝑢𝑜𝑦,𝑝𝑜𝑠
𝑙,𝑡 ). Eq. (16)
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shows the linearized equation using a buoyancy constant (𝑐𝑜𝑛𝑠𝑡𝑏𝑢𝑜𝑦). Ex-
periments in the CoSES laboratory showed that the buoyancy constant
is 0.9 kW∕K for the exemplary storage.

𝑑𝑄𝑏𝑢𝑜𝑦
𝑙,𝑡 = 𝛥𝑇 𝑏𝑢𝑜𝑦,𝑝𝑜𝑠

𝑙,𝑡 ⋅ 𝑐𝑜𝑛𝑠𝑡𝑏𝑢𝑜𝑦 ⋅ 𝛥𝑡 (16)

To formulate the positive temperature difference (Eq. (17)) as a con-
straint, the temperature difference between layers (Eq. (18)) is decom-
posed into its positive and negative components (𝛥𝑇 𝑏𝑢𝑜𝑦,𝑝𝑜𝑠

𝑙,𝑡 , 𝛥𝑇 𝑏𝑢𝑜𝑦,𝑛𝑒𝑔
𝑙,𝑡 ,

see Eqs. (19) and (20)) similar to the volumetric flow in Section 3.1.

𝛥𝑇 𝑏𝑢𝑜𝑦,𝑝𝑜𝑠
𝑙,𝑡 =

{
𝛥𝑇 𝑏𝑢𝑜𝑦

𝑙,𝑡 if 𝛥𝑇 𝑏𝑢𝑜𝑦
𝑙,𝑡 > 0

0 otherwise
(17)

𝛥𝑇 𝑏𝑢𝑜𝑦
𝑙,𝑡 = 𝑇𝑙,𝑡−1 − 𝑇𝑙+1,𝑡−1 (18)

𝛥𝑇 𝑏𝑢𝑜𝑦
𝑙,𝑡 = 𝛥𝑇 𝑏𝑢𝑜𝑦,𝑝𝑜𝑠

𝑙,𝑡 − 𝛥𝑇 𝑏𝑢𝑜𝑦,𝑛𝑒𝑔
𝑙,𝑡 (19)

𝛥𝑇 𝑏𝑢𝑜𝑦,𝑝𝑜𝑠
𝑙,𝑡 ⋅ 𝛥𝑇 𝑏𝑢𝑜𝑦,𝑛𝑒𝑔

𝑙,𝑡 = 0 (20)

𝛥𝑇 𝑏𝑢𝑜𝑦,𝑝𝑜𝑠∕𝑛𝑒𝑔
𝑙,𝑡 ∈ R+

0

3.4. Losses

Losses depend on the thermal transmittance (𝑈), the surface of
the TES insulation (𝐴𝑖𝑛𝑠) and the ambient temperature (𝑇 𝑎𝑚𝑏). The
temperature change caused by losses is calculated as:

𝑑𝑇 𝑙𝑜𝑠𝑠
𝑙,𝑡 =

𝑄𝑙𝑜𝑠𝑠
𝑙,𝑡

𝜌 ⋅ 𝑐𝑝 ⋅ 𝑉𝑙
=

𝑈 ⋅ 𝐴𝑖𝑛𝑠 ⋅ (𝑇𝑙,𝑡−1 − 𝑇 𝑎𝑚𝑏) ⋅ 𝛥𝑡
𝜌 ⋅ 𝑐𝑝 ⋅ 𝑉𝑙

(21)

3.5. Integration into energy management systems

In Section 5, we compare different EMS models in a case study.
We therefore introduce an optimization model that minimizes costs
using the CLV model, which has a similar structure to the optimization
model of ficus [27] and urbs [28]. The objective function in Eq. (22a)
minimizes the operation costs 𝐶𝑜𝑝 associated with heat generation 𝑄
from all heat generators 𝑔 within the time horizon 𝑡 ∈ [0 ∶ 𝑡𝑒𝑛𝑑 ].

minimize
𝑡𝑒𝑛𝑑∑
𝑡=0

∑
𝑔

𝐶𝑜𝑝(𝑄𝑔
𝑡 ) (22a)

subject to 0 ≤ 𝑄𝑔
𝑡 ≤ 𝑄𝑔,𝑚𝑎𝑥 (22b)

𝑄𝑑
𝑡 = 𝑄𝑑,𝑓𝑐

𝑡 (22c)

𝑄𝑥
𝑡 ⋅ 𝜂(𝑇

𝑥
𝑡 ) =

𝑡∑
𝑡
𝑉 𝑐𝑜𝑛𝑛𝑥
𝑡 ⋅ 𝜌 ⋅ 𝑐𝑝 ⋅ 𝛥𝑇

𝑥 (22d)

𝑇
𝑐𝑜𝑛𝑛𝑔 ,𝑖𝑛
𝑡 ⋅ 𝑉

𝑐𝑜𝑛𝑛𝑔
𝑡 ≤ 𝑇 𝑔,𝑚𝑎𝑥 ⋅ 𝑉

𝑐𝑜𝑛𝑛𝑔
𝑡 (22e)

𝑇 𝑐𝑜𝑛𝑛𝑑 ,𝑜𝑢𝑡
𝑡 ⋅ 𝑉 𝑐𝑜𝑛𝑛𝑑

𝑡 ≥ 𝑇 𝑑,𝑚𝑖𝑛 ⋅ 𝑉 𝑐𝑜𝑛𝑛𝑑
𝑡 (22f)

𝑇 𝑐𝑜𝑛𝑛𝑥 ,𝑖𝑛
𝑡 = 𝑇 𝑐𝑜𝑛𝑛𝑥 ,𝑜𝑢𝑡

𝑡 ± 𝛥𝑇 𝑥 (22g)

𝑇𝑙,𝑡 = 𝑇𝑙,𝑡−1 + 𝑑𝑇 𝑐𝑜𝑛𝑣
𝑙,𝑡 + 𝑑𝑇 𝑐𝑜𝑛𝑑

𝑙,𝑡 + 𝑑𝑇 𝑏𝑢𝑜𝑦
𝑙,𝑡 − 𝑑𝑇 𝑙𝑜𝑠𝑠

𝑙,𝑡 (22h)

with 𝑄𝑥
𝑡 , 𝑉

𝑐𝑜𝑛𝑛𝑥
𝑡 ∈ R+

0 (22i)

The capacities of the heat generators are limited in Eq. (22b) to
account for the maximum capacity of the modeled generators. Eq. (22c)
models the heat demand (𝑄𝑑

𝑡 ) based on the forecasted demand (𝑄𝑑,𝑓𝑐
𝑡 ).

The volume flow through the processes (𝑉 𝑐𝑜𝑛𝑛𝑥
𝑡 , where 𝑥 represents

heat generator or demand) is determined by several factors, as de-
scribed in Eq. (22d). These factors include the heat input/output of
the process (𝑄𝑥

𝑡 ), its efficiency (𝜂(𝑇 𝑥
𝑡 )), and its temperature difference

(𝛥𝑇 𝑥). If a process is connected to multiple TES connections (𝑐𝑜𝑛𝑛,
which represents a port or heat exchanger), the total volume flow is
the sum of the individual flows. To avoid a nonlinear problem, the
generator and demand models are linearized by assuming a constant

Table 1
TES parameters.

Parameter Value

TES volume (𝑉 𝑠𝑡𝑜) 0.785 m3

TES height (ℎ𝑠𝑡𝑜) 1.755 m
Inlet port height (ℎ𝑝,𝑖𝑛) 1.6 m
Outlet port height (ℎ𝑝,𝑜𝑢𝑡) 0.26 m

Fig. 5. Schematic diagram of the experiment setup with a condensing boiler, TES and
heat demand unit connected by the supply (red) and return (blue) pipe. Tempera-
ture sensors and flow meters measure the temperature distribution of the TES and
charging/discharging.

temperature difference and a linear temperature dependence of the
efficiency.

The temperatures for heat generation and demand are further re-
stricted by the processes. Eqs. (22e) and (22f) guarantee that these
restrictions are satisfied when there is a volume flow through the
respective processes.

Lastly, Eqs. (22g) and (22h) link heat generation, heat demand
and the CLV storage model, incorporating the temperature dynamics
within the TES. This enables to use the stratification of the TES and
the resulting temperature distribution in the optimization model, which
allows the TES potential to be fully utilized.

4. Validation

The CLV model is validated in this section with experimental data,
acquired in the CoSES laboratory [19].

4.1. Experimental setup

The TES is charged and discharged in the CoSES laboratory with a
condensing boiler and a heat sink emulator, as described in [29]. We
use a Wolf BSP-800 TES with the parameters shown in Table 1.

The TES is charged with a Wolf CBG-2/20 condensing boiler with a
nominal power of 20 kW. Its internal control logic aims to maintain a
temperature difference between supply and return of 20 K.

The heat demand for discharge is emulated with the aim of repli-
cating the behavior of a real heating system, as described in [19]. Heat
can be extracted from the system with a heat exchanger connected
to a cooling system. A control valve in the cooling system controls
the outlet temperature of the heat exchanger according to the return
temperature of the heating system (e.g. 45 ◦C for radiators or 30 ◦C for
space heating systems). To avoid too high temperatures in the heating
system, a commercial device with a mixing valve and pump controls
the temperature according to the requirements (e.g. 60 ◦C for radiators
or 40 ◦C for space heating systems). It further provides the required
volume flow.

Fig. 5 shows the schematic representation of the experimental setup.
The red lines in the figure represent the warm supply line, the blue lines
the cold return line.
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Fig. 6. Heatmaps of the temperature distribution within the TES during the charging experiment for the CLV model (left), CLT model (center) and experiment (right). The green
line marks the outlet port height.

Temperature sensors (T) in the supply and return line and volume
flow meters (V) measure the charging and discharging rate. Further-
more, 10 temperature sensors are evenly distributed over the surface
of the TES between the outside wall and the thermal insulation to
measure the temperature distribution. The following sensors are used
in the CoSES laboratory:

• Temperature measurement:
4-wire PT100 resistance sensors of quality class A with a tolerance
of ±(0.15 K + 0.002 ⋅ 𝑇 ) [30]

• Water flow measurement:
Electromagnetic flowmeter ‘Proline Promag E 100’ with a mea-
surement diameter of 15 mm and a tolerance of ±0.5 % ± 1 mm∕s
[31].

We perform the following experiments to validate different opera-
tion states of the TES models:

• Experiment 1: Convective heat exchange with fixed temperature
difference. The TES is charged by a condensing boiler, where the
temperature difference between supply and return varies between
22 K and 15 K.

• Experiment 2: Convective heat exchange with fixed inlet temper-
ature. A heat sink with a constant return temperature is used. The
return temperature is at 45 ◦C or 30 ◦C to represent radiator and
space heating.

4.2. Validation results

The behavior of the proposed model is compared to the experi-
mental data and to an extended CLT model from Muschick et al. [16]
(see Appendix A). The initial model state and resulting temperatures
are calculated as shown in Appendix B. The models are parametrized
according to Table 1. Furthermore, the characterization measurements
show a buoyancy constant (𝑐𝑜𝑛𝑠𝑡𝑏𝑢𝑜𝑦) of 0.9 kW∕K and a thermal
transmittance (𝑈) of 0.35 W∕m2 K.

The layer connected to the inlet and outlet port can be calculated
according to Eq. (23) for the CLV model. For the validation with 10
layers, the inlet port was connected to layer 9 and the outlet port was
connected to layer 2.

𝑙𝑝 = floor(ℎ𝑝∕ℎ𝑠𝑡𝑜 ⋅ 𝑛𝑙) + 1 (23)

Fig. 6 shows the comparison of the temperature distribution within
the TES for experiment 1 in a heatmap plotting the temperature at
different heights against the experiment time. Both models show similar
temperature behavior, the hot water flowing into the upper part of the
TES heats it from top to bottom over time. The heating occurs in ‘waves’
with a temperature difference of 20 K caused by the internal control of
the condensing boiler. The behavior within the TES is modeled well
by both models, except for the dead volume at the bottom, similar to
the results of De la Cruz-Loredo et al. [24]. They explain this effect
by a possible deformation of the water stream at the cold outlet, which
generates an unexpected and unwanted mixing that cannot be captured

Fig. 7. Storage outlet temperature of the condensing boiler experiment and different
model types.

by 1D TES models. Due to its structure with fixed temperature layers,
the temperature distribution of the CLT is more homogeneous than the
CLV.

The outlet temperature of the TES is illustrated in Fig. 7. The
figure demonstrates that the CLV model adequately represents the
temperature behavior but encounters difficulties in reproducing rapid
temperature changes. This limitation is attributed to the CLV model’s
imperfect representation of the thermocline within the TES, which leads
to blurred temperature transitions between the hot and cold layers.
The CLT model performs better in capturing these fast changes, yet it
falls short in representing the overall temperature behavior due to its
discrete layer temperatures.

Table 2 provides a quantitative comparison of the models based
on the Root Mean Squared Error (RMSE) of the temperatures within
the TES, its outlet temperature and the State of Charge (SOC). As
seen in Fig. 6, layer 1 significantly deviates from the experimental
measurements due to the aforementioned disturbances caused by the
deformation of the water stream in the dead volume, resulting in a
high error. This discrepancy leads to a slight overestimation of the
outlet temperature and a too high temperature in layer 10. Since these
layers are not located in the active area of the inlet and outlet ports,
they do not affect the validity of the model, whose main objective
is to accurately model the outlet temperature to the connected heat
generators and the heat demand. For layers 2 to 9 and the outlet
temperature, the error is small, with the CLV model outperforming
the CLT model, and both models exhibiting comparable accuracy to
the 12-node simulation model used as benchmark by De la Cruz-
Loredo et al. [24]. For completeness, the SOC was also analyzed.
However, since the charging power is identical, any deviations are due
to discretization errors and inaccurately modeled losses. The low RMSE
indicates that these discrepancies can be ignored.
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Table 2
Validation results: RMSE of the layer temperatures within the TES (𝑇𝑙𝑎𝑦𝑒𝑟), the outlet temperature (𝑇𝑜𝑢𝑡) and the SOC.

Model RMSE 𝑇𝑙𝑎𝑦𝑒𝑟 [K] RMSE 𝑇𝑜𝑢𝑡 [K] RMSE 𝑆𝑂𝐶 [%]

1 2 3 4 5 6 7 8 9 10

CLV 13.34 1.33 1.15 1.13 1.17 1.48 1.70 2.04 2.90 4.56 1.87 0.19
CLT 8.55 1.95 1.99 1.96 1.95 2.04 2.15 2.33 2.59 4.36 2.86 0.39

Fig. 8. Convective heat exchange with constant temperature difference: RMSE plotted against the number of layers and time step size for (a) CLV and (b) CLT.

4.3. Model parameter tuning

After validating the 1D TES models, we want to analyze the influ-
ence of the time step size and the layer numbers on the accuracy and
computation time. To compare them in their use case scenario, they are
integrated into an optimization model, where the charging/discharging
power and the temperature difference or return temperature is spec-
ified as time series, according to the measurements of the experi-
ment. The models are implemented in Pyomo [32,33] and solved with
gurobi [34]. The analysis is run on a laptop with an AMD Ryzen™ 5
5500U with 6 cores @ 2.10 GHz, 16 GB RAM.

As the outlet temperature of the TES is a good metric of the system
accuracy, the models are compared based on the RMSE of the outlet
temperature. A mixed TES model is used as a minimum benchmark, as
it is often used in optimization problems.

4.3.1. Experiment 1: Convective heat exchange with fixed temperature
difference

Fig. 8 shows the accuracy of the models for experiment 1, plotted
against the time step size and the number of layers.

The white area in Fig. 8(a) shows model configurations, where
the volume flow into the TES per time step exceeds the maximum
volume of the layers. As mentioned in Section 3.1, this leads to model
inaccuracies and/or the model becoming infeasible. To prevent this, the
time step size must be small enough and/or the number of layers low
enough. We can further see that the time step size has a minor influence
on the RMSE.

In contrast, CLT models do not have restrictions to obtain a feasible
model. We can see that a good solution can already be found with
a time step size of 1800 s if the number of layers is sufficiently high
(Fig. 8(b)).

Fig. 9 compares the effects of different number of layers. Therefore,
time step sizes of 90 and 300 s for the CLV, and 300 and 900 s for the
CLT are chosen.

We can see that the accuracy of CLV models depends not only on
the number of layers but also on how the layers are distributed. It is
important to select the number of layers so that the location of the
ports is optimal. For example, the model with 7 layers performs worse
than the model with 6 layers, despite having more layers. This can be
explained with Fig. 10, where the position of the outlet port is shown.
The 7-layer configuration suffers from having the outlet port of the
TES positioned close to the bottom, which reduces the model accuracy
for charging operations. This can be explained by the deformation

Fig. 9. Influence of the number of layers and time step size (dt) on the accuracy of
convective heat exchange with constant temperature.

Fig. 10. Position of the outlet port for convective heat exchange.

of the water stream, similar to the inaccurate modeling of the dead
volume in Section 4.2. This disturbance mixes the water layer below
the port. If the connection is not to close to the bottom of a layer,
the deformation of the water flow does not affect multiple layers,
improving the accuracy of the model. A variable layer size can enable
this already with a smaller number of layers but must be adapted for
each storage integration.

Furthermore, the CLT model with a time step size of 900 s only
improves slightly after a minimum number of 4 layers, corresponding
to a temperature difference of 20 K. This temperature difference is
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Fig. 11. Convective heat exchange with constant storage inlet temperature: influence
of the number of layers on the accuracy.

significantly higher than the average temperature difference of the
processes of 15 K. This allows a selection of fewer layers than the
minimum temperature difference indicates for decent results, leading
to less integer variables and consequently decreasing the computation
time.

4.3.2. Experiment 2: Convective heat exchange with fixed inlet temperature
CLV models cannot account for constant inlet temperatures and

varying temperature differences because they are modeled with a con-
stant temperature difference to prevent nonlinearities (see Eq. (22d)).
Fig. 11 shows that the accuracy of the CLV model for the experiment
with constant inlet temperature behaves different to Section 4.3.1 and
only changes slightly with varying time step size or layer numbers.
Although the RMSE is higher compared to the results in Section 4.3.1,
it remains satisfactory. This observation confirms the validity of the
simplification made in Section 3.5.

We can further see that the accuracy of the CLT model depends
strongly on the number of layers, but only weakly on the time step
size. The number of layers should be so that the layer temperature is
close to the expected inlet and outlet temperatures of the process.

4.3.3. Computation time for model integration
Fig. 12 shows the computation time for the convective heat ex-

change with fixed temperature difference (a) and fixed inlet temper-
ature (b). Both graphs show a similar behavior for the models. With a
small number of layers, the computational effort for the CLT models is
lower, but it increases strongly with increasing layer number or smaller
time step size. This indicates, that the proposed new CLV model scales
better.

5. Case study

In the previous section we validated the TES models with experi-
mental data to show the accuracy of the TES models. In this section
we conduct a case study with EMS to demonstrate the applicability of
the models and their energy and cost saving potential. The results are
benchmarked against an EMS with a mixed TES model.

We consider a HP, connected to a TES that decouples heat gener-
ation and demand as shown in Fig. 13. Domestic Hot Water (DHW)
is provided by the top half of the TES and the space heating system
is connected to the bottom. A three-way valve can switch the heat
generation from the HP to charge the top or bottom of the TES. The
TES parameters are the same as in the validation (Section 4), the height
of the ports are according to Table 3.

Table 3
Port height for the case study.
𝑝1 0.26 m
𝑝2 0.63 m
𝑝3 1.03 m
𝑝4 1.70 m

Table 4
Results of the case study: Costs and energy consumption of the different model types.

Mixed TES CLV 5 layers CLT 5 layers

Costs 100% 80% 76%
Energy consumption 100% 83% 82%

The implementation of the EMS is based on Section 3.5 and Ap-
pendix A.5 and published with the TES models on gitlab. The CLV
optimization problem is solved using NEOS [35] and the conopt solver
and the mixed TES and CLT models were solved with gurobi [34].

The heating system must always provide heat at the required tem-
perature, even if the EMS controls the system poorly. To guarantee this,
a rule-based low-level control operates in the background. This control
automatically overrides the EMS setpoints if temperatures fall below
predefined minimum limits due to model inaccuracies. The low-level
control has the following parameters:

• HP: switched on at 100 % modulation, when
𝑇𝑆𝑡𝑜𝑟𝑎𝑔𝑒,𝑡𝑜𝑝 < 50 ◦C or 𝑇𝑆𝑡𝑜𝑟𝑎𝑔𝑒,𝑚𝑖𝑑𝑑𝑙𝑒 < 40 ◦C

• Three-way valve:
DHW is produced at higher priority.

The optimization is conducted over 12 h. The time step size is 300s,
both TES models have 5 layers. The electricity price and demand are
time dependent and can be seen in Fig. 14 (top).

We use a simulation model based on the experimentally validated
CoSES ProHMo library [25] to evaluate the different EMS. To ensure
consistent and comparable results, any difference in energy content
before and after the simulation is adjusted using the average electricity
costs (1.32 pu) and an average Coefficient of Performance (COP) of 4.

The results are presented in Table 4, where energy costs and total
electricity consumption are normalized using the values of the mixed
TES model. The study shows that the stratified TES models result in a
cost reduction of 20 % and 26 % for the CLV and CLT model respec-
tively. Although the CLT model shows lower accuracy in Section 4, it
has higher cost savings, which indicates that the CLV generator model
should be further improved.

Fig. 14 analyzes the setpoints and electric power demand of the
HP in detail. It shows that in contrast to the CLV model, the low-
level control overwrites the input signals of the mixed TES model more
frequently (e.g. around 1:00, 2:45, 7:30). This leads to higher costs and
reduced reliability of the scheduled plan, as heat must be generated off-
schedule at times when prices are high. It further leads to the problem
that the actual energy content of the TES deviates from the predicted
energy content of the optimization.

Another advantage of the CLV model is that it represents the
temperature-dependent efficiency better, while the mixed TES model
underestimates the temperature influence. This results in the mixed
TES EMS scheduling a high heat generation during a period of low
electricity costs (3:00 to 6:00). However, the decrease in COP due to
the high return temperature cancels the savings from lower electricity
prices. The bottom plot of Fig. 14 shows that the COP of the mixed
TES model is consistently lower than that of the CLV model during the
period of low electricity costs.

6. Discussion

This section explores the advantages and disadvantages of the CLV
model compared to other TES models. Both 1D TES models offer
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Fig. 12. Influence of the number of layers on the computation time of the convective heat exchange with constant temperature difference (a) and constant inlet temperature (b).

Fig. 13. Energy system of a residential building.

a precise representation of internal TES behavior compared to com-
monly used mixed TES models. The proposed CLV TES model exhibits
slightly higher accuracy compared to the CLT model with a lower
computational burden. This suggests that the CLV model scales better.

The increased accuracy of the 1D TES models leads to notable cost
and energy reductions, as demonstrated in the case study. The closer
alignment of the actual system behavior with reality further reduces
the need for low-level control interventions, thereby additionally en-
hancing operation planning. Despite the slightly lower accuracy in the
validation, the CLT model exhibits slightly higher cost savings. This
indicates that the heat generator and consumer models of the optimiza-
tion problem with the CLV model hold potential for improvement, but
these models were not the subject of this publication.

However, the more detailed 1D TES models come with an increased
computational burden due to the inclusion of the internal TES behavior.
There are workarounds that might mitigate this limitation: Users could
employ a variable layer size for CLV models and intelligently dimension
the height of each layer based on their connection positions. As shown
in the experimental validation, the position of the outlet port within
the layer has an influence on the accuracy (see Fig. 10). Intelligent
dimensioning of the different layers allows the outlet ports within the
layer to be optimally positioned for the respective use case. This might
lead to similar or higher accuracy with fewer layers, reducing the
computational burden. Another potential workaround is to implement a
rolling horizon optimization, with varying model accuracy as proposed
by Muschick et al. [16]. For the control horizon, a high accuracy is
required, but afterwards fewer layers or bigger time step sizes in later
steps might be sufficient.

Furthermore, the increased complexity of the TES model poses
challenges in its implementation, making it more difficult for users

to adopt. To promote accessibility and facilitate the utilization of
the proposed TES models, the models and their implementation in
optimization problems is available in the open access repositories. This
allows users to integrate the TES models into their own optimization
models or explore different modeling examples.

7. Conclusion and outlook

In this article, we have proposed and validated a novel approach
for modeling stratified TES systems in predictive control. The model
is used in a case study as part of an EMS that applies optimization
to minimize operational costs. Another application, as suggested by
Muschick et al. [16], can be in capacity expansion planning, where a
lack of temperature information and the resulting incorrectly applied
control strategies can lead to incorrect sizing.

By formulating the TES model with multiple layers of constant
volume and changing temperature (CLV), our approach accurately
represents essential physical phenomena, including the temperature
distribution within the TES, losses to the environment, and charg-
ing/discharging dynamics. Furthermore, to ensure low computation
burden, all constraints of the model are formulated as quadratic or
simpler constraints.

The experimental validation of the CLV model has yielded promis-
ing results, showcasing high accuracy, and justifying the simplifications
made in the model. The model demonstrates comparable accuracy to
1D simulation models from commercial software. Through a parameter
analysis, we have shown that a larger time step size and/or a smaller
number of layers still leads to acceptable results at a lower computa-
tional burden. This allows the parametrization of the model depending
on the application requirements and available computing power.

A case study has demonstrated that detailed modeling of the storage
stratification is advantageous in applications where precise temperature
information has a high impact, such as HPs, or systems extracting
heat at multiple temperature levels. In such contexts, EMSs based
on simple mixed TES models often fail to provide accurate setpoints,
requiring rule-based low-level controllers to intervene more frequently
to ensure user comfort. Combined with a worse representation of the
temperature-dependent efficiency, this leads to higher overall costs.

To fully leverage the strengths of the CLV TES model, future work
can focus on improving heat generator models that represent the in-
fluence of varying inlet temperature and power modulation on their
efficiency. This is especially advantageous for heat generators with a
strong temperature and power modulation influence such as HPs, or
to optimize the interaction of multiple heat generators with different
temperature-dependencies.
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Fig. 14. Time series of demand and electricity price (top), control setpoints and electricity consumption of the CLV and mixed TES model and COP of both models (bottom). The
setpoints of the HP (res. Signal) are the same as the setpoints from the optimization (opt. Signal), except if the low-level control overwrites it due to too low storage temperatures.
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Appendix A. Stratified thermal energy storage model with con-
stant layer temperature

The formulation of the CLT model with layers of fixed temperature
and varying content is described in this appendix, which extends the
model of Muschick et al. [16]. Fig. A.15 shows an example of the
layering within the TES.

The volume of each layer depends on the volume of the last time
step and can change due to convection (𝑑𝑉 𝑐𝑜𝑛𝑣

𝑙,𝑡 , see Appendix A.2),
conduction (𝑑𝑉 𝑐𝑜𝑛𝑑

𝑙,𝑡 see Appendix A.3) and heat losses (𝑑𝑉 𝑙𝑜𝑠𝑠
𝑙,𝑡 see

Appendix A.4):

𝑉𝑙,𝑡 = 𝑉𝑙,𝑡−1 + 𝑑𝑉 𝑐𝑜𝑛𝑣
𝑙,𝑡 + 𝑑𝑉 𝑐𝑜𝑛𝑑

𝑙,𝑡 + 𝑑𝑉 𝑙𝑜𝑠𝑠
𝑙,𝑡 (A.1)
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Fig. A.15. Example of the layering of a CLT. Figure (a) shows the ports of the TES with the flow direction and the height of the lower outlet port of the demand side (e.g. for
heating) and the upper outlet port of the heat generator. Figure (b) shows the heat exchanger and its inlet- and outlet height, which affects in this example layer 0 and 1.

A.1. Active connection

Muschick et al. [16] show that if water can be drawn from all
layers, this leads to unrealistic results. Therefore, they introduced an
additional binary term (𝛿) to ensure that water is only drawn from
layers within reach of the connection.

To define active layers, the cumulative height of the layers ℎ𝑐𝑢𝑚𝑙 (see
ℎ𝑐𝑢𝑚1 in Fig. A.15(a)) is calculated:

ℎ𝑐𝑢𝑚𝑙,𝑡 = 1
𝑉 𝑠𝑡𝑜 ⋅

𝑙∑
𝑖=0

𝑉𝑖,𝑡 (A.2)

Layer 𝑙 is active, when the height of the outlet connection (ℎ𝑥) is
smaller than the cumulative height of layer 𝑙 (ℎ𝑐𝑢𝑚𝑙,𝑡 , see Eq. (A.3)) and
is bigger than the cumulative height of layer 𝑙−1 (ℎ𝑐𝑢𝑚𝑙−1,𝑡, see Eq. (A.4)).
In the example in Fig. A.15(a), layer 1 is active, since ℎ𝑑𝑒𝑚,𝑙𝑜𝑤 < ℎ𝑐𝑢𝑚1
and ℎ𝑑𝑒𝑚,𝑙𝑜𝑤 > ℎ𝑐𝑢𝑚0 .

𝛿𝑝,𝑠𝑙,𝑡 =

{
1 if ℎ𝑝 ≤ ℎ𝑐𝑢𝑚𝑙,𝑡
0 otherwise

(A.3)

𝛿𝑝,𝑏𝑙,𝑡 =

{
1 if ℎ𝑝 ≥ ℎ𝑐𝑢𝑚𝑙−1,𝑡
0 otherwise

(A.4)

To use these constraints in a Mixed Integer Linear Programming
(MILP) optimization, we formulate them as follows, where Eq. (A.5) to
(A.8) are the MILP formulation of Eqs. (A.3) and (A.4) respectively. We
use a variable 𝑀 , which must be set carefully. If 𝑀 is too low, it could
result in both auxiliary variables 𝑦1, or 𝑦2 not being set to zero, too high
a value could result in a loss of precision and numerical instabilities.

ℎ𝑐𝑢𝑚𝑙,𝑡 − 𝑦1,𝑝,𝑠𝑙,𝑡 + 𝑦2,𝑝,𝑠𝑙,𝑡 = ℎ𝑝 (A.5)

ℎ𝑐𝑢𝑚𝑙,𝑡 + 𝑦1,𝑝,𝑏𝑙,𝑡 − 𝑦2,𝑝,𝑏𝑙,𝑡 = ℎ𝑝 (A.6)

𝑦1,𝑝,{𝑠,𝑏}𝑙,𝑡 ≤ 𝛿𝑝,{𝑠,𝑏}𝑙,𝑡 ⋅𝑀 (A.7)

𝑦2,𝑝,{𝑠,𝑏}𝑙,𝑡 ≤ (1 − 𝛿𝑝,{𝑠,𝑏}𝑙,𝑡 ) ⋅𝑀 (A.8)

with 𝛿 ∈ [0, 1], 𝑦1, 𝑦2 ∈ R+
0

Due to the time discretization, it can happen that the active temper-
ature layer is completely depleted within one time step, which would
stop heat extraction from the TES. To prevent this model inaccuracy,
Muschick et al. [16] considered the current and last time step to define
active layers as done in Eqs. (A.9) and (A.11). The implemented MILP

formulation of the ‘and’ and ‘or’ statement can be found in Eqs. (A.10)
and (A.12).

𝛿𝑝𝑙,𝑡 = 𝛿𝑝,𝑠 𝑐𝑜𝑚𝑏𝑙,𝑡 and 𝛿𝑝,𝑏 𝑐𝑜𝑚𝑏𝑙,𝑡 (A.9)

0 ≤ −2 ⋅ 𝛿𝑝𝑙,𝑡 + 𝛿𝑝,𝑠 𝑐𝑜𝑚𝑏𝑙,𝑡 + 𝛿𝑝,𝑏 𝑐𝑜𝑚𝑏𝑙,𝑡 ≤ 1 (A.10)

𝛿𝑝,{𝑠,𝑏} 𝑐𝑜𝑚𝑏𝑙,𝑡 = 𝛿𝑝,{𝑠,𝑏}𝑙,𝑡 or 𝛿𝑝,{𝑠,𝑏}𝑙,𝑡−1 (A.11)

0 ≤ 2 ⋅ 𝛿𝑝,{𝑠,𝑏} 𝑐𝑜𝑚𝑏𝑙,𝑡 − 𝛿𝑝,{𝑠,𝑏}𝑙,𝑡 − 𝛿𝑝,{𝑠,𝑏}𝑙,𝑡−1 ≤ 1 (A.12)

A.2. Convective heat exchange

CLT models consider convective heat exchange only through the
ports and not between layers. The convective heat exchange between
layers is considered indirectly by moving the position of the layer up
or down. Muschick et al. [16] assumed the inlet to be at the correct
temperature layer or through stratification lances to prevent buoyancy
and thus simplify the problem.

The change of the layer volume due to convection is defined as:

𝑑𝑉 𝑐𝑜𝑛𝑣
𝑙,𝑡 = 𝑉 𝑝,𝑖𝑛

𝑙,𝑡 − 𝑉 𝑝,𝑜𝑢𝑡
𝑙,𝑡 (A.13)

A.3. Conductive heat exchange

Muschick et al. [16] modeled axial heat conduction between layers,
but neglected conductive heat exchange. Conductive heat exchange
cannot be included directly in CLTs, since conductive heat sources
exchange thermal energy without any mass flow and can affect multiple
layers at the same time.

Experiments in the CoSES laboratory [29] showed that axial heat
conduction has little effect. Since it requires several additional binary
variables to formulate them, they are neglected in this paper.

To model conductive heat exchange, we extend the model proposed
by Muschick et al. [16] by employing the following simplification:
When the TES is being charged, the bottom-most layer, which is in
direct contact with the conductive heat source, is heated and transitions
to a higher layer. The temperature of the lowest layer determines the
outlet temperature of the heat exchanger. For discharging, the same
applies vice versa. The inlet and outlet connections are determined as
described in Appendix A.1.

Fig. A.15(b) shows an example of a heat exchanger, integrated in a
TES. The change of the layer volume due to conductive heat sources is
defined by Eqs. (A.14) and (A.15).

𝑑𝑉 𝑐𝑜𝑛𝑑
𝑙,𝑡 = 𝑉 ℎ𝑥

𝑙−1,𝑡 − 𝑉 ℎ𝑥
𝑙,𝑡 (A.14)

𝑉 ℎ𝑥
𝑙,𝑡 =

𝑄𝑔ℎ𝑥
𝑡 ⋅ 𝜂(𝑔ℎ𝑥, 𝑙)
𝜌 ⋅ 𝑐𝑝 ⋅ 𝛥𝑇

(A.15)
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Fig. A.16. Structure of the EMS for the CLT. Heat is discretized into several layers with different temperatures and efficiencies.

A.4. Losses

Losses in the CLT decrease the content of the layer. To keep the mass
balance, this means that the lower layer increases by the same amount.
The change of volume caused by losses can be calculated as:

𝑑𝑉 𝑙𝑜𝑠𝑠
𝑙,𝑡 = 𝑉𝑙+1,𝑡−1 ⋅ (1 − (1 − 𝑑𝑙+1)𝛥𝑡) − 𝑉𝑙,𝑡−1 ⋅ (1 − (1 − 𝑑𝑙)𝛥𝑡) (A.16)

In this equation, the losses are not calculated as a function of the
insulation, but by the hourly discharge rate 𝑑𝑙, which is calculated
based on measurements from the CoSES laboratory [29].

A.5. Integration into energy management systems

To integrate the TES model into an EMS, heat must be split into
discrete layers as shown in Fig. A.16. The advantage of this approach
compared to the CLV is that the efficiency for each temperature layer
is calculated in advance, which allows to model nonlinear efficiency
behavior.

Similar to Section 3.5, we provide an example for an optimization
based EMS that minimizes the operation costs 𝐶𝑜𝑝 associated with heat
generation 𝑄 from all heat generators 𝑔 within the time horizon 𝑡 ∈
[0 ∶ 𝑡𝑒𝑛𝑑 ] (Eq. (A.17a)).

The capacities of the heat generators are constrained by Eq. (22b)
to account for their minimum and maximum capacity, where on/off
behavior can be modeled using an additional integer variable 𝛿𝑔𝑡 .
Eq. (A.17c) models the total heat demand (𝑄𝑑,𝑡𝑜𝑡

𝑡 ) based on the fore-
casted demand (𝑄𝑑,𝑓𝑐

𝑡 ). To calculate the total heat of different processes
(denoted as 𝑥 for heat generator or demand) Eq. (A.17d) sums up the
heat across all layers, as shown in Fig. A.16. In this equation, 𝑙𝑥,𝑚𝑎𝑥
and 𝑙𝑥,𝑚𝑖𝑛 impose temperature constraints on both heat generation and
demand. The binary variable 𝛿𝑥𝑙,𝑡 in Eq. (A.17e) ensures that only active
processes can exchange heat (see Appendix A.1).

minimize
𝑡𝑒𝑛𝑑∑
𝑡=0

∑
𝑔

𝐶𝑜𝑝(𝑄𝑔,𝑡𝑜𝑡
𝑡 ) (A.17a)

subject to 𝛿𝑔𝑡 ⋅𝑄𝑔𝑥 ,𝑚𝑎𝑥 ≤ 𝑄𝑔,𝑡𝑜𝑡
𝑡 ≤ 𝛿𝑔𝑡 ⋅𝑄𝑔𝑥 ,𝑚𝑎𝑥 (A.17b)

𝑄𝑑,𝑡𝑜𝑡
𝑡 = 𝑄𝑑,𝑓𝑐

𝑡 (A.17c)

𝑄𝑥,𝑡𝑜𝑡
𝑡 =

𝑙𝑥,𝑚𝑎𝑥∑
𝑙=𝑙𝑥,𝑚𝑖𝑛

𝑄𝑥
𝑙,𝑡 (A.17d)

𝑄𝑥
𝑙,𝑡 ≤ 𝛿𝑥𝑙,𝑡 ⋅𝑄

𝑥,𝑚𝑎𝑥 (A.17e)

𝑄𝑥
𝑙,𝑡 ⋅ 𝜂(𝑇

𝑥
𝑡 ) = 𝑉 𝑐𝑜𝑛𝑛𝑥 ,𝑜𝑢𝑡

𝑙,𝑡 ⋅ 𝜌 ⋅ 𝑐𝑝 ⋅ 𝛥𝑇
𝑥 (A.17f)

𝛥𝑇 𝑥 = 𝛥𝑥 ⋅ 𝛥𝑇𝑙 (A.17g)

𝛥𝑇 𝑥 = (𝑙 − 𝑙𝑥,𝑐𝑜𝑛𝑛,𝑖𝑛) ⋅ 𝛥𝑇𝑙 (A.17h)

𝑉 𝑐𝑜𝑛𝑛𝑥 ,𝛥𝑇 ,𝑖𝑛
𝑙,𝑡 = 𝑉 𝑐𝑜𝑛𝑛𝑥 ,𝑜𝑢𝑡

𝑙,𝑡 + 𝛥𝑙𝑥 (A.17i)

𝑉 𝑐𝑜𝑛𝑛𝑥 ,𝑇 ,𝑖𝑛
𝑙,𝑡 =

𝑙𝑥,𝑚𝑎𝑥∑
𝑙=𝑙𝑥,𝑚𝑖𝑛

𝑉 𝑐𝑜𝑛𝑛𝑥 ,𝑜𝑢𝑡
𝑙,𝑡 (A.17j)

𝑉𝑙,𝑡 = 𝑉𝑙,𝑡−1 + 𝑑𝑉 𝑐𝑜𝑛𝑣
𝑙,𝑡 + 𝑑𝑉 𝑐𝑜𝑛𝑑

𝑙,𝑡 + 𝑑𝑉 𝑙𝑜𝑠𝑠
𝑙,𝑡 (A.17k)

with 𝑄𝑥
𝑙,𝑡, 𝑉

𝑥
𝑡 ∈ R+

0 (A.17l)

The volume flow through the processes (𝑉 𝑐𝑜𝑛𝑛𝑥 ,𝑜𝑢𝑡
𝑡 ) is influenced by

various factors, as described in Eq. (A.17f) and formulated the same
way as in Section 3.5. In contrast to the CLV model, the temperature
difference can either be constant (Eq. (A.17g)) or a fixed storage inlet
temperature (Eq. (A.17h)). If the temperature difference is constant,
the difference between the outlet layer and the inlet layer is constant
(Eq. (A.17i)). Otherwise, the return flow has a fixed temperature, and
the flow of the corresponding layer is equal to the sum of the outlet
flows from all layers (Eq. (A.17j)).

Lastly, Eq. (A.17j) links heat generation, heat demand and the CLT
model, reproducing the temperature dynamics within the TES.

Appendix B. Conversion between experimental measurements and
model predictive control

To initialize the content or temperature of each layer, we assume
that each temperature sensor 𝑖 covers the same volume of the TES. The
number of temperature sensors 𝑛𝑠𝑒𝑛𝑠 for the validation is 10.

B.1. Constant layer volume models

Initial temperature
The conversion from measured temperatures 𝑇𝑖 to the layer temper-

ature 𝑇𝑙 is described in Eqs. (B.1) and (B.2), with 𝐴 = 𝑙
𝑙𝑚𝑎𝑥

− 𝑙−1
𝑙𝑚𝑎𝑥

as
the layer size of the model and 𝑆 = 𝑖

𝑛𝑠𝑒𝑛𝑠
− 𝑖−1

𝑛𝑠𝑒𝑛𝑠
as the layer size of the

sensor.

𝑇𝑛,𝑖 =

⎧
⎪⎪⎨⎪⎪⎩

1
𝑙𝑚𝑎𝑥

⋅ 𝑇𝑖 if 𝐴 in 𝑆
1

𝑛𝑠𝑒𝑛𝑠
⋅ 𝑇𝑖 if 𝑆 in 𝐴

| 𝑖
𝑛𝑠𝑒𝑛𝑠

− 𝑙
𝑙𝑚𝑎𝑥

| ⋅ 𝑇𝑖 if 𝐴 part of 𝑆

0 otherwise

(B.1)

𝑇𝑙 = 𝑙𝑚𝑎𝑥 ⋅
𝑛𝑠𝑒𝑛𝑠∑
𝑖=1

𝑇𝑙,𝑖 (B.2)

B.2. Constant layer temperature models

Initial temperature
The conversion from measured temperatures 𝑇𝑖 to the layer content

𝑉𝑙, is calculated according to Eqs. (B.3) and (B.4):

• All temperatures below the temperature of the lowest layer are
added to the lowest layer (Eq. (B.3) line 1).

• All temperatures above the temperature of the highest layer are
added to the highest layer (Eq. (B.3) line 2).

• Temperatures between the temperatures of two layers are divided
between the two layers (Eq. (B.3) line 3 and 4).
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𝑉𝑙,𝑖 =

⎧
⎪⎪⎪⎨⎪⎪⎪⎩

1∕𝑛𝑠𝑒𝑛𝑠 if 𝑙 = 0 and 𝑇𝑙 ≥ 𝑇𝑖
1∕𝑛𝑠𝑒𝑛𝑠 if 𝑙 = 𝑙𝑚𝑎𝑥 and 𝑇𝑙 < 𝑇𝑖
(1 − (𝑇𝑖 − 𝑇𝑙)∕𝛥𝑇 )∕𝑛𝑠𝑒𝑛𝑠 if 𝑇𝑙 < 𝑇𝑖 < 𝑇𝑙 + 𝛥𝑇
(𝑇𝑖 − 𝑇𝑙−1)∕(𝛥𝑇 ⋅ 𝑛𝑠𝑒𝑛𝑠) if 𝑇𝑙−1 < 𝑇𝑖 < 𝑇𝑙−1 + 𝛥𝑇
0 otherwise

(B.3)

𝑉𝑙 =
𝑛𝑠𝑒𝑛𝑠∑
𝑖=1

𝑉𝑙,𝑖 (B.4)

Outlet temperature
The outlet flow of the CLT is a mix of the temperature layers from

which water was drawn. The resulting temperature can be calculated
as follows:

𝑇𝑜𝑢𝑡 =
𝑙𝑚𝑎𝑥∑
𝑖=1

𝑇𝑖 ⋅ 𝑉𝑜𝑢𝑡,𝑖
𝑉𝑠𝑡𝑜

(B.5)

Layer Temperature
The layer temperature can be calculated as a function of the height

of the sensor (ℎ𝑛) and of the layer volume (ℎ𝑙) as follows:

𝑇𝑛,𝑙 =

⎧
⎪⎪⎪⎨⎪⎪⎪⎩

𝑇𝑙 if ℎ𝑙 ≤ ℎ𝑛 and ℎ𝑛+1 ≤ ℎ𝑙+1
(ℎ𝑙 − ℎ𝑛) ⋅ 𝑇𝑙 if ℎ𝑙 ≤ ℎ𝑛 ≤ ℎ𝑙+1
(ℎ𝑙+1 − ℎ𝑙) ⋅ 𝑇𝑙 if ℎ𝑛 ≤ ℎ𝑙 and ℎ𝑙+1 ≤ ℎ𝑛+1
(ℎ𝑛+1 − ℎ𝑙) ⋅ 𝑇𝑙 if ℎ𝑛 ≤ ℎ𝑙 ≤ ℎ𝑛+1
0 otherwise

(B.6)

𝑇𝑛 =
𝑙𝑚𝑎𝑥∑
𝑙=1

𝑇𝑛,𝑙 ⋅ 𝑛𝑚𝑎𝑥
𝑉𝑠𝑡𝑜

(B.7)
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Chapter 6

Conclusion and future research

This dissertation outlines the CoSES simulation and experimental environment, focusing on

integrating prosumers into DHC grids. While prosumers can significantly enhance the efficiency

and operational economy of DHC grids, their integration poses various challenges.

The first publication in this dissertation describes the optimal configuration of components

within DH prosumers. Based on these findings, an experimental and simulation framework is

designed to investigate individual building energy systems and prosumers in DHC grids. This

framework is applied in the design and evaluation of a novel MPC-based EMS approach, which

accurately replicates TES behavior. Based on these findings, the RQs formulated in Section 1.1

are answered.

6.1 Conclusion

RQ 1 asks for the optimal arrangement of components in DH prosumers. This includes con-

sidering the unique properties of different heat generators - combustion-based, HPs, and ST

systems - and their primary operational modes - feeding into or drawing from the grid. The

study identifies optimal configurations for each generator type to achieve high efficiencies and

low grid return temperatures. Combustion-based heat generators benefit from a common con-

nection point of all components, while HPs and ST systems should be connected only to the

TES, ideally at multiple heights to effectively reach the required supply temperatures.

RQ 2 addresses the need for a simulative and experimental environment to analyze the inte-

gration of prosumers into DHC grids. The CoSES laboratory’s versatility and adaptability allow

a comprehensive analysis of these prosumers and their integration into a smart energy system. Its

modular design is instrumental in providing flexibility for various experiments. The laboratory

has been used to characterize equipment, enhance control strategies, and evaluate EMSs, effec-

tively bridging the gap between theoretical simulations and practical applications. Additionally,

the ProHMo library features models that accurately replicate the behavior of the commercial

hardware within the CoSES laboratory This environment is integral for designing innovative

control strategies in both 4GDH and 5GDHC and bridging the research-to-implementation gap.

Providing open-access benchmarking models of various building energy systems encourages the

development and comparative analysis of new EMSs, furthering advancements in this field.

Experiments in the CoSES laboratory have highlighted the necessity of improved control sys-

103
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tems, particularly for buildings equipped with HPs and for prosumers within DH grids (RQ 3).

A novel stratified TES model for predictive control is formulated to answer this question. Ex-

perimental validation shows that this model accurately represents the temperature distribution

within the TES. The formulation with quadratic or simpler constraints ensures low computa-

tional demands, making it suitable for MPC-based EMSs for heating systems. A case study

demonstrates the advantages of the proposed approach compared to other MPC-based EMSs.

Together, these contributions advance the comprehension, development, and practical appli-

cation of prosumer-based DHC systems, their integration into smart energy systems, and the

implementation of sophisticated control strategies.

6.2 Future research

The methodologies and insights developed in this thesis establish a solid foundation for future

research endeavors. The presented CoSES research infrastructure has already been used for sev-

eral studies, as shown in Section 4.3. Additionally, the research trends highlighted in Section 2.5

can be thoroughly explored using the simulation and experiment environment developed in this

dissertation.

The research environment is particularly well-suited for analyzing prosumers in DHC grids,

offering an in-depth assessment of their design and control concepts. Various 5GDHC grid

configurations, such as those with a passive balancing unit [141], single-pipe reservoir grids

[46, 138], or grids with a pressurized supply line like 4GDH [45], can be compared within the

adaptable framework of the CoSES laboratory. Different control approaches for prosumers can

be designed and tested using the digital twin. This ranges from high-level EMSs to low-level

field controllers, essential for managing the intricate interactions among multiple prosumers and

pumps.

In the context of smart energy systems and sector coupling, the CoSES infrastructure can be

used to assess the supportive role of buildings or DHC grids for the electric grid. The research

environment is optimally suited for developing and conducting realistic evaluations of various

EMS approaches applicable to grid and building levels. On the one hand, ProHMo’s open-access,

software-independent, and user-friendly benchmarking simulation models aid researchers in de-

signing, refining, and comparing different EMS. On the other hand, these systems can undergo

practical testing within the laboratory to confirm their effectiveness alongside commercial hard-

ware and to verify their support of the electric grid. The laboratory further enables the validation

of control algorithms and the analysis of distributed control with real hardware, similar to the

work of Cornejo et al. [155] on the electric grid.

Most laboratories analyzing the optimal design for DHW preparation and the influence of

circulation only consider a few designs.By contrast, the CoSES laboratory’s flexible configuration

allows the analysis of proposed design ideas in one research environment, ensuring comparable

results. This is crucial for a fair comparison of various design and control concepts for DHW

extraction. Moreover, the laboratory’s configuration enables experimental analysis of different

cascading grid approaches and their impact on the DH grid. For instance, all heat transfer

stations are equipped with two heat exchangers, enabling the study of cascaded grids with three

temperature levels in parallel, and DH grid emulators can emulate high- or low-temperature

grids to analyze the effects of coupling grids on cascade systems.
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The CoSES laboratory can also be instrumental in preparing field tests, which are typically

expensive and time-consuming. Should unforeseen events occur during these tests, there are risks

of exceeding budgetary or time constraints, which could diminish the quality of the insights of

the field test. The laboratory’s existing communication systems and accessibility allow fast

and reproducible prequalifying of field tests. This prequalification helps anticipate and address

potential issues, thus saving costs, preventing errors, and enhancing the value of the results.

Similarly, the laboratory can analyze and recreate faults in existing DHC grids. This can help

understand the impact of different faults on the grid, train and optimize algorithms for fault

detection, and develop solutions for existing faults.

From an educational perspective, the CoSES laboratory is a resource for student learning

by providing students with hands-on experience with real hardware through student theses or

practical courses. This exposure helps them to grasp the specific requirements and challenges of

various technologies, deepen their understanding of theoretical concepts, and familiarize them

with practical limitations and challenges. The ProHMo benchmark models can further be used

in courses where students learn to design different EMSs.

In summary, this dissertation’s experiment and simulation infrastructure opens a wide range

of possibilities, extending well beyond the thesis’s scope. It is a versatile instrument for advancing

research and education in energy systems.
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fied Thermal Energy Storage Model with Constant Layer Volume for Predictive Control -

Formulation, Comparison, and Empirical Validation. Renewable Energy, 2023.

URL: https://doi.org/10.1016/j .renene.2023.119511

3. Daniel Zinsmeister, Thomas Licklederer, Stefan Adldinger, Franz Christange, Peter

Tzscheutschler, Thomas Hamacher, and Vedran S. Perić. A prosumer-based sector-coupled
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− eine Modellbibliothek zur Simulation komplexer energietechnischer Gebäudesysteme”.
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owner district heating networks via distributed optimization”. In: Energy Reports 7

(2021), pp. 273–281. issn: 23524847. doi: 10.1016/j.egyr.2021.08.145.

[114] M. Capone, E. Guelpa, and V. Verda. “Potential for supply temperature reduction of

existing district heating substations”. In: Energy 285 (2023), p. 128597. issn: 03605442.

doi: 10.1016/j.energy.2023.128597.

[115] D. S. Østergaard and S. Svendsen. “Replacing critical radiators to increase the potential

to use low-temperature district heating – A case study of 4 Danish single-family houses

from the 1930s”. In: Energy 110 (2016), pp. 75–84. issn: 03605442. doi: 10.1016/j.

energy.2016.03.140.

[116] W. Bergstraesser, A. Hinz, H. Braas, J. Orozaliev, and K. Vajen. “Lessons learned from

excess flow analyses for various district heating systems”. In: Smart Energy 1 (2021),

p. 100005. issn: 26669552. doi: 10.1016/j.segy.2021.100005.

https://doi.org/10.1016/j.enconman.2023.117652
https://doi.org/10.1016/j.rser.2022.112403
https://doi.org/10.1016/j.rser.2022.112403
https://doi.org/10.1016/j.apenergy.2021.117956
https://doi.org/10.1016/j.ejor.2019.11.072
https://doi.org/10.1016/j.omega.2019.102177
https://doi.org/10.1016/j.egyr.2019.11.061
https://doi.org/10.1016/j.egyr.2019.11.061
https://doi.org/10.1016/j.apenergy.2023.121298
https://doi.org/10.1016/j.apenergy.2023.121693
https://doi.org/10.1016/j.apenergy.2023.121693
https://doi.org/10.1016/j.egyr.2021.08.145
https://doi.org/10.1016/j.energy.2023.128597
https://doi.org/10.1016/j.energy.2016.03.140
https://doi.org/10.1016/j.energy.2016.03.140
https://doi.org/10.1016/j.segy.2021.100005


Bibliography 121
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