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Abstract

The surface fluctuation caused by ocean tides remains one of the most crucial components of sea level variability.
For several applications, accurate knowledge of ocean tides is crucial, either for removing the contribution from
the total sea level or for inclusion to accurately describe oceanic processes. Significant efforts have been
made for decades in the development of global ocean tide models. The era of satellite altimetry has resulted
in significant advances in the accuracy of tide models, largely thanks to TOPEX/Poseidon and its respective
successors. The consistent orbiting of satellite altimetry has provided regular retrieval of sea level measurements
at the same positions over the last few decades. Extensive time series of measurements are vital for advancing
our estimations of ocean tides. Recent accuracy assessments have concluded that tides in the open ocean are
well documented; however, challenges remain in the coastal and polar regions. The complexity of estimating
tides in the coastal region stems from several factors. Despite the role altimetry has played in the open oceans,
the impact of land on the radar returns means that sea level estimations are not routinely available closer to the
coast.

Furthermore, tides are much more complex in the coastal regions due to the complex coastline structures and
bathymetry changes. In recent years, considerable efforts have been made to improve and increase the retrievals
of sea level data closer to the coast based on advanced processing techniques or by using geophysical corrections
optimised for the near coastal region. Advances in coastal altimetry have positively impacted tidal estimations
and, subsequently, modelling efforts in this region.

In this thesis, a new global ocean tide model is developed and presented, which utilises these advances in
altimetry to improve the estimations of ocean tides in the coastal region. The developed model is presented
in the application as an ocean tidal correction for satellite altimetry, where additional methods are explored to
better estimate the minor tidal constituents for these corrections. For the first time, a regional version of the
model is used to force an operational ocean model of the Northwest European Continental Shelf at its boundaries
to improve the representation of tides within the model.

Despite the model development itself, several additional tools and datasets were produced to help in the
evaluation and validation of the model. This included the extension of a tidal constituent database, TICON, to
include almost three times the number of tide gauges, which are used in the validation of the different versions
of the model. Additionally, a tidal prediction software, termed TIPTOE, was produced, which takes the tidal
constituents provided by global models and derives a tidal height estimation at any time and position. This can
be used for various applications, but in particular in the derivation of tidal corrections for satellite altimetry.
An additional tool was produced to derive sea level variances based on different tidal corrections for respective
altimetry missions, which is used to validate the model developments by assessing the impact different tide
models have on the sea level variances.
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The global EOT20 model produced within this thesis utilises multi-mission satellite altimetry produced at
DGFI-TUM to conduct residual tidal analysis based on twenty-six years’ worth of data. The model is evaluated
against state-of-the-art tide models compared to two independent datasets based on tide gauges and ocean bottom
pressure sensors in the open ocean, shelf seas and coastal regions. From this validation, it was concluded that
EOT20 significantly improved the accuracy of tidal estimations, particularly in the coastal region, with respect to
the previous iteration of the global model, EOT11a. Compared to the other global tide models, EOT20 showed
the lowest error margin for the eight major tidal constituents in the coastal region and remained consistent
with the best-performing models in the open ocean and shelf seas. Additional validation was done by deriving
the satellite altimetry correction for three separate altimetry missions and contrasting the resultant sea level
variances from respective models. As in the tide gauge analysis, EOT20 showed improvements compared to
EOT11a and FES2014b, with particular reductions in variances seen in the coastal regions. It is concluded that
the developed EOT20 model achieves a significant improvement in tidal estimation in the coastal region and is
suitable for a variety of applications.

An investigation into improving the altimetry tidal correction by improving the inclusion of minor tidal
constituents is presented. Despite their contribution being significantly less overall than major tides, minor
tides are still vital in providing accurate tidal corrections and reducing the overall error of tidal estimations.
When minor tides cannot be estimated by altimetry-derived models based on signal-to-noise or aliasing issues,
admittance approaches are used to infer these tides from the major tides. In this thesis, these approaches are
evaluated against deriving eight minor constituents from the altimetry-derived models as well as from numerical
models which are not constrained by the previously mentioned. The results demonstrated that the accuracy of
the tidal correction is improved when directly estimating four of the constituents and inferring the remaining
constituents. A novel approach of combining empirical and numerical models in deriving the tidal is also
presented and demonstrates comparable results to the admittance approaches. These results suggest that future
corrections could benefit from the combination of constituents from both empirical and numerical models to
reduce the overall error of tidal estimations.

Finally, a regional version of the EOT model, EOT-NECS, is applied to an operational ocean model to improve
the overall water level estimations along the Northwest European Continental Shelf. This was done by forcing
the ocean model, DCSM-FM, at its boundaries with tidal constituents provided by EOT-NECS and conducting
a series of experiments on the resultant accuracy of the predicted total water levels. The EOT-NECS model
incorporated five additional altimetry missions and extended the time series of missions already used. This
resulted in the derivation of further tidal constituents previously not included, as well as an increased spatial
resolution of the model, which, when compared to TICON-3, showed improvements within this region compared
to the global model. When applying the model to DCSM-FM, the results demonstrated a clear improvement in
model accuracy in terms of tidal height and total water level predictions.

This thesis presents clear advancements in the global estimation of ocean tides and highlights its importance
in geophysical applications. It is also clear that despite the progress made, there are still many areas where tide
models can be developed and improved, particularly in complex coastal regions and in the higher latitudes. It is,
therefore, recommended that special attention be placed on tides in complex regions, such as fjords, estuaries
and inlets, as well as in the polar oceans to help increase the reliability and subsequent usability of global tide
models in these regions.
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Preface

As a child, I was always fascinated by the ocean motion, particularly puzzled by these two questions: Why was
the beach bigger when I arrived than when I left, and why do we keep moving our towels further up the beach?
A particular memory is a beach called Blouberg in Cape Town, South Africa, which contains a small rocky
outcrop that my family and I loved to walk to. The problem was, sometimes we could walk to this outcrop, and
sometimes we could not. As I grew older, my Mother and I would always look at these "High and Lows" charts
on the beaches or in the newspapers, and I started to learn when was the best time to go to the beach, to visit
this rocky outcrop and when was the best time for my longboard.

The answer to these never-ending questions in my little head was, of course, ocean tides.

In some way or another, tides have contributed a significant amount to my life. In recognition of this, the
chapter pages within this thesis show the tidal heights estimated over the days of my birth derived from a tide
gauge in East London, South Africa, where I was born. Each line represents the tidal height calculated from
each of the major tidal constituents.

Entering my PhD having studied physical oceanography, I had thought that the problem of understanding
ocean tides was well understood. After quickly being humbled by the complexity, importance and wonder that
is ocean tides, I realised that this challenge was going to be bigger than I expected. Diving into the literature by
the pioneers of ocean tide theory, such as George Darwin, Arthur Doodson, Walter Munk, David Cartwright,
Phil Woodworth, Ole Andersen and Richard Ray, to mention only the tip of the iceberg, I was engulfed in the
variety of complex dynamical features described and influenced by ocean tides. I was ready for this challenge.

Then came the world of satellite altimetry and geodesy. Entering the field of geodesy as an ocean person
(coined by Mathis Bloßfeld) was another intimidating component of my PhD. The millions of acronyms, the
countless geophysical corrections and the vast number of orbiting scientific satellites were a big surprise.
However, I was welcomed and guided through the community by my colleagues at DGFI-TUM as well as within
the NEROGRAV research group, largely benefited by the countless visits to the offices of Denise Dettmering
and Christian Schwatke and the privilege of sharing an office with Marcello Passaro, all of whom were always
happy to answer my basic questions and allow me to feed off their vast amounts of knowledge.

Looking back on my thesis, a lot of it stems from the greatest gift I was given throughout my PhD: freedom.
Freedom to think, experiment, collaborate and discuss. As a scientist, I think it is fundamental to try and
fail as well as to think independently about how to solve certain objectives. Throughout my PhD, I tried
things that failed, I tried things that had already been done, or I tried things that were simply illogical. I also
communicated to try to describe my ideas and try to absorb the opinions and knowledge of others. In particular,
there were debates with Julius Oelsmann and slightly one-sided discussions with Ole Andersen, Richard Ray,
Roman Sulzbach, Michael Schindelegger and Björn Backeberg. I also had the pleasure of collaborating with
a vast network of scientists from around the world, ranging from South Africa to Europe to the United States.
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These collaborations resulted in the gain of insights from different perspectives and the broadening of my own
understanding.

The ideas that stem from these collaborations, experiments and discussions all eventually ended up in my
black book of ideas, which I maintained throughout my PhD. Although the success rate of these ideas is probably
one out of ten, if I am being very generous, some ideas resulted in the greatest progressions of my work and
shaped my PhD into the thesis it has become. In this book, I still have the original ideas of each manuscript
that I wrote in my thesis, the comments from colleagues on these ideas, as well as the eventual structure of the
manuscripts I wanted to write about these ideas.

All my scientific publications and research strongly benefited from public discussion either during the review
process or from international conferences and research visits. The discussions within the broader community
helped fine-tune the research and open the door for further opportunities to be explored. One major benefactor
was the discussions resulting from the first paper of this thesis, which resulted in extensive communication and
collaborative discussions leading to the publication of the final paper of this thesis.
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CHAPTER 1
INTRODUCTION

What you do makes a difference, and you have to decide what kind of difference you want to make.
- Jane Goodall
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1 Introduction

1.1 Background and Motivation

The ocean covers more than 70% of the Earth’s surface. The complex small and large-scale processes driving
ocean circulation are crucial for various reasons, mainly the driving and regulation of global climate processes.
One such oceanographic process that continues to puzzle scientists is ocean tides.

Ocean tides, like several other physical oceanographic processes, have been challenging mariners and fisher-
men for thousands of years. So, naturally, theories on the physical mechanisms responsible for ocean tides have
been discussed for centuries. Studies have found references to tides as early as the ancient Greek civilisations
(Cartwright, 2001) and evidence of understandings dating back to periods 2,500 - 1,500 BC, based on fossils
found by Indian archaeologists (Panikkar and Srinivasan, 1971; Cartwright, 2001). The connection between
the ocean height and the Moon has long been theorised, with relatively satisfactory rule-of-thumb tide predic-
tions being made and published and methods used to produce tide tables often being kept secret (Munk and
Cartwright, 1966).

Although ocean tides have been studied for a long time, advances in our understanding of tides continue to
take place. These advances are being motivated by tides’ importance, particularly in providing accurate current
and future sea level predictions. The rise and fall of the ocean tides can cause changes in the sea level that often
exceed one meter, with tides in regions such as the Bay of Fundy known to exceed fifteen meters. Therefore, to
account for these fluctuations and allow for accurate monitoring of changes in the sea level, the ocean tides need
to be removed from sea-level measurements. As we have been studying ocean tides for centuries, the process
of doing so has become relatively well-known.

The harmonic method, which decomposes the full tidal signal into several harmonic constants (or constant
frequencies) that can be individually derived and assessed, was a tremendous breakthrough in tidal expertise
(Darwin, 1891). Since then, the harmonic method has continued to be developed mainly by Doodson (1921),
who proposed what would eventually become known as the Doodson numbers, which proposed the description
of each harmonic constant, or tidal constituent, by a set of six signed integers derived from the planetary motions
within the Earth, lunar and solar system. Although hundreds of tidal constituents exist, studies have shown the
majority of the overall tidal signal is expressed as the sum of fourteen constituents (Egbert and Ray, 2017),
commonly referred to as the ‘major’ tides. These constituents are the largest and can easily be distinguished
within in-situ measurements and are usually the subject of the most focus on tidal developments. Figure 1.1
shows a spectral analysis of two tide gauges taken from GESLA-3 (Haigh et al., 2022). It is clear that specific
frequencies peak in both datasets, which coincide with well-known and defined tidal frequencies such as the 𝑀2,
𝑆2 and 𝑆1, as highlighted here. However, the remaining constituents, commonly termed ’minor’ tides, cannot
always be wholly neglected as the variance they are responsible for can result in root-mean-square (RMS) errors
of greater than 7 cm in some regions (Egbert and Ray, 2017).
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Figure 1.1 Spectral analysis of two different tide gauge time-series taken from GESLA-3 (Haigh et al., 2022), showing
the power spectral density at respective frequencies in cycles per day (cpd). The tide gauges presented here are from
Wellington, New Zealand and Brest, France.

For in-situ measurements with long enough time-series lengths, such as tide gauges, these major and minor
tides can be determined and accounted for without additional information. However, for measurements with
relatively infrequent temporal sampling, such as those from satellite altimetry and gravimetry, tide models are
required to accurately account for their influence. This is due to the repeat orbit of altimetry measurements,
meaning that tidal aliasing influences the altimetry’s ability to be used, particularly for the minor constituents.

Several types of ocean tide models exist and continue to be developed. The major types of models are
empirical, assimilative and numerical. Each model type has its own set of benefits and weaknesses. Empirical,
data-constrained models rely purely on observations, mainly from satellite altimetry. They can make accurate
determinations of the major constituents but are restricted by tidal aliasing when it comes to minor constituents.
The continued extension of the currently flying altimeter missions has meant that the minor constituents are
becoming easier to determine and study (Ray, 2020b). The estimation of minor constituents is usually inferred
using admittance approaches (Munk and Cartwright, 1966; Petit and Luzum, 2010; Rieser et al., 2012) from
the major constituents, but with the increased time-series of altimetry data, certain minor constituents can
be directly estimated from these models. Numerical, data-unconstrained models, which are derived following
varying approaches mainly driven by the shallow water equations, do not have a limitation on which constituents
can estimate reliably. However, in terms of the accuracy of estimations, they fall behind models that include
observations. Despite this, one benefit of data-unconstrained models is the ability to more easily provide a
wider range of tidal constituents than is possible from data-constrained models (Sulzbach et al., 2021). Data
assimilative models, such as FES2014b (Lyard et al., 2021), are hydrodynamic models that assimilate data
from satellite altimetry and/or in-situ measurements. The combination of numerically refined models with
measurements of ocean tides results in high accuracy commonly seen from these model types.

A recent accuracy assessment of state-of-the-art tide models was done by Stammer et al. (2014), which
concluded that tides in the open ocean were relatively well predicted. At the same time, the shelf and coastal
regions showed the highest model errors. The complex nature of tides near the coast, coupled with the difficulty
of obtaining reliable satellite observations near the coast due to land contamination (Fok, 2012), result in
relatively high errors from satellite-derived tide models. In recent years, advances have been made in coastal
altimetry processing from the optimisation of geophysical corrections for coastal regions (Scharroo and Smith,
2010; Fernandes and Lázaro, 2016; Carrere et al., 2016) as well as the significant increase in the amount of
retrieved, reliable data closer to the coast (Passaro et al., 2018b).
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These advancements in coastal altimetry have resulted in significant improvements in tidal estimations made
by regional versions of the Empirical Ocean Tide (EOT) model with respect to the previous global model,
EOT11a (Savcenko and Bosch, 2012), which were presented in the PhD thesis of Piccioni (2021). The regional
results of model developments based on applying improved coastal altimetry processing presented in Piccioni
(2021), serve as a robust framework and launchpad for further research to be done as well as the eventual
extension of these results into a global tide model.

1.2 Objectives and Outline of this Thesis

Ocean tides influence a variety of geophysical processes studied and estimated from a variety of techniques, for
example, satellite altimetry, satellite gravimetry and ocean models. Therefore, substantial importance lies in
accurately accounting for ocean tides to improve the accuracy of these studied geophysical processes and their
downstream applications. The main aim of this thesis is to reduce the error of tidal estimations in a global ocean
tide model, with emphasis on the coastal region, and to evaluate the developed model in various applications.
Within this thesis, applications such as an ocean tidal correction for satellite altimetry and a boundary forcing
for an operational ocean model are presented. However, several other applications exist and are introduced later
in this thesis.

Three scientific objectives form the basis of this thesis:

• O-1: Reduce the error with respect to tide gauges of an updated global ocean tide model while remaining
in line with global models in the open ocean and shelf regions.

• O-2: Increasing the accuracy of the tidal correction for satellite altimetry by optimising the methods of
accounting for minor tidal constituents.

• O-3: Improve the prediction of ocean tides within an operational ocean model of the Northwest European
Continental Shelf by improving the ocean tide forcing at the open boundaries.

These scientific objectives are discussed in three published chapters of this thesis, which are as follows:

• P-1: Hart-Davis, M.G., Piccioni, G., Dettmering, D., Schwatke, C., Passaro, M. and Seitz, F., 2021.
EOT20: A global ocean tide model from multi-mission satellite altimetry. Earth System Science Data,
13(8), pp.3869-3884. 10.5194/essd-13-3869-2021.

• P-2: Hart-Davis, M.G., Dettmering, D., Sulzbach, R., Thomas, M., Schwatke, C. and Seitz, F., 2021.
Regional evaluation of minor tidal constituents for improved estimation of ocean tides. Remote Sensing,
13(16), p.3310. 10.3390/rs13163310.

• P-3: Hart-Davis, M.G., Laan, S., Schwatke, C., Backeberg, B., Dettmering, D., Zĳl, F., Verlaan, M.,
Passaro, M. and Seitz, F., 2023. Altimetry-derived tide model for improved tide and water level forecasting
along the European continental shelf. Ocean Dynamics, 73(8), pp.475-491. https://doi.org/10.
1007/s10236-023-01560-0

To achieve the main aim and the objectives of this thesis, particular effort is required on the validation metrics
used to evaluate the model performances. This means that a large section of this thesis is dedicated to producing
validation metrics for the model developments, which included updating existing in-situ measurement databases,

10.5194/essd-13-3869-2021
10.3390/rs13163310
https://doi.org/10.1007/s10236-023-01560-0
https://doi.org/10.1007/s10236-023-01560-0
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developing tidal prediction software to derive the tidal correction for satellite altimetry, and developing variance
analysis software to derive the variances for altimetry missions based on chosen geophysical corrections.
These developments were targeted for use within this thesis, but also with an eye on additional studies and future
research. This resulted in the publication of four additional manuscripts, which do not serve the main objectives
of this thesis but were benefited by the developments of this thesis. These associated publications are listed
below:

• AP-1: Sulzbach, R., Wziontek, H., Hart-Davis, M.G., Dobslaw, H., Scherneck, H.G., Van Camp,
M., Omang, O.C.D., Antokoletz, E.D., Voigt, C., Dettmering, D. and Thomas, M., 2022. Modeling
gravimetric signatures of third-degree ocean tides and their detection in superconducting gravimeter
records. Journal of Geodesy, 96(5), pp.1-22, https://doi.org/10.1007/s00190-022-01609-w.

• AP-2: Hart-Davis M.G., Howard S., Ray R., Andersen O., Padman L., Nilsen F., Dettmering D. ArcTiCA:
Arctic Tidal Constituents Atlas. Nature Scientific Data [in review]. Preprint: https://doi.org/10.
21203/rs.3.rs-3277941/v1

• AP-3: Andersen, O.B., Rose, S.K. and Hart-Davis, M.G., 2023. Polar Ocean Tides—Revisited Using
Cryosat-2. Remote Sensing, 15(18), p.4479. https://doi.org/10.3390/rs15184479

• AP-4: Passaro M., Rautiainen L., Dettmering D., Restano M., Hart-Davis M.G., Schlembach F., Särkkä J.,
Müller F. L., Schwatke C., Benveniste J., 2022. Validation of an Empirical Subwaveform Retracking Strat-
egy for SAR Altimetry. Remote Sensing, 14(16), 4122, https://doi.org/10.3390/rs14164122

• AP-5: Hauk M., Wilms J., Sulzbach R., Panafidina N., Hart-Davis M., Dahle C., Müller V., Murböck M.
and Flechtner F., 2023. Satellite gravity field recovery using variance covariance information from ocean
tide models. AGU Earth and Space, https://doi.org/10.1029/2023EA003098

The thesis is outlined as follows: Chapter 2 discusses the theory of ocean tides and tides in satellite altimetry.
Chapter 3 provides improved validation metrics and datasets, which are crucial for the later chapters to help
achieve the scientific objectives of this thesis. Chapter 4 discusses the tide model developments done within
this thesis, which contributed to each of the publications. Chapter 5 puts the developments done in Chapters 3
and 4 into context by providing applications of these developments. An overall summary with conclusions and
recommendations for future research is given in Chapter 6. The three scientific articles are presented in their
journal format in the Appendix.

https://doi.org/10.1007/s00190-022-01609-w
https://doi.org/10.21203/rs.3.rs-3277941/v1
https://doi.org/10.21203/rs.3.rs-3277941/v1
https://doi.org/10.3390/rs15184479
https://doi.org/10.3390/rs14164122
https://doi.org/10.1029/2023EA003098


CHAPTER 2
OCEAN TIDES AND TIDAL ANALYSIS

From the dawn of scientific enquiry, basic questions about the mechanisms of how the Moon and
Sun drive tides have inspired distinguished philosophers and Earth scientists
- David Cartwright
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2 Ocean Tides and Tidal Analysis

2.1 The theory of ocean tides

A significant milestone in the history of ocean tide theory came from the famous Philosophae Naturalis
Principia Mathematica books of Isaac Newton (Newton, 1833) where he describes observed phenomena,
including discussions on ocean tides, by his theory of universal gravitational attraction (Cartwright, 1999).
Subsequent discussions on the topic, particularly essays published by Euler, Maclaurin and Bernoulli, refined
the detail of the theory as well as its real-life application (Cartwright, 1999) and eventually resulted in the
establishment of the Equilibrium tide theory.

The Equilibrium tide theory that originates from the work of Newton and the subsequent refinements describes
two tidal bulges: one towards the tide-generating force (TGF) and one opposite these forces, which is illustrated
in the schematic in Figure 2.1. The distance between 𝐿 and 𝑃1 is smaller than that of 𝐿 and 𝑂, meaning that 𝑃1

experiences a greater force of attraction than that of𝑂. This difference results in a greater attraction towards the
Moon, which causes a bulge in the water mass towards the Moon. As this difference varies throughout the Earth’s
surface, the TGF can be estimated at any point. The displacement of the water caused by the tide-generating
bodies results from the tangential component of the TGF and not the radial component (Pugh and Woodworth,
2014). This may seem slightly unintuitive but is explained when considering Earth’s own gravitational attraction.
Illustrated in the triangular schematic in the bottom right of Figure 2.1, the force expressed by the TGF can be
decomposed into a tangential (𝑎ℎ) and radial component (𝑎𝑟 ). The radial component of the force is opposed by
Earth’s own gravity, which is considerably larger, while the tangential component is unopposed in the natural
world, resulting in a variation in the water body in the tangential direction.

The TGF at any point of the Earth can be estimated, using 𝑃4 in Figure 2.1 as an example:

TGF𝑃4 = −𝐺𝑚1
𝑅

[1 − 2
𝜌

𝑅
cos 𝜙 + 𝜌2

𝑅2 ]
− 1

2 , (2.1)

where 𝑅 is the distance between the two centres of mass of the Earth and Moon in this example, 𝜌 the radius
of the Earth, 𝜙 the angle between the Earth-Moon line and the radius to 𝑃4, 𝑚𝑙 the mass of the Moon and 𝐺 is
the universal gravitational constant.

The Equilibrium theory states that the free surface, Z̄ , is assumed to be a level surface which is influenced by
the combination of Earth’s gravity as well as the tide generating force (Pugh and Woodworth, 2014). Equilibrium
tide theory ignores the realistic dynamic nature of ocean tides by assuming the Earth is entirely and uniformly
covered by water. Despite showing no spatial resemblance to real observed ocean tides, the Equilibrium Tide is
an essential reference system for tidal analysis (Pugh and Woodworth, 2014). As defined in Pugh and Woodworth
(2014) the Equilibrium Tide can be determined for latitude \𝑝 as follows:

Z̄ = 𝜌
𝑚𝑐

𝑚𝑒

[
𝐶0(𝑡)

(
3
2

sin2 𝜙𝑝 −
1
2

)
+ 𝐶1(𝑡) sin 2𝜙𝑝 +𝐶2(𝑡) cos2 𝜙𝑝

]
, (2.2)
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Figure 2.1 A schematic demonstrating the tide generating forces of the Earth-Moon system. Schematic inspired by Pugh
and Woodworth (2014).

where 𝑚𝑐 is the mass of the celestial object (which in most examples are the Moon, 𝑚𝑙, or the Sun, 𝑚𝑠) and
𝑚𝑒 is Earth’s mass.

The three time-dependent coefficients characterise the three main species of tides: long-period species 𝐶0(𝑡),
diurnal species 𝐶1(𝑡) at one cycle per day (𝑐𝑜𝑠𝐶𝑝), and semi-diurnal species 𝐶2(𝑡) at two cycles per day
(𝑐𝑜𝑠2𝐶𝑝) which can all be expressed as (following Pugh and Woodworth (2014)):

𝐶0(𝑡) =
(
𝑎

𝑅𝑙

)3 (3
2

sin2 𝑑𝑙 −
1
2

)
𝐶1(𝑡) =

(
𝑎

𝑅𝑙

)3 (3
4

sin 2𝑑𝑙 cos𝐶𝑝

)
𝐶2(𝑡) =

(
𝑎

𝑅𝑙

)3 (3
4

cos2 𝑑𝑙 cos 2𝐶𝑝

)
.

(2.3)

Here, 𝑅𝑙 is the mean distance between the centre of Earth and the centre of the celestial object, 𝑑𝑙 is the
celestial body declination, and 𝐶𝑝 is the hour angle of position P. Using this formulation, we can derive the
Z̄ decomposed by the contributions of each of these components. In Figure 2.2, the above equations for the
derivation of the Z̄ are done at the lunar declination zero. The long-period tides reach maximum amplitudes
in the higher latitudes, with zero amplitudes being estimated at 35.27◦ north and south. For the diurnal tidal
components, the amplitudes, and therefore the Z̄ , are zero at the equator and on the poles, while they reach
maximums at 45◦ latitude. For the semi-diurnal tides, maximum amplitudes are seen around the equator and
decrease towards zero at the poles. The combination of these components would cause the bulge towards the
tide-generating object that would move from east to west around the Earth’s surface.

In reality, this is clearly not the case as the water body is not unopposed by land masses, the bottom topography
is not uniformly distributed, and the Earth’s rotation influences the water bodies. This results in the observed
ocean tides differing from the predicted Equilibrium Tides based on the dynamic response of the ocean to these
forces. However, the Equilibrium Tide, although considerably smaller than the observed tides, remains crucial



9 Section 2.1. The theory of ocean tides

Figure 2.2 An example of the latitudinal differences of the Equilibrium Tide amplitudes as derived from Equation 2.2 for
the long-period, diurnal and semi-diurnal tidal species’.

as a reference against which observed amplitudes and phases of tides can be related (Pugh and Woodworth,
2014), more on this later.

To describe how the different contributions make up the realistic tide, a schematic in Figure 2.3 is presented.
In Equilibrium tide theory, the two high tide bulges rotate around the ocean surface aligned with the rotation
of the Moon around the Earth or the Earth around the Sun. When applying simple land boundaries to a basin,
as shown in Figure 2.3A, the high and low tide waves propagate horizontally across the basin and build at the
respective boundaries until the tide-generating body causes the high tide wave to move across the basin. The
additional factor of the rotation of the Earth causes the deflection through Coriolis forces of the water masses to
the right and left in the northern and southern hemispheres, respectively. So when taking this into account, the
tidal wave propagates around the basin as simply described in Figure 2.3B and C, which rotates approximately
every 12 hours as shown in Figure 2.3D. The rotation of the tidal wave occurs around a fixed point, known as
the amphidromic point, which itself experiences no variations in tidal height. The tidal heights in this idolised
system increase with distance further away from the amphidromic points. Additional factors influencing the
variations in the tides include the bottom topography, which can either amplify or reduce tides, the coastline
structure, which influences the rotation of the tidal wave across a given basin (Pugh and Woodworth, 2014) as
well as sea ice, which can dampen the amplitude of the tide.

The combination of all these contributions gives rise to the physical characteristics of the tidal components,
and what makes this system even more complex is that these characteristics vary based on the tidal species as
well as within the tidal species. To explain this further requires a bit more insight into the decomposition of
ocean tides into individual tidal constituents. Recall Figure 1.1 where tide gauges were analysed based on the
spectral density, and certain frequencies clearly stand out in both datasets. Although the dynamics experienced
at individual tide gauges vary, these periodic oscillations induced by ocean tides are noted at all locations (Pugh
and Woodworth, 2014). When assessing a time series of data, these individual frequencies of the ocean tide,
termed tidal constituents, can be analysed separately. Several methods to do so exist, with two being discussed
below: the harmonic method and the response method.

The harmonic method was first developed by Darwin (1891) and later refined by several, particularly by
Doodson (1921). The principle is that the tidal signal can be decomposed into a finite number of tidal
constituents of known constant frequencies. Therefore, the tidal signal at time 𝑡 can be determined as the sum
of these finite tidal constituents by using the following:
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Figure 2.3 Schematic describing the dynamic nature of the ocean tides.

Z (𝑡) =
∑︁

𝐻𝑛𝑐𝑜𝑠(\𝑛𝑡 − 𝑔𝑛), (2.4)

where 𝐻𝑛 and 𝑔𝑛 are the amplitude and phase of the constituents 𝑛 on the Equilibrium Tide, respectively, and
\𝑛 is the tidal argument based on the angular speed in radians (Egbert and Ray, 2017). The tidal argument was
re-expressed by Doodson (1921) in terms of six well-known variables which are unique to each constituent:

\𝑛 (𝑡) = 𝑘1𝜏(𝑡) + 𝑘2𝑠(𝑡) + 𝑘3ℎ(𝑡) + 𝑘4𝑝(𝑡) + 𝑘5𝑁
′(𝑡) + 𝑘6𝑝1(𝑡) (2.5)

with the terms described in Table 2.1. These known variables (𝑘1, 𝑘2...) are referred to as Doodson numbers,
and examples of several of the largest constituents are presented in Table 2.2. Modern studies often include
a seventh argument, 𝑘7𝜋/2, not included in Doodson’s work, which ensures that the cosine functions of each
constituent have positive amplitudes (Egbert and Ray, 2017). The Doodson numbers in Table 2.2 differ from
those originally described by Doodson by the addition of five for the second to the sixth numbers, to avoid any
negative numbers in the notation, which makes it easier to use in applications.

Additionally, terms are added to Equation 2.4 to account for the nodal modulation of these tidal constituents.
The nodal tide is a harmonic signal that is caused by the precession of the lunar ascending node, which varies
over an 18.6-year period (Pugh, 1987; Parker, 2018; Hagen et al., 2021). Accounting for the nodal modulation
for each constituent is done by incorporating amplitude 𝑓𝑛 and phase modulation 𝑢𝑛 terms into Equation 2.4 as
follows:

Z (𝑡) =
∑︁

𝑓𝑛 (𝑡)𝐻𝑛𝑐𝑜𝑠(\𝑛𝑡 + 𝑢𝑛 (𝑡) − 𝑔𝑛). (2.6)

The 𝑓𝑛 and 𝑢𝑛 terms can be derived simply based on the descriptions of Doodson and Warburg (1941) with
an example of each presented for the 𝑀2 tide here:

𝑓 = 1 − 0.00041 cos ℓ′ + 0.00114 cos 2ℎ

𝑢 = 0.372◦ sin ℓ′ + 0.065◦ sin 2ℎ,
(2.7)
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where ℓ′ = ℎ − 𝑝 (Ray, 2022).

Table 2.1 Astronomical arguments taken from Egbert and Ray (2017)

Symbol Definition Period
𝜏 Mean lunar time Lunar day
𝑠 Mean longitude of Moon Tropical month
ℎ Mean longitude of Sun Tropical year
𝑝 Mean longitude of lunar perigee 8.85 years
𝑁 ′ Negative mean longitude of lunar node 18.6 years
𝑝1 Mean longitude of solar perigee 20,942 years

Table 2.2 The characteristics of the major tidal constituents within each tidal species, with the Equilibrium Tide amplitudes
taken from Apel (1987).

Tidal Species Name Doodson Numbers Equilibrium Amplitude (m) Period (hr)
Semi-diurnal 𝑛1=2 𝑘1𝑘2𝑘3𝑘4𝑘5𝑘6

Principal lunar 𝑀2 255.555 0.242334 12.4206
Principal solar 𝑆2 273.555 0.112841 12.0000
Lunar elliptic 𝑁2 245.455 0.046398 12.6584
Lunisolar 𝐾2 275.555 0.030704 11.9673
Diurnal 𝑛1=1
Lunisolar 𝐾1 165.555 0.141565 23.9344
Principal lunar 𝑂1 145.555 0.100514 25.8194
Principal solar 𝑃1 163.555 0.046843 24.0659
Elliptic lumar 𝑄1 135.455 0.019256 26.8684
Long Period 𝑛1=0
Fortnightly 𝑀 𝑓 075.555 0.041742 327.85
Monthly 𝑀𝑚 065.455 0.022026 661.31
Semiannual 𝑆𝑠𝑎 056.554 0.019446 4383.05

In application, accounting for these modulations has a large impact on estimations, with an example demon-
strated in Figure 2.4. Here, the yearly 𝑀2 tide is estimated through harmonic analysis of the Newlyn tide gauge
obtained from GESLA-3 (Haigh et al., 2022). A clear 18.6-year cycle can be seen in the amplitude and phase
estimations without applying the nodal correction, with some periods showing above 5-centimetre differences
in amplitude estimations. Studies have also shown that the nodal modulation can change water levels by up to
30 centimetres, which can have serious implications on coastal processes (Peng et al., 2019).

2.2 Methods of tidal analysis

The harmonic method forms the basis for tidal analysis, ranging from satellite altimetry to tide gauges to
modelling efforts. Within this thesis, the harmonic method is exclusively used either in deriving tidal constituents
from sea level observations from satellite altimetry or in-situ observations or in producing tidal height predictions
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Figure 2.4 The yearly estimated (A) amplitude and (B) phase of the𝑀2 tide with and without applying the nodal modulation
terms estimated from the Newlyn tide gauge in Cornwall, Great Britain, obtained from GESLA-3 (Haigh et al., 2022).

based on already known tidal constituents. However, another approach, the response method, is also commonly
used and is briefly discussed below.

The response method for tidal analysis was first introduced in Munk and Cartwright (1966) and is based on
electrical engineering techniques which describe that the output of a system is dependent on the input into the
system as well as the response of that system (Pugh and Woodworth, 2014).

As described in Pugh and Woodworth (2014), in tidal analysis, the Equilibrium Tide is described as the input
and the observed tidal oscillations as the output, with the response of the ocean to these gravitational forces
being what is analysed in this method.

The basis of this method is the ’credo of smoothness’ assumption (Munk and Cartwright, 1966), which
assumes that the ratio of the output (observed tide) to input (Equilibrium Tide) of the system, also known as
Admittance, does not vary dramatically in terms of frequency within one frequency band (e.g., in the diurnal or
semi-diurnal band) (Pugh and Woodworth, 2014). This method has successfully been applied in tide modelling
efforts from satellite altimetry for decades, particularly by the DTU series of ocean tide models (Andersen,
1995). Smith et al. (1997) compared both the harmonic and response methods and found millimetre differences
in the estimated tides. Therefore, the selection between the two methods may be based on one’s preferences,
but one such reason for favouring the response method is that it does not succumb to the aliasing-related issues
experienced by the harmonic method for the solar tides (Ray, 2007) (more on this later).
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2.3 Measuring ocean tides

Regardless of the method used, tidal analysis relies heavily on sea level measurements to produce estimations.
As the name suggests, tide gauges have been critical sources of data for advancing tidal understanding as well
as for making predictions for centuries (Cartwright, 1999). Before the emergence of satellite altimetry, these
gauges were the sole source to help develop and validate global tide models. In-situ measurements of tides,
which can also be derived from ocean bottom pressure sensors (Ray, 2013) and GNSS Reflectometry (GNSS-R)
(Tabibi et al., 2020), are deployed and maintained by governments and agencies, with several efforts being made
to collect and harmonise all the available measurements (Holgate et al., 2013; Haigh et al., 2022).

These records have allowed for the continued study of the spatial and temporal characteristics of ocean tides
as well as the evaluation of human influence, such as by land reclamation and flood defences (Haigh et al.,
2020), on changes in tidal characteristics. Thanks to these data, early empirical tide models, models that are
data-driven, were able to reach astonishing levels of accuracy. This is demonstrated by a global model developed
in Schwiderski (1980) presented in Figure 2.5. The spatial characteristics of the 𝑀2 presented in this model,
including the positions of known amphidromic points and the direction of the waves, agree remarkably well
with modern tide models. These early models, based on considerably less data than what is available currently,
give great confidence to the theoretical understanding of ocean tides, which has continued to grow.

Despite the clear benefit of these in-situ measurements on our understanding of ocean tides, as well as other
sea-level processes, these measurements do not provide full coverage of the ocean. There are several reasons for
this. Firstly, the financial costs associated with either deploying or maintaining the instruments often result in
poorer countries having considerably fewer deployments of tide gauges. On top of this, several political factors
result in local governments not prioritising these types of long-term investigations. This can be seen in most
maps of observations coverage, such as that of the Permanent Service for Mean Sea Level (PSMSL) (Holgate
et al., 2013) as well as tide-specific databases such as TICON (Piccioni et al., 2019a) clearly demonstrating
heavy weighting of observations to the northern hemisphere.

Tide gauges are usually fixed to the coast and, therefore, do not provide coverage across the shelf and open
ocean regions. Here, studies have utilised ocean bottom pressure data to fill in data in these regions (Ray,
2013). However, the deployment and maintenance of the moorings to house the required sensors are extremely
expensive, resulting in reduced spatial coverage of these observations. Furthermore, for both these measurement
types, the polar regions are very poorly covered due to harsh weather and due to the sensitivity of data in these
regions resulting from geopolitical reasons (Cancet et al., 2019).

In the mid-80s, a technique to measure the ocean’s surface would be launched that would revolutionise our
understanding of ocean tides and change ocean tide models forever: satellite altimetry.

2.4 Tides from and for satellite altimetry

The basic principle of satellite altimetry is that a pulse of microwave radiation with a known power is transmitted
towards the Earth’s surface, interacts with the surface, and part of the pulse returns back to the altimeter (Chelton
et al., 2001; Andersen and Scharroo, 2011). The total travel time of each pulse is accurately recorded. The
distance between the Earth’s surface and the altimeter, also known as the range (𝑅), is calculated based on the
total travel time of the pulse. When using the orbital height of the satellite, 𝐻, which is usually referenced to
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Figure 2.5 Global atlas of the amplitude (solid lines) and phase (dashed lines) of the 𝑀2 tide, as derived by the Schwiderski
model and taken from Schwiderski (1980).

an ellipsoid, the sea surface height (SSH) can be obtained following the formulation described in Andersen and
Scharroo (2011):

𝑆𝑆𝐻 = 𝐻 − (𝑅 + ℎ𝑔𝑒𝑜), (2.8)

and the sea level anomaly (SLA) can be obtained by additionally subtracting the mean sea surface, 𝑚𝑠𝑠, as:

𝑆𝐿𝐴 = 𝐻 − (𝑅 + ℎ𝑔𝑒𝑜) − 𝑚𝑠𝑠, (2.9)

with ℎ𝑔𝑒𝑜 being the range and geophysical corrections which are applied to account for processes which
influence the pulse return. The recorded echo of the transmitted radar pulse, termed the waveform, also contains
information about the roughness of the sea surface, such as the significant wave heights (Benveniste, 2011). The
footprint of the pulse varies between 2 to 7 km over the ocean based on the significant wave height of the surface
(Gommenginger et al., 2011). To obtain the highest possible accuracy of range measurements, particularly in the
coastal regions, large efforts have been placed on waveform retracking (Gommenginger et al., 2011). Various
approaches exist to retrack the waveforms, with recent advances showing significant improvements in both the
accuracy of estimations and the number of retrievals in the coastal regions (Passaro et al., 2014) and in sea ice
leads (Passaro et al., 2018b). The pulse repetition frequency of each satellite usually varies between 20 and 40
Hz, but the measurements are regularly averaged over 1 Hz along the satellite track, approximately every 7 km
(Benveniste, 2011). In certain applications, such as in sea ice and coastal regions, the along-track averaging
can occur at higher frequencies, with Pujol et al. (2022), for example, averaging the measurements into 5 Hz
products (1̃.2 km). The repeat orbit and the cross-track sampling distance vary between the respective altimetry
missions.

The launch of the Geosat altimeter, as well as the ERS altimeters, resulted in a great new perspective of the
ocean surface, which was used in a variety of studies, including that of ocean tides (Cartwright and Ray, 1991;
Andersen, 1995). However, the launch of the TOPEX/Poseidon on a tide-favourable, non-sun-synchronous orbit



15 Section 2.4. Tides from and for satellite altimetry

Figure 2.6 The available past and currently orbiting satellite altimetry datasets taken from the OpenADB website of
DGFI-TUM (Schwatke et al., 2014).

in the early 1990s resulted in an even greater advancement in our global understanding of ocean tides. A few
years after its launch, assessments of tide models showed significant advances in accuracy (Shum et al., 1997),
and the field had taken a great leap forward in terms of our understanding of ocean tides.

Currently, several different satellite altimeters have flown and continue to fly, which can all contribute
to the understanding of the ocean surface, with an overview of altimetry missions presented in Figure 2.6.
As of 2023, over thirty years of continuous measurements have been made available from these satellites,
with several efforts existing to continue the orbits of previous missions. This is particularly the case with
the European Remote-Sensing Satellite (ERS), Envisat and Saral/ALtiKa (ERS/EN/SA) altimeters as well
as the TOPEX/Poseidon, Jason and Sentinel-6a (TP/JA/S6) altimeters, which both provide near continuous
measurements along a consistent orbit.

Satellite altimetry continues to allow for advances in our understanding of the physics of ocean tides (Ray,
2020b), resulting in continued improvements in the accuracy of tidal predictions. This is vital as ocean tides
are a necessary geophysical correction to allow for the study of a variety of oceanographic processes from
satellite altimetry, as in Equation 2.9. This is due to the tidal signal creating large variability within the retrieved
estimations, so short and long-term time series analysis would be overwhelmed by these short-frequency signals,
which can be seen in Figure 2.7A. Doing so, and doing so accurately, allowed for the further investigation of
other sea surface processes, such as SLA and surface currents.

This resulted in significant efforts in ocean tide modelling to provide so-called tidal corrections for the
respective satellite altimetry missions. These models can either be empirical, data assimilative or numerical
models. Historically, models that rely on satellite altimetry observations perform the best in terms of providing
accurate estimations of the tides (Stammer et al., 2014). This is largely thanks to the TP/JA/S6 series of
altimeters, which have been orbiting on a tide-favourable orbit for over thirty years.

For these empirical models, SLA data is taken from altimetry missions, which have already been corrected
for the ocean tides using a prior correction provided by a tide model, and residual tidal analysis is conducted to
estimate the residual ocean tides. The tides estimated from satellite altimetry are of the residual geocentric tide,
which requires an additional step to retrieve the ocean or load tide contributions. This is described in Chapter
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4.3. These tides are usually reapplied to the original tidal correction to produce a new ‘semi-empirical’ tide
model. This approach has successfully been used in several models (Savcenko and Bosch, 2012; Ray, 2013;
Cheng and Andersen, 2017). Data-constrained or data assimilating numerical models, for example, FES2014b
(Lyard et al., 2021), can provide high-resolution estimations of tidal constituents, which is extremely valuable
in coastal regions. Furthermore, these models can provide estimations of a larger number of constituents as they
are less restricted by aliasing-related issues.

Figure 2.7 (A) Sea level estimation from a Jason-3 cycle which is not corrected for ocean tides. (B) The tidal height
estimated from FES2014b (Lyard et al., 2021). (C) The sea level estimation corrected for the tides from B. (D) is a time
series of a single along-track position either corrected or uncorrected for ocean tides.

As numerical models are never perfect with respect to reality, these semi-empirical models can serve as an
adjustment to these numerical models, often resulting in improved model estimates (Savcenko and Bosch, 2012;
Cheng and Andersen, 2017). Typically, the resultant tide models provide gridded maps of tidal constituents,
which can be converted into tidal heights following the approaches mentioned in Equation 2.6 and Chapter 3.2,
which are then applied to the satellite altimetry.
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An example of a single cycle of Jason-3 is presented in Figure 2.7. When contrasting Figure 2.7A and B,
the variations in SLA caused by ocean tides are clearly visible within both subplots, with it being difficult
to interpret any other oceanographic feature in A. When the tides are removed (Figure 2.7C), more physical
processes can be seen, such as the variability in SLA in western boundary regions such as the Agulhas Current
and the Gulf Stream. Furthermore, the time series of a single position (Figure 2.7D) contains much less noise
and experiments on local changes in sea level, and long-term changes can be better interpreted.

2.4.1 Geophysical corrections

Although tidal estimations from satellite altimetry are reaching high levels of accuracy, limitations remain.
In the coastal regions, the retrieval of altimetry data is impacted by land contamination of the radar returns
(Passaro et al., 2018b). This is particularly crucial as tides in near-shore regions are extremely variable (Egbert
et al., 2010). Further, most observations used to validate model developments are susceptible to these tidal
dynamics, which the altimetry simply cannot see, making validating the models difficult. The issue of radar
retrieval in the polar regions is similar, as sea ice restricts accurate retrieval of SLA data, particularly in the
winter months, biasing the tide estimations to summer months (Bĳ de Vaate et al., 2021). On top of the altimetry
retrievals themselves, the choice of geophysical corrections used to determine the SLA also influences the tidal
estimations.

Several corrections are usually applied to obtain the SLA, particularly in the context of residual tidal research,
which is as follows: the dry troposphere, wet troposphere, ionosphere, dynamic atmosphere, load tide, ocean
tide, solid Earth tide, pole tide, and mean sea surface (Andersen and Scharroo, 2011). Additional corrections
can also be included, such as the mesoscale (Zaron and Ray, 2018; Ray and Byrne, 2010) and internal tide
corrections (Zaron, 2017). However, research is still being conducted on whether these corrections should be
applied globally in the context of ocean tidal research. Much like the tidal correction, these corrections are
modelled by numerical or empirical models, which are themselves not perfect in their accuracy. Besides the
general accuracy issues, errors at tidal frequencies are especially critical, particularly for solar tides driven by
the daily solar cycle. These geophysical corrections also have regional strengths and weaknesses. The selection,
therefore, of these geophysical corrections can have a significant impact on the tides and deciding the set of
corrections is not always a trivial task.

To demonstrate the presence of tidal frequencies within geophysical corrections, harmonic analysis is done
on two different ionospheric corrections based on thirty years of TP/JA/S6 data (Figure 2.8) inspired by Ray
(2020a) who described differences in tidal frequencies within ionospheric corrections, which can particularly be
seen in the amplitude differences of the two presented constituents. The selection of the orbit solutions based on
the different reference frame realisations also affects the tidal estimation, particularly when multiple altimeters
are used using different orbit solutions (Ray et al., 2023).

Radiational, tides generated by the atmospheric and solar forcings (Williams et al., 2018), and gravitational
tidal components cannot be well separated from measurements due to the generation of tides at the same
frequencies within both components, meaning ocean tide models include both of these components within
(Carrere et al., 2016). The danger here lies in the potential double-counting of these tides within the model,
which has been discussed in several studies (Ray and Ponte, 2003; Williams et al., 2018).
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Figure 2.8 The 𝑆1 [A and B] and 𝐾1 [D and E] amplitudes determined from two different ionospheric corrections and
their respective differences [C and F]. Inspired by Ray (2020a).

The Dynamic Atmosphere Correction (DAC) is applied in altimetry applications to account for the atmospheric
contribution to the radar return. Radiational tides majorly influence the DAC, but additional processing is done
to this correction to remove the contributions of these tides from the correction (Carrere et al., 2016), allowing
for altimetry-derived models to appropriately estimate these tides. This particular processing of the DAC has
resulted in advances in tidal estimations as well as sea level estimations (Carrere et al., 2016). However, as this
correction is model-based, tidal frequencies remain within this correction (Ray et al., 2023), which could result
in an overestimation of the respective constituents.

Tidal aliasing

Several altimetry missions can be used in the estimation of ocean tides, which all have different orbit characteris-
tics in terms of latitudinal extent and repeat sampling (Table 2.3). The most commonly used series of altimeters
for tidal estimations is the TP/JA/S6 series. The orbit of TP/JA/S6 is specifically designed to be tide favourable
(Provost et al., 1995), with the repeat sampling frequency designed to reduce tidal aliasing. Tidal aliasing,
i.e. the misrepresentation of tides, is caused by the temporal sampling of the altimeter missions, meaning
extended time-series lengths are required to appropriately resolve specific tidal frequencies. As the altimeters
do not revisit the exact locations at periods sufficient for that of tidal frequencies, these tidal frequencies are
under-sampled according to the Nyquist theorem and, therefore, aliased to longer periods (Parke et al., 1987).

These aliased periods vary from constituent to constituent and from satellite to satellite depending on the
orbit of the respective missions (Andersen, 1995). For the major tidal constituents, these aliasing periods do not
hinder the determination of tidal constituents as the altimeters being used often have followed the same repeat
orbits for years, if not decades. To simply illustrate how the aliasing effect comes about, Figure 2.9 presents an
example for three constituents of different frequencies. In this example, the constituents are sampled every one
day (blue line), which results in the 𝑀2 and 𝑁2 constituents being aliased onto sinusoids of much longer periods.
With a sufficient time-series length, these constituents are still resolvable, requiring 14.77 and 9.61 days worth
of data, respectively. However, for the 𝑆2 constituent, the one-day sample measures the same position or phase
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on the 𝑆2 sinusoid and, therefore, does not allow for the capturing of the tide. This illustration is the same in
sun-synchronous satellites, which also do not capture the full characteristics of the tide and have infinite aliasing
periods for these constituents.

These aliasing period, 𝑓𝑎 for a satellite with a repeat orbit of 𝑃 days can be determined using several
approaches (Parke et al., 1987; Wang, 2004), with the formulation by Wang (2004) given as:

𝑓𝑎 = 𝑀𝑂𝐷 ( 𝑓𝑘 + 𝑓𝑠

2
, 𝑓𝑠) −

𝑓𝑠

2
, (2.10)

for a constituent with a frequency 𝑓𝑘 and a satellite with a frequency 𝑓𝑠. Figure 2.10A provides the respective
aliasing periods of several constituents based on the TP/JA/S6 and the ERS/EN/SA series of altimeters.

Table 2.3 The orbit details of several altimetry missions used within this thesis.

Altimeters Repeat Cycle (days) Latitudinal range
TP/JA/S6 9.9156 ±66◦

ERS/EN/SA 35 ±81.45◦

Sentinel3a/b 27 ±81.5◦

Figure 2.9 Schematic of three tidal constituents sampled at exactly one day, with the black line representing the tidal
amplitude over time while the blue line represents the sampled tidal amplitude every one day.

It can be seen that for these daily and twice daily tides, several weeks of data from these repeat orbits are
required to appropriately resolve these tides. Furthermore, due to the sun-synchronous orbit of the ERS/EN/SA
series, it is not possible to resolve the 𝑆1 and 𝑆2 tides as their aliasing periods are infinite. Several other
tidal constituents are aliased to annual or semi-annual periods, which is problematic as this corresponds with
frequencies of substantial non-tidal ocean variability (Ray, 2007).

An additional consideration when determining tidal constituents from altimetry that needs to be taken into
account is the separation of constituents with comparable frequencies. This is determined through the Rayleigh
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Figure 2.10 [A] The aliasing period in days of the ERS/EN/SA and TP/JA/S6 satellites as well as the Rayleigh criteria
calculated for these satellites, respectively [B and C].

criteria, which calculates the length of time series required to separate tidal constituents from one another based
on the sampling frequency (Tierney et al., 1998; Savcenko and Bosch, 2007). Although these constituents are
determinable, errors creep in when insufficient time-series lengths are used. Like the aliasing period, these
criteria vary between constituents and altimeters. An example is given in Figure 2.10B and C, where the Rayleigh
criteria in days are determined for ERS/EN/SA and TP/JA/S6 satellites. This demonstrates the difficulty of
separating several constituents in ERS/EN/SA, not only for the main solar tides S2 and S1, which are aliased
to infinity but also other solar constituents such as K1 and P1, which require a long time-series to separate.
This further highlights the benefit of the TP/JA/S6 tide favourable orbit. Although most altimetry-based tide
estimates are based on the larger tidal constituents, several studies are being done to derive more and more
constituents of relatively small signals (Ray, 2020b).

The derivation of these constituents directly is essential to correctly resolve the full tidal signal (Ray, 2017) but,
without using any admittance approaches (Munk and Cartwright, 1966; Petit and Luzum, 2010), is challenging
due to how small these components can be with respect to altimetry-based noise. The amount of noise in the
SLA data may come from altimetry processing-related errors (Zaron and de Carvalho, 2016), particularly in the
coastal regions, or noise generated from non-tidal oceanic variability (Zaron and Ray, 2018). These effects vary
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between regions and can cause substantial errors in tidal estimations with, for example, Ray and Byrne (2010)
demonstrating significant improvements in along-track estimation of tides when using a mesoscale correction
to remove non-tidal variability from the SLA. These effects all mean that the selection of tidal constituents to be
derived from satellite altimetry requires care to provide the most suitable tidal estimation without introducing
significant errors.



CHAPTER 3
VALIDATION TOOLS AND DATASETS FOR GLOBAL OCEAN TIDE

MODELS

Topex/Poseidon was the most successful ocean experiment of all time
- Walter Munk
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3 Validation tools and datasets for global ocean tide
models

3.1 In-situ databases

In-situ databases are crucial sources of information for not only understanding tidal processes but also in the
validation of ocean tide model developments. Regarding model validation, tide gauges and ocean bottom
pressure sensors have been used in several studies (Stammer et al., 2014). TICON (Tidal Constants) is a
DGFI-TUM developed database of tidal constituents derived from the GESLA-2 dataset (Woodworth et al.,
2016) with the primary objective being to serve as an independent validation dataset for model developments
(Piccioni et al., 2019a). In this thesis, two separate updates of this dataset were produced for applications within
and outside of this thesis: TICON-td and TICON-3. An additional dataset created for the Arctic Ocean region,
ArcTiCA, is presented and discussed. These three datasets are independent of one another and contain different
processing steps based on the objectives of each dataset. These are described in the following subsections.

3.1.1 TICON-td: third-degree tidal constituent dataset

Studies of third-degree tides have become increasingly common in recent years, largely driven by the more
than thirty years of continuous altimetry observations (Ray, 2020b; Woodworth, 2019). Although these tides
are considered relatively small, especially compared to the amplitudes of the semi-diurnal and diurnal tides, in
some regions, their amplitudes can reach the centimetre scale, making them important for accurate derivation of
the full tidal heights. In this thesis, a special update to TICON, termed TICON-td (third-degree), was produced,
with the objective being to utilise this dataset in the validation of four third-degree tides estimated from a
numerical tide model. These four tides were: 3𝑀1, 3𝑀3, 3𝑁2 and 3𝐿2. Evaluating these tides both from in-situ
measurements and numerical models is crucial in examining the importance of these constituents, in particular
on the full tidal correction estimation, as well as in providing insight on what the best method is to derive these
third-degree constituents. The major change, in comparison with the full TICON database, was the restriction of
the tide gauge time series to lengths that exceed ten years. To be consistent with previous studies of these tides,
the nodal corrections were also applied to these constituents and were taken from (Ray, 2020b). This was done
in an attempt to improve the reliability of the estimations of these constituents due to these tidal frequencies
being similar to frequencies of degree-two tides and, therefore, requiring a long time-series of observations
to properly separate (Ray, 2020b; Sulzbach et al., 2022). Additionally, a mean surrounding depth, within a
two-degree radius, of the tide gauge was estimated to allow for the removal of all gauges that have a mean depth
of less than 500 meters in order to only select gauges that are further from coastal regions. This step was done
based on the requirements of the experiment of comparing these results with a numerical ocean tide model,
TiME (Sulzbach et al., 2021), which was not optimised for the coastal regions.
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Finally, based on the experiment requirements, gauges that are within two degrees of one another are removed
so that the mean statistics are not influenced by duplicates of the same processes, which may either benefit or
harm the overall evaluation of the model. The resultant dataset, TICON-td, is provided in AD-4 and was used
to validate a global tide model in AP-1 (Sulzbach et al., 2022).

3.1.2 TICON-3: global tidal constituent dataset

In late 2021, an update was made to the GESLA database (GESLA-3, Haigh et al. (2022)), which increased
the number of high-frequency tide gauge measurements globally almost three-fold. Not only were the number
of tide gauges significantly increased, but already available tide gauges time series were also extended. This
update meant that an update to TICON was necessary to incorporate all these new datasets, termed TICON-3.

For the most part, the fundamentals and eventual results of TICON-3 match that of the original TICON
database, including the inclusion of the same forty tidal constituents. The main differences in the processing are
as follows: 1) a stricter time-series length constraint of at least one year of data and 2) an additional description
of the position of the gauges. The first point was made to reduce the usage of tide gauges that have less than one
year’s worth of data, either due to the availability of data only being a few months or due to having large gaps
within the data. The reasoning behind this was to reduce the potential error in resultant tidal estimations that
occur from having too few observational points. This is particularly relevant to tides with small amplitudes or
have long periods as they require a relatively long time series to safely determine from sea-level measurements.

The second point, relating to providing the geographical location of the in-situ tide gauge, was made possible
by the inclusion of this information within the GESLA-3 database. This information may be necessary for users
of the TICON-3 database to determine the usability of the tide gauge in their respective applications. Three
labels are provided within the database: "Coastal", "Lake", or "River".

The resultant developed TICON-3 database was published on Pangaea (AD-3). This new dataset included
3,471 tide gauges globally (Figure 3.1), which was an increase of 2,326 tide gauges with respect to TICON. The
new dataset also contains more extended time series, crucial for the reliability of tidal estimations. The overall
changes in the mean amplitude and phase of all forty constituents further highlight the value of the increased
time-series lengths (shown in the User Manual of AD-3), with some gauges having changes in mean amplitudes
that exceed a few millimetres. Although small, these changes in amplitude and phase estimations are useful in
the application of this dataset for the validation of tide models. This dataset was used in the validation of tide
modelling efforts produced in P-3.

3.1.3 ArcTiCA: Arctic tidal constituent atlas

Tides in the Arctic Ocean play a crucial role in the distribution of sea ice as well as in the mixing of deep
Arctic waters (Kowalik and Proshutinsky, 1994). Historically, empirical tide models do not provide estimates
of tides in the higher latitudes due to the lack of coverage of tide-favourable altimetry missions above and below
66◦N and 66◦S, respectively. Although altimetry missions have flown above these latitudes for decades, their
sun-synchronous orbits have meant they were unfavourable for reliable tidal estimations in the regions. In recent
years, the Cryosat-2 mission has provided unprecedented coverage in these regions, reaching latitudes of 88◦

and having a repeat orbit of 3̃69 days. This repeat orbit itself is also impractical for tidal estimations, but what
makes Cryosat-2 useful for tidal estimations is the sub-cycles of the mission.
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Figure 3.1 Global distribution of the TICON-3 database, showing the estimated amplitude of the M2 tidal constituent.

These near-repeat sub-cycles occur as the spacing of the satellite tracks begins to reduce towards the higher
latitudes. Zaron (2018) demonstrated how these sub-cycles can be used to make reliable estimations in the
Antarctic region, with this methodology applicable to the Arctic Ocean as well. These results have demonstrated
the ability of future empirical models to make tidal estimations into these regions.

With future development work in mind, in-situ databases for these regions become increasingly crucial to
allow for the validation of model developments. Global databases of tidal constituents, such as TICON-3,
contain very limited observations in both the Arctic and Antarctic regions based on the sea-level databases used
containing limited datasets in these regions. An effort to increase the amount of tidal constituent data in the
Antarctic has been made and was published in Howard et al. (2020). For the Arctic Ocean, no such database
exists. In the TICON-3 dataset, only twenty-one gauges are available above 70◦N, with the distribution being
focused around North America and the northern European coasts.

In an attempt to resolve this lack of in-situ data, a concerted effort was made to produce an Arctic Ocean
database of tidal constituents based on a variety of different data sources. This effort resulted in the creation
of the Arctic Tidal Constituent Atlas (ArcTiCA), with the dataset itself published (AD-6) and the associate
manuscript available (AP-2). Within this dataset, over 1,900 tidal constituent measurements are provided, with
399 of these being found above 70◦N (Figure 3.2). A total of 29 different data sources are used to provide
data, which is time-series data from tide gauges, ocean bottom pressure sensors and GNSS-R, as well as tidal
constituents derived from available datasets and previously published scientific literature. As far as possible,
all available metadata is provided for every entry within this dataset to help users determine its usability for
respective applications. Additionally, two different flags were created and provided within this dataset, which
are aimed at aiding users with making judgements on the reliability of the estimations. The usability of this
data is demonstrated in Chapter 5.2.
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Figure 3.2 The distribution of the sources of data used to create the ArcTiCA dataset.

3.2 TIPTOE: tidal prediction in the ocean

Tidal constituents from tide models or from in-situ measurements have long been used to provide predictions of
tidal height. Over the years, the approaches to do so have evolved, and currently, several software programs exist
to make such tidal predictions (Pawlowicz et al., 2002; Codiga, 2011, e.g.). For this thesis, where requirements
for prediction software were not met by publicly available software, a new software program termed TIdal
Prediction in The OcEan (TIPTOE) was developed. This development allowed for the prediction of ocean tides
from in-situ-based measurements as well as tide models, which is common in most software programs, but also
allowed for the easy experimentation on minor tide inference techniques as well as the merging of two (or more)
different ocean tide models.
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Going from tidal constituents to a tidal height prediction is well documented and is described in Chapter 2.1
and in greater detail within Schureman (1958) and Pugh and Woodworth (2014). Most tide models contain
varying numbers of tidal constituents, but in most applications, linear admittance approaches (Munk and
Cartwright, 1966; Petit and Luzum, 2010) are used to infer constituents when they are not provided. Although
in an ideal world, direct estimations of all tidal constituents are preferable, this is not always possible due to a
variety of factors. For altimetry-based estimations, a major limitation on the estimation of constituents is the
signal-to-noise ratio of the altimetry data used when trying to estimate the smaller tidal signals. Additionally,
aliasing issues (Chapter 2.4) means insufficient data is available to safely estimate certain tidal constituents.
Hence, for altimetry-based estimations of certain tidal constituents, linear admittance can make a more accurate
estimation.

An example demonstrating the multiple capabilities of the TIPTOE software is presented in Figure 3.3 where
the tidal height is estimated in multiple scenarios at a point in the German Bight (54◦N, 8.5◦E) over 24 hours.
The examples are 1) using only the 𝑀2 tide from EOT20; 2) using the major eight tides from EOT20; 3)
adding linear admittance estimations of eighteen constituents onto the major eight tides from EOT20; and 4)
combining the eight major tides from EOT20 with twenty-six constituents from FES2014b. The combination
of tide models to form one tidal correction is unique, at least currently, in the TIPTOE software and allows for
the optimisation of the tidal height estimation based on using constituents from different tide models.

The software is used to make the tidal correction for along-track altimetry but can also be used to make
gridded estimations of the tidal heights. A Jason-3 cycle is presented for the Atlantic Ocean, where the ocean
tide height is estimated from the EOT20 model (Figure 3.4A). This cycle of Jason-3 orbits for about ten days,
which means that the tides themselves are extremely variable between passes, as expected. This tidal correction
is then used to estimate the SLA from the along-track data, which can then be used in a wide variety of
applications. Additionally, the tidal heights can be used on grids to derive tidal heights over wide regions, which
better describes the variability of the tides over time. An example of six-hourly time steps of a one-day period
for the Atlantic Ocean is given in Figure 3.4B-E, which shows how significantly the tides vary over six-hour
periods across the Atlantic Ocean and demonstrates a capability of TIPTOE to predict tides at any point across
the ocean from any ocean tide model. TIPTOE was used in both P-1 and P-2 to derive ocean tidal corrections
from the respective models, which were eventually used to evaluate the accuracy of the tide models.

Figure 3.3 Demonstration of the capabilities of the TIPTOE software to predict the tidal height over time in multiple
scenarios.
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Figure 3.4 The tidal height estimated from EOT20 constituents for cycle 10 of Jason-3 (A) and across the entire Atlantic
Ocean for 24 hours (B to E).

3.3 SLAVA: sea level anomaly variance analysis

Once the ocean tide correction has been created, this can be applied as a geophysical correction to derive the
SLA from the along-track satellite altimetry described in 2.1. This presents the opportunity to evaluate the
accuracy of ocean tide models by assessing the impact the different tidal corrections have on the variances of
the SLA. The idea behind this is that when the ocean tides are more accurately removed in the creation of the
SLA, there would be a reduction in SLA variances. Therefore, the best-performing correction should reduce the
variances of the SLA the most. When complemented with tide gauge assessments of tidal models, this technique
can be crucial for assessing model developments, particularly in the open ocean, where in-situ measurements
are limited. This approach has been used in several studies to evaluate corrections, including for ocean tide
models in the validation of the FES2014b model in Carrere et al. (2021).

With that in mind, the gridded SLA Variance Analysis (SLAVA) approach was developed and used in this
thesis. The approach used is as follows:

1. Estimate the SLA using the desired set of geophysical corrections.

2. Grid the SLA into four-by-four-degree grids for each cycle of the selected mission to allow for comparison
between missions on different orbits.

3. Once completed for the entire mission, the overall mission variance for each grid cell is estimated.

4. Switch out a single geophysical correction, e.g. the ocean tide correction, and repeat steps 1 - 3.



29 Section 3.3. SLAVA: sea level anomaly variance analysis

5. Contrast the two different estimated SLA variances.

The results of the above procedure will provide an overall mean-variance difference between the corrections
used but also express this on the global map to provide regional differences.

An example of the results of SLAVA is presented in Figure 3.5, where the same set of geophysical corrections
were used to determine the SLA for the Sentinel-3A altimetry mission, with the ocean tide correction being
changed to be either EOT20 (P-1) or GTSM (Wang et al., 2022a). In this example, where an empirical tide
model is compared to a numerical tide model, both products demonstrate known causes of variances of altimetry
data within western boundary currents. The variance of the SLA generated using GTSM was subtracted from
the SLA variances generated using EOT20 (Figure 3.5C) with negative values, shown in blue, indicating a
higher variance from GTSM and positive values, shown in red, indicating a higher variance from EOT20. This
example shows an overall reduction in variance when using EOT20 as the tidal correction, which is somewhat
expected based on EOT20 being designed for altimetry applications. Of equal significance are the regional
variations in the variance differences, which is helpful for the development of both models in identifying where
additional effort is required to understand the degradation of tidal estimations.

SLAVA was used in both P-1 and P-2 of this thesis as a tool to evaluate ocean tide model developments as
well as to evaluate the inclusion of minor tidal constituents from different approaches. Additionally, SLAVA
was used in a study to evaluate the use of two different altimetry retrackers for the Sentinel-3A mission in AP-4
Passaro et al. (2022).

Figure 3.5 The gridded SLAVA estimated for the Sentinel-3A mission using EOT20 (A) and GTSM (B) ocean tide
corrections. (C) presents the variance differences between using GTSM and EOT20, with negative differences (blue)
indicating a higher variance when using GTSM and positive differences (red) when EOT20 has a higher variance.



CHAPTER 4
TIDE MODEL DEVELOPMENTS

To raise new questions, new possibilities, to regard old problems from a new angle, requires
creative imagination and marks real advance in science.
- Albert Einstein
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4 Tide model developments

4.1 Introduction

The most recent evaluation of global ocean tide models concluded that difficulties remain both in the coastal
regions and higher latitudes (Stammer et al., 2014). Therefore, the development of current and future iterations
should focus on these regions in order to have the most valuable impact on our understanding of ocean tides.
As mentioned earlier in this thesis, based on these presented difficulties, one of the main aims of this thesis is
to present improved estimations of ocean tides in the coastal region within a global tide model. With the next
global tide model iteration in mind, regional experiments are crucial for determining the feasibility of model
developments in a global configuration. This is particularly important as the model itself is data intensive and
requires large datasets to make estimations and, therefore, requires large computational effort and time when
doing model simulations.

In order to determine the optimal regions for regional experiments, the standard deviation of global models
and the availability of in-situ measurements was assessed. Five global models, namely DTU16 (Cheng and
Andersen, 2017), EOT11a (Savcenko and Bosch, 2012), FES2014b (Lyard et al., 2021), GOT4.10 (Ray, 2013)
and TPX09 (Egbert and Erofeeva, 2002) were used to derive the standard deviation of tidal estimations. As
the models have variable spatial resolutions, all models were re-gridded onto a 0.5-degree spatial grid, which
was the coarsest resolution of the models tested. The results of the global standard deviation assessment for the
𝑀2 tide are presented in Figure 4.1. Besides expected deviations in the higher latitudes, deviations are seen in
complex tidal regimes such as the North Sea, Patagonian Shelf, Northern Australia and around New Zealand.

Coupled with the model standard deviations, publicly available global in-situ measurement datasets were also
analysed. This was obtained from TICON (Piccioni et al., 2019a), termed TICON-1 in this thesis, and from an
ocean bottom pressure dataset curated by Richard Ray (Ray, 2013), termed the RR dataset in this thesis. The
global distribution of these datasets is presented in Figure 4.2. The distribution of the measurements is strongly
weighted to the Northern Hemisphere, with numerous measurements available along the European and North
American coastlines. What is particularly evident is the lack of in-situ observations in the open ocean, however,
the RR dataset of curated bottom pressure measurements does an essential job of filling in the open ocean gaps.

Combining these two assessments resulted in thirteen different regional models being developed, visualised
in Figure 4.3. These models were aimed at being the focus areas for model developments before the global
model was run but also to aid in refining the validation procedures, with several key points being the subject
of investigation. Instead of describing each regional model, the model developments, which were confirmed
throughout these regions, are presented in the following section.

Beyond this thesis, the re-gridded models and their differences were used by (Hauk et al., 2023) (AP-5) to
derive variance-covariance matrices to reduce the temporal aliasing relating to tides in gravity field solutions
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Figure 4.1 Standard deviation of the 𝑀2 tidal amplitude from the five major global ocean tide models. Deviations below
0.5 cm are masked out with white to emphasise regions of high deviations.

from the Gravity Recovery and Climate Experiment (GRACE) and the GRACE Follow-On (GRACE-FO)
mission. The variance-covariance matrices are available in AD-2 (Sulzbach et al., 2023).

4.2 The EOT model

The EOT model has been produced for decades at DGFI-TUM. Although over the years this model has evolved
significantly, the general principle of deriving tidal constituents from along-track satellite altimetry has remained
the same.

EOT uses the TP/JA/S6 series of satellite altimeters as the backbone of the model, largely thanks to its
continuous, tide-favourable orbit (Provost et al., 1995) for over thirty years. As of 2023, this orbit has been
flown by five different altimeters, namely TOPEX/Poseidon, Jason-1, Jason-2, Jason-3 and the currently flying
Sentinel-6a. Within EOT, these satellites, as well as their respective extended missions, are combined with
the satellites from the ERS/EN/SA orbit. This includes data from ERS-1c, ERS-1g, ERS-2, Envisat and Saral,
which provide data across the same orbit from 1992 to the present day but with significant gaps within the data
between satellite operations periods. This orbit is a great complement to the orbit of TP/JA/S6 as it improves
the spatial coverage of retrieved SLA data, but they cannot be used on their own for tidal analysis due to its
sun-synchronous orbit causing aliasing related issues for several tidal constituents (Figure 2.10). Similarly,
Sentinel-3a and Sentinel-3b are also useful for tidal analysis as they provide a unique orbit and greater spatial
coverage but are also not able to provide full tidal estimations as a result of their sun-synchronous orbits.
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Figure 4.2 Distribution of in-situ measurements from the TICON-1 database (o) (Piccioni et al., 2019a) and the RR dataset
(⊳) (Ray, 2013).

Due to the availability of these respective altimetry datasets, either due to processing times or the satellites
not yet orbiting, not all of the above-mentioned satellites are used in each study of this thesis. In the respective
publications of this thesis, the exact satellites used are described. For the experiments described in the
subsequent chapters, the following eleven altimetry datasets are used throughout with those in italics including
their extended missions: TOPEX/Poseidon, Jason-1, Jason-2, Jason-3, ERS-1c, ERS-1g, ERS-2 and Envisat.

For each of these altimetry datasets, the 1-Hz SLA is derived and obtained from the Open Altimetry
Database (OpenADB; https://openadb.dgfi.tum.de/), with the SLA being derived following Equation
2.9. Throughout this thesis, ℎ𝑔𝑒𝑜, 𝐻 and 𝑚𝑠𝑠 are kept consistent with each iteration of the model. A summary
of where the ℎ𝑔𝑒𝑜, 𝑅 and 𝑚𝑠𝑠 are obtained from is presented in Table 4.1. Where possible, the ALES retracker
(Passaro et al., 2014) is used, which, alongside the geophysical corrections, has been chosen to optimise the
retrieval of SLA data in regions closer to the coast to allow for better tidal estimations.

A final step is done to determine the radial error of the respective missions. This is done by multi-mission
crossover analysis (MMXO), which allows for the harmonised combination of the different altimetry data and
the appropriate use of the multiple different datasets in applications of these data, particularly in tidal analysis
(Bosch et al., 2014). Figure 4.4 shows the impact the radial error correction has on the resultant SLA time series
when combining multiple different datasets, with this having significant impacts on the amplitude and phase
estimations of tidal constituents.

Once the SLA has been created from all the missions, the first step is to bin the data into grid nodes to create
a time series of SLA data from which tidal analysis can be done. The selection of the distribution of these
nodes as well as the radius of data to be used within each node (see Chapter 4.4), is important in optimising the
estimations in coastal regions. EOT uses a triangular grid structure based on the geodesic polyhedron (Fuchs,
2016), which is preferred over a regular grid in terms of computational efficiency but also allows for consistent
distance between nodes from mid to high latitudes (Piccioni et al., 2019b).

https://openadb.dgfi.tum.de/
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Figure 4.3 The distribution of the regional experiments done within this thesis.

Table 4.1 List of corrections and parameters used to compute SLA.

Parameter Model Reference
ALES sea state bias ALES Passaro et al. (2018b)
ERS sea state bias REAPER Brockley et al. (2017)
TOPEX sea state bias TOPEX Chambers et al. (2003)
Atmospheric loading before 2017 DAC-ERA Carrere et al. (2016)
Atmospheric loading from 2017 DAC Carrère et al. (2011)
Wet troposphere GPD+ Fernandes and Lázaro (2016)
Dry troposphere VMF3 Landskron and Böhm (2018)
Ionosphere NIC09 Scharroo and Smith (2010)
Ocean and load tide FES2014 Lyard et al. (2021)
Solid Earth and pole tide IERS 2010 Petit and Luzum (2010)
Mean sea surface (MSS) DTU18MSS Andersen et al. (2016)
Radial error MMXO17 Bosch et al. (2014)

As altimeters do not pass through the centre of each node, the SLA data is weighted using a Gaussian
weighting function described in Savcenko and Bosch (2012). Within each node, all observations collected
within the radius of each node, 𝜓, are weighted (𝑤𝑑𝑖𝑠𝑡 ) as follows:

𝑤𝑑𝑖𝑠𝑡 = 𝑒
−𝛽𝜓2

(4.1)

where,
𝛽 =

𝑙𝑛(2)
𝜏2 . (4.2)

Here, 𝜏 = 0.5𝜓 is the half-weight width and determines the steepness of the Gaussian function (Piccioni
et al., 2018). For each individual pass of the respective altimeters, this Gaussian function provides a weighting
to each SLA estimation, allowing for a time series to be created at each node.

Following the appropriate weighting of the SLA, the next step is to do a Variance Component Estimation
(VCE) of the respective altimetry missions. The VCE is a crucial step in combining the respective altimetry
missions and is designed to improve the accuracy of the model by appropriately weighting each mission based
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Figure 4.4 SLA within a grid point obtained from seventeen altimetry datasets before the radial error is applied (blue
colours) and after the radial error correction is applied (red).

on the variances determined within each node. VCE is used in a variety of geodetic applications (e.g. Teunissen
and Amiri-Simkooei, 2007; Dettmering et al., 2011; Erdogan et al., 2020), with several different methods used
to determine the VCE (Teunissen and Amiri-Simkooei, 2007).
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For altimetry-based tide modelling, Savcenko and Bosch (2012) implemented a VCE method into EOT11a
that appropriately weights the respective altimetry missions which follow the methods described in Teunissen
and Amiri-Simkooei (2007) and Eicker (2008). This methodology is continued within the EOT developments
of this thesis and is briefly described below.

The formulation is as follows:
𝑁𝑥𝑋 = 𝑁𝑦 , (4.3)

with Nx and Ny equal to the weighted sum:

𝑁𝑥 =

𝑘∑︁
𝑚=1

1
𝜎2
𝑚

𝑁𝑥,𝑚 (4.4)

𝑁𝑦 =

𝑘∑︁
𝑚=1

1
𝜎2
𝑚

𝑁𝑦,𝑚 (4.5)

The variances, 𝜎, is determined for each altimetry mission, 𝑚, through iterating:

𝜎2
𝑚 =

Ω𝑚

𝑟𝑚
, (4.6)

with Ω𝑚 = �̂�′𝑃𝑏𝑏 �̂�, where �̂� is the vector of the residuals and 𝑃𝑏𝑏 the dispersion matrix of the measurements.
𝑟𝑚 is the partial redundancy, which can be determined using the number of measurements of the respective
mission, 𝑛𝑚, from the following:

𝑟𝑚 = 𝑛𝑚 − 1
𝜎2
𝑖

𝑡𝑟 (𝑁𝑚𝑁
−1). (4.7)

These calculations are produced for each altimetry dataset at each node, with the datasets each being weighted
in percentages, totalling up to 100% regardless of the number of datasets used within the model. The VCEs
provide a great spatial pattern of the variances of the different missions, which can provide insights into several
factors, particularly on the benefits of the retracker used in the coastal regions, as well as gaps in the data.
An example is provided in Figure 4.5 where four different missions are presented in the North-East Atlantic,
and it can be seen that there are completely different spatial patterns in the respective weighting resulting from
individual mission variances. It can also be seen that although the TP/JA/S6 orbit missions are critical for tidal
estimation, the addition of different satellite orbits serves the model well in helping to provide increased spatial
coverage for more reliable estimations to be made.
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Figure 4.5 An example of the spatial variability of the weighting (in %) of four of the eleven altimetry datasets used,
obtained for each grid node of the model after the VCE estimation has been done.

The VCE also provides a total variance of the altimetry data used in the tidal estimation, which is great in
identifying certain regions for improvement within the model for future work. Although this metric itself may
not be a perfect way to evaluate model developments or the inclusion of additional altimetry missions, when
coupled with in-situ validations, the assessment of the total variance changes within the model can provide some
valuable insight into developments. This will be discussed later in this thesis.

Once completed, a time series of observations is obtained similar to the example in Figure 4.4 for each node
of the model. On these time series, harmonic analysis is conducted to produce estimates of a set list of tidal
constituents, which varies within this thesis based on the objectives of each manuscript. Additionally, EOT
makes estimations of the mission offsets and SLA trends for each grid node. The estimated mission offset is
added to each mission to reduce the standard deviations of the SLA data that is estimated and to allow for more
reliable estimations (Savcenko and Bosch, 2012).

These residual ocean and load tides are finally recombined with the reference tide model, FES2014 (Lyard
et al., 2021), to provide a full ocean and load tide estimation for the respective experiments. In P-3, a different
model is experimented with, where the SLA data is uncorrected for FES2014 ocean and load tides and a full
estimation is made directly from the observations. In this model version, there are no differences in the model
processing itself.

4.3 Elastic tide decoupling

Estimates of tides from satellite altimetry are termed the geocentric tides, which are a combination of solid
Earth, ocean, loading and pole tides. As stated by Savcenko and Bosch (2012), the solid Earth tides are well-
modelled, and the pole tides do not coincide with the tidal frequencies of the ocean and load tides. Therefore,
when conducting a residual tidal analysis from satellite altimetry, the estimations are a combination of the ocean
and load tides termed the elastic tide. In order to evaluate and utilise the ocean and load tide components
individually, they need to be decoupled from one another.

Several techniques exist to decompose the elastic tides into the ocean and load tide components, with the
method described in Cartwright and Ray (1991) being used within this thesis. This approach, as further
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described in the context of EOT in Savcenko and Bosch (2012), uses spherical harmonic decomposition to
decompose the elastic tides using the following formula:

𝑍𝑒 (𝜙, _) =
∑︁
𝑛,𝑚

𝑎𝑛,𝑚𝑌𝑛𝑚(𝜙, _), (4.8)

where the spherical harmonic admittances of the ocean tides can be described by:

𝑍𝑜 (𝜙, _) =
∑︁
𝑛,𝑚

𝑎𝑜𝑛,𝑚𝑌𝑛𝑚(𝜙, _), (4.9)

while the load tide admittance is described by:

𝑍𝑙 (𝜙, _) =
∑︁
𝑛,𝑚

𝛼𝑛𝑎
𝑜
𝑛,𝑚𝑌𝑛𝑚(𝜙, _). (4.10)

Where 𝛼𝑛 = 3
2𝑛+1

𝜌𝑤
𝜌𝑒
ℎ′𝑛, with the Love numbers, ℎ′𝑛, taken from Farrell (1972) and 𝜌𝑤 being the water density

and 𝜌𝑒 the solid Earth density (Savcenko and Bosch, 2012). After the estimations of the load tide admittance,
𝑍𝑙, the ocean tide admittance can be obtained by subtracting 𝑍𝑙 from 𝑍𝑒.

An example of the decomposition of the elastic tide into the ocean and load tides is presented in Figure 4.6
from EOT11a. The mean difference between the ocean and load tide components is estimated to be 6.1% in
terms of the 𝑀2 amplitude, meaning separating the two is necessary, at least from the full tidal estimations, as
amplitudes can reach well above 1 cm. In terms of residual tidal analysis, which is the main technique used
in the EOT model, the importance of this separation significantly declines. This is due to residual amplitudes
being considerably less than full amplitudes and being only in the range of low centimetres, meaning the load
tide contributions would be nearly negligible in some regions. However, considering regions with larger tidal
signals, these contributions are still necessary and, therefore, should be handled appropriately to accurately
determine ocean tides.

Regional experiments were conducted to validate the ocean tide estimations produced following the above-
mentioned decomposition. An example is given for the North West European continental shelf (Table 4.2), where
empirical estimations were derived, and the elastic and ocean tides were compared to in-situ measurements to
highlight the value of this decomposition. RMS differences show improvements for individual constituents that
exceed millimetres, whereas, for the 𝑀2, which has the largest tidal signal in this region, the improvement is 0.5
cm. The results of the regional experiments demonstrate the importance of conducting the decomposition to
derive the ocean tides from the elastic tides. Therefore, for the remainder of this thesis, as well as in all scientific
publications produced in this thesis using the EOT model, this approach was utilised to extract the ocean tides.

Although not a focus of this thesis, load tides, which are simply the response of the solid Earth to the mass
redistribution caused by ocean tides (Farrell, 1972; You and Yuan, 2021), are useful themselves. They influence
a variety of geodetic observation techniques, including Very-Long-Baseline Interferometry (VLBI) and GNSS
(Männel et al., 2019), and, therefore, need to be critically modelled to reduce error in these measurements. In
these applications, load tides are taken from global ocean tide models with differences between models ranging
between 1-2 mm (Andersson, 2020). Based on regional experiments, providing the regional load tides is not
useful as regional studies using the aforementioned measurements still rely on a global model. Therefore, load
tides are only made public and provided by the global model in publication P-1.
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Figure 4.6 The amplitude of the (A) elastic tide, (B) ocean tide and (C) load tide of the 𝑀2 tidal constituent from EOT11a.

Table 4.2 The RMS with respect to TICON-3 of the eight major tidal constituents of the modelled elastic and ocean tides
in the North West European continental shelf. To contextualise these errors, the mean tidal signal is also derived.

Constituent Elastic Tide (RMS in cm) Ocean Tide (RMS in cm) Tidal Signal (in cm)
𝑀2 5.147 4.632 85.672
𝑆2 6.985 6.721 27.099
𝑁2 6.443 6.264 15.625
𝐾2 4.437 4.297 7.850
𝐾1 2.080 2.043 4.922
𝑂1 2.173 2.133 5.215
𝑃1 1.072 1.076 1.853
𝑄1 0.943 0.963 1.610

4.4 Capsize optimisation

Capsizes are crucial when considering altimetry-based estimations of ocean tides. A capsize is the area around
each grid node from which altimetry data is used to make a tidal estimation for the respective node. The
definition of this is crucial in terms of allowing reliable estimations of ocean tides and capturing the spatial
variability of the ocean tides as best as possible.
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The first consideration when defining the capsize is the orbits of the respective altimetry missions. In general,
and also within this thesis, empirical tide models rely heavily on TP/JA/S6 series of altimeters because of the
suitability of this orbit for tidal estimations, particularly of solar tides. Therefore, it is logical to base the capsize
radius on the spatial distance between different passes of this orbit. At the equator, passes of TP/JA/S6 have
a maximum separation of 330 km, while at 66◦N/S, the latitudinal maximum of this mission, the maximum
separation decreases to 200 km. Other satellite missions used in this thesis have different orbits and, therefore,
have different cross-track separations than those of the TP/JA/S6 orbit. As the orbits of these missions are not
optimised to tidal estimations based on their sun-synchronous orbits, no considerations of the orbit separations
will be made on the determination of the capsize radius as the TP/JA/S6 orbit will be prioritised.

As one of the main objectives (P-1) is to obtain improved coastal estimations of tidal constituents, varying
the capsize radius based on the maximum separation of the orbit to attempt to capture the spatial variability of
the tides is an important consideration. A simple approach to determine the capsize radius, 𝑐𝑎𝑝, based on the
maximum separation of the TP/JA/S6 orbit at the respective latitudes, 𝜙 in degrees, can be given as follows:

𝑐𝑎𝑝 = 330 − 3 ∗ (𝜙). (4.11)

Another approach towards optimising tides in the coastal region is to vary the capsize based on the ocean
bathymetry of the grid nodes. This results in the selection of data as near the coastline as possible, allowing for
the better capturing of spatial variability. The most obvious drawback to this approach is that in some regions,
there could be insufficient SLA data to make reliable estimations, resulting in either erroneous estimations or
gaps within the model. Additionally, bathymetry products contain varying accuracy levels and can suffer in
regions of sparse data, which could impact the capsize determination. The use of a bathymetry-based capsize
approach is tested in this thesis based on the GEBCO2019 product (https://www.gebco.net/data_and_
products/gridded_bathymetry_data/gebco_2019/gebco_2019_info.html). When the depth is
above 400 meters, a capsize of 330 km is used, but when the depth (in meters) of the grid node is below 400
meters, the cap (degrees) is calculated as:

𝑐𝑎𝑝 = 0.575 ∗ 𝑑𝑒𝑝𝑡ℎ + 100. (4.12)

Experiments were done to compare these approaches with a fixed capsize approach, which is determined
based on the maximum separation of the TP/JA/S6 orbit. Figure 4.7 shows the total number of observations
retrieved from eleven altimetry datasets in each node based on the different capsizes. The two different capsize
approaches significantly reduce the amount of data used by the model with respect to the fixed approach. A
reduction in observations can be seen for all capsizes along the coast, relating to the coastal flagging procedure
described in the next section. Considering the reduced number of observations obtained when using the
bathymetry-dependent approach in the shelf region of the North Sea, spatial characteristics of the estimated
tides may be inaccurate.

When analysing the major tidal constituents from the model compared to in-situ tide gauge measurements,
an overall increased error in the bathymetry-dependent approach was found compared to both other approaches.
Overall, the latitude-dependent approach proved to be the best approach, not only in the North Sea but also in
other regions, for maintaining the reliability of tidal estimations and improving the estimation of the tides in
the coastal region. Therefore, for the remaining experiments and in the publications of this thesis (P-1, P-2 and
P-3), this capsize approach is used throughout.

https://www.gebco.net/data_and_products/gridded_bathymetry_data/gebco_2019/gebco_2019_info.html
https://www.gebco.net/data_and_products/gridded_bathymetry_data/gebco_2019/gebco_2019_info.html
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Figure 4.7 The number of altimetry observations obtained for each grid node based on the respective capsize approaches:
(A) Latitude Dependent, (B) Bathymetry Dependent and (C) Fixed.

4.5 Land-sea mask

The defined land-sea mask is vital in the application of the model either for altimetry or model forcing purposes,
as well as in the validation of the model. This is due to artefacts and errors being introduced into the model
caused by interpolation when the land-sea mask is not appropriately defined. Several different options for
land-sea masks were assessed and compared. Options which were explored include the land-sea mask provided
by the Generic Mapping Tools (GMT), which is based on the GSHHG (A Global, self-consistent, hierarchical,
high-resolution shoreline database, Wessel et al., 2019) as well as self-created masks based on GEBCO2019
and ETOPO (NOAA, 2022) topography data. Experiments showed that due to the spatial resolution of the
tide model, 0.125◦, differences between the land-sea masks derived by these products show no significance to
the model results and, therefore, land-sea masks are produced using GMT moving forward, which is also used
within OpenADB, which provides the altimetry data, to define the coastlines.

Examples are presented here of regional models of EOT with and without an appropriate land-sea mask for
New Zealand and the Yellow Sea (Figure 4.8). There are clear artefacts when the mask is not included, for
example, with the southern part of New Zealand demonstrating unrealistic variations in phase-lag, but when
adding the mask, these artefacts are removed. These artefacts can be seen along the coastline, and if used to derive
the tides at these coastal positions, particularly in complex regions such as estuaries and small coastal inlets,
these results would be incorrect. In complex tidal regimes where the tidal amplitudes can change drastically,
the land-sea mask is vital. Depending on the methodology used to validate models with in-situ measurements
or to derive the tidal correction, these artefacts can creep in and produce unrealistic measurements.

For the New Zealand example presented in Figure 4.8A and B, the RMS compared to TICON for all eight
major tides was improved when applying this mask, while the RSS of the model improved by 0.2 cm. In the
even more complex coastal region of the Yellow Sea (Figure 4.8C and D), a complete improvement in RMS is
found for all major constituents, with RSS of the model improving by 0.5 cm. These positive results, also seen
in other regions, demonstrate the importance of appropriately defining the land-sea boundary of the model and,
therefore, this boundary will be taken from GMT throughout this thesis.
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Figure 4.8 The EOT model (A and C) without an accurate land-sea mask and (B and D) with a land-sea mask derived from
GMT Wessel and Smith (1996) in New Zealand and in the Yellow Sea, respectively. The map represents the amplitude of
the 𝑀2 tide, while the light blue lines represent each 60◦ phase contour.

4.6 Model coastal flagging

As you get closer to the coast, satellite altimetry becomes less reliable, primarily due to the land contamination
of the radar returns. A concerted effort has been made in recent years to get more reliable radar returns closer
to the coast by the use of different retracking algorithms. One such algorithm is the Adaptive Leading Edge
Subwaveform retracker (ALES Passaro et al., 2014), which has been shown to provide reliable retrievals of
sea-level data in near-coastal regions and has been successfully utilised in ocean tide applications (Piccioni
et al., 2018, 2019b). The ALES retracker has been shown to reliably provide sea-level estimations, on average,
up to 3 km from the coast (Birol et al., 2021). Not all of the altimetry missions are currently retracked using the
ALES retracker and rely on the standard retrackers provided by the Sensor Geophysical Data Record (SGDR)
of the mission, which only provides reliable estimations up to 10 km from the coast.
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Therefore, to achieve the goal of optimising the EOT model for the coastal region, a coastal flag needed to be
implemented to allow for the combination of altimetry using different retrackers. This was important not only
for coastal accuracy but also in maintaining the long-time series of altimetry, which is crucial for optimising the
estimation of tidal constituents. The implementation of this flag had significant impacts on the model results,
as the increased retrieval of sea-level data showed significant improvements in the model accuracy. Table 4.3
demonstrates the results of a regional experiment on the implementation of the coastal flag around the complex
tidal region of New Zealand. Compared to eleven tide gauges, when the flag is used (EOT-WF), every single
constituent tested improved with respect to not using the coastal flag (EOT-NF), with the overall RSS reducing
by 4.73 cm. An improvement was found when including the flag in several different regions.

A conclusion was made that the coastal flag was crucial in allowing for the usage of the ALES retracker and
resulted in significant improvements of the model in the near-coastal regions. Therefore, the coastal flag was
used for all of the remaining experiments within this thesis and in the publications P-1, P-2 and P-3.

4.7 P-1: EOT20: a global ocean tide model from multi-mission satellite
altimetry

Summary

The experiments presented previously provided strong motivation for the extension of these analyses throughout
the global ocean to provide improved estimation of tides in the coastal region O-1. This manuscript, P-1, focuses
on the development and production of a new global empirical ocean tide model, EOT20. Eleven altimetry
datasets taken from OpenADB (Schwatke et al., 2014) were used, with the same geophysical corrections applied
to derive the SLA. The selection of these corrections was aimed at optimising the performance of the model in
the coastal regions.

The model is run to derive the residual ocean tides with the FES2014b tide model (Lyard et al., 2021) being
used as the reference model. The amplitude, phase, real and imaginary components, as well as the respective
standard deviation of these estimations as outputted by the harmonic analysis, are provided for every one of the
seventeen constituents produced in EOT20. The results for the amplitude and the real and imaginary components
of the 𝑀2 and 𝑆2 constituents are shown in Figure 4.9. As expected, residual amplitudes are around 0.5 cm and
are in line with previously known residual amplitude estimates of other models (Savcenko and Bosch, 2012).
Higher residuals are seen in regions of high non-tidal variability, such as western boundary currents. These
regions are historically challenging for tidal estimates due to signal-to-noise related issues (Desai et al., 1997;
Ray and Byrne, 2010).

Once the residual tides are obtained, the ocean and load tides are separated and combined with FES2014b to
create the final EOT20 model. The model itself was restricted to be between 66◦N and 66◦S due to the reliance
of the model on the TP/JA/S6 series of satellites which is restricted to these latitudes.

Table 4.3 The RMS (in cm) and RSS (in cm) compared to 11 tide gauges of EOT-NF and EOT-WF model versions.

Model 𝑀2 𝑁2 𝑆2 𝐾2 𝐾1 𝑂1 𝑃1 𝑄1 RSS
EOT-NF 12.92 2.68 2.60 0.57 0.73 0.32 0.47 0.23 13.49
EOT-WF 8.27 1.79 2.03 0.41 0.67 0.32 0.45 0.23 8.76
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Figure 4.9 The real and imaginary components as well as the amplitude of the residual 𝑀2 and 𝑆2 constituents from the
EOT20 model.

The other missions included in EOT extend to higher latitudes but are sun-synchronous and, therefore, cannot
be used to estimate the important solar constituents, particularly 𝑆1 and 𝑆2. Above these latitudes, the FES2014
model is provided. Once created, the model is validated against in-situ tide gauges and ocean bottom pressure
sensors and contrasted to frequently used global ocean tide models. The results of the tide gauge analysis
demonstrated that EOT20 showed the lowest RMS in the coastal regions with respect to the in-situ measurements
compared to all the models tested. In the shelf and open ocean, EOT20 improved on the previous iteration
of the model, EOT11a, and remained in line with other models in terms of model errors. The next step was
to evaluate the impact of the model on sea level variances of three satellite altimetry missions. To do so,
the tidal constituents from EOT20, EOT11a and FES2014b were used to derive tidal corrections for all three
missions’ entire life span. This analysis showed that the tidal correction obtained when using EOT20 resulted
in a reduction in variances compared to using the other two models, particularly in the coastal region.

The conclusion of this publication was that the newly developed EOT20 model achieved its aim of improving
the understanding of ocean tides in the coastal region but also remained in line with other global models in the
open ocean and shelf seas. The results demonstrate that the use of EOT20 as a tidal correction is beneficial for
many studies of sea level from satellite altimetry, particularly in coastal regions.

The subsequent publication and dissemination of the EOT20 model data (AD-5) within the greater scientific
community has resulted in the use of the model in a variety of studies. At the time of submission, EOT20 has been
used in more than fifty published articles, which demonstrate the usability of the model in additional applications
and scenarios than those presented within this thesis. These include studies marine gravity field recovery (Li
et al., 2022), regional evaluation of tidal dynamics (Pan et al., 2022; Wang et al., 2022b), model development
(Wang et al., 2022a), reviews of ocean circulation (Morrow et al., 2023), model accuracy assessments (Sun
et al., 2022), ocean tide loading (You and Yuan, 2021), coastal sea level variability (Zemunik et al., 2022; Sharp,
2022), coastal vulnerability (Hamid et al., 2021), satellite laser ranging (Bloßfeld et al., 2021) and terrestrial
reference frames computations (Glomsda et al., 2023).
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4.8 P-2: Regional Evaluation of Minor Tidal Constituents for Improved
Estimation of Ocean Tides

Summary

Producing an ocean tidal correction for satellite altimetry requires accurate knowledge of hundreds of individual
tidal constituents. From an empirical modelling perspective, deriving each of these hundreds of constituents is
not possible due to several factors, including computational effort and difficulty in observing the small signals
of all of these tidal constituents. The latter is particularly an issue for satellite altimetry, as signal-to-noise ratios
often mean it is impossible to resolve several tidal frequencies. However, including these minor constituents is
crucial for improving the accuracy of predictions as well as reducing the variances of the current estimations
(Egbert and Ray, 2017). A common approach to solve this problem is to use linear admittances (Munk and
Cartwright, 1966; Petit and Luzum, 2010). This approach allows for the inferences of minor tidal constituents
from known major tidal constituents, which has successfully aided in improving tidal estimations (Egbert and
Ray, 2017).

Although these used approaches have positive impacts on tidal corrections and predictions, they are sometimes
imperfect in their techniques, and alternative approaches may be more suitable for deriving tidal constituents.
Generally, tidal prediction software used to derive tidal heights infers a set number of constituents following
conventions such as Petit and Luzum (2010). However, the increased availability of satellite altimetry data has
meant that several of the constituents recommended to be inferred can now be directly estimated. Additionally,
numerical modelling efforts have significantly advanced in model accuracy, and they are able to derive a much
broader spectrum of tidal constituents (Sulzbach et al., 2022).

Investigating the suitability of current approaches and introducing alternative approaches for deriving these
minor constituents, will benefit the estimation of tidal heights used in both satellite altimetry and gravimetry
(O-2). Therefore, P-2 investigates techniques of deriving several minor constituents based on linear admittance
approaches or direct modelling estimations from both data-constrained models and purely numerical models
and evaluates the impact they have on the tidal correction for along-track satellite altimetry. Three regional
experiments were selected to test the different approaches to estimating eight minor tides and were compared
with in-situ measurements and as corrections for satellite altimetry.

It was concluded that of the eight constituents, four of them should be directly estimated from the EOT
model used, and four should be inferred from the major tides. Additionally, a proposition of building hybrid
corrections from multiple ocean tide models was investigated, and it concluded that although the constituents
tested did not show significant changes overall compared to using one model alone to derive the correction,
in some regions, there is a benefit and further research should be done to investigate this influence with more
constituents, particularly of the third-degree constituents (Sulzbach et al., 2022).
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4.9 Additional altimetry data for high-resolution regional tide modelling

More altimetry missions continue to be launched, which either continue on preexisting orbits or explore
different orbits. Both have obvious benefits for sea-level studies. The continued sampling of the same orbit
has implications for long-term sea level change studies. At the same time, in the context of tides, these more
extended time series allow for the improved estimation of tides and their changes and more constituents to be
estimated. The new orbits provide greater coverage of the sea surface, meaning that the spatial variation of
ocean tides can be better captured, and estimations can be made at higher resolutions.

As the final objective of this thesis (O-3) involved attempting to improve the ocean tidal boundary forcing of
an operational model of the Northwest European Continental Shelf, accurately capturing these spatial variations
is crucial for improving model accuracy. To do so, a regional EOT model was developed in the region,
termed EOT-NECS, which exploited for the first time several additional altimetry missions. These missions
include Sentinel-6a and SARAL, which extend the preexisting orbits of TP/JA/S6 and ERS/EN/SA, respectively.
Additionally, the drifting phase of SARAL, SARAL-DP, as well as Sentinel-3a and Sentinel-3b were included
in this model. The impact these additions had on the spatial coverage of the model is shown in Figure 4.10.

https://doi.org/10.3390/rs13163310
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Figure 4.10 The along-track coverage of the altimetry missions used within EOT20 compared to EOT-NECS in the
Northwest European Continental Shelf.

This increased spatial coverage resulted in an increased spatial resolution of EOT-NECS (0.0625◦) with respect
to EOT20 (0.125◦). Furthermore, because of the increased total time-series length of the altimetry dataset used in
the model creation, several more tidal constituents are estimated than what was previously provided within EOT.
This included certain constituents which were not contained within FES2014 and, therefore, were estimated
from purely empirical estimations. These constituents were identified as applicable to be estimated from the
altimetry data used and were deemed necessary to help improve the boundary forcing of DCSM-FM.

The resultant EOT-NECS model is validated against the TICON-3 tide gauge dataset, presented in Chapter
3.1.2, and applied as the boundary forcing of the Dutch Continental Shelf Model in Flexible Mesh (DCSM-FM)
model in Chapter 5.3 and within P-3.
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Nowhere is more powerful and unforgiving, yet more beautiful and endlessly fascinating than the
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5 Application of tidal developments

The ocean tide developments based on models and in-situ datasets produced within this thesis are applicable
to a wide variety of oceanographic and geodetic applications. This is a consequence of the vast importance of
ocean tides on sea level processes, general ocean circulation, and mass distribution. For example, the global
EOT20 model is utilised in several applications as mentioned in Chapter 4.7, particularly as a tidal correction
for satellite altimetry of data provided by OpenADB (https://openadb.dgfi.tum.de/).

To contextualise the importance of the developments produced within this thesis, three applications are
presented. The first two applications exploit the unique in-situ tidal constituent databases to validate modelled
third-degree tides and tides in the Arctic Ocean. The final application assesses the use of ocean tide estimates
from a regional EOT model to force an operational forecasting model at the open boundaries and to assess
the impact on water level predictions across the Northwest European Continental Shelf. All three of these
applications were published in scientific journals.

5.1 Third degree tides

The full tidal signal is described mainly by a small number of tidal constituents, with Egbert and Ray (2017)
describing that 99% of the total tidal variance can be captured by fourteen harmonic constituents and 99.99%
by eighty constituents. Tide models traditionally estimate a relatively small number of constituents, with the
most constituents provided by a data-constrained model being thirty-four (Lyard et al., 2021). However, some
of these constituents, which are not traditionally estimated, can have amplitudes that exceed one centimetre
and, therefore, in the context of providing the most accurate tidal height estimations, they must be addressed.
Modelling efforts usually focus on second-degree tides, which include diurnal, semi-diurnal and long-period
tides. However, the tidal bulge is not perfectly symmetrical due to the side opposite the Moon being slightly
weaker than that of the side closest, giving rise to higher spherical harmonics in the tidal potential, notably
third-degree tides (Ray, 2020b).

Estimating these third-degree constituents is not easy from altimetry-derived models, as their signals are
often exceeded by the noise of the altimetry data used. Woodworth (2019) produced a global assessment of the
3𝑀1 tide that found amplitudes reach nearly 1 cm in several regions, particularly in the Northwest European
Seas, based on in-situ gauges and a numerical model. A recent publication by Ray (2020b) provided the
first assessment of several third-degree tides based on nearly three decades of satellite altimetry. The results
described amplitudes approaching 1 cm, but the altimetry-based maps still contained large amounts of noise
(Ray, 2020b). Numerical tide models, although usually less accurate than data-constrained models for the large
tidal constituents, are not limited by these data-related problems. Therefore, they are crucial tools for studying
the dynamical features of these third-degree tidal constituents.

https://openadb.dgfi.tum.de/
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With that in mind, a data-unconstrained numerical model, TiME22 (Sulzbach et al., 2021), was used to
produce global estimations of four third-degree tides to complement the work of Ray (2020b). To validate
and tune the atlases provided by the model, superconducting gravimetry and tide gauge data were used. The
latter was the TICON-td dataset (AD-4), described in Chapter 3.1.1, which specially processed tide gauge
data to produce the four required third-degree tidal constituents at 134 stations across the global ocean. The
third-degree tides evaluated were the 3𝑀1, 3𝑁2, 3𝐿2 and 3𝑀3 constituents.

TiME22 after model tuning and TICON-td are compared in Figure 5.1, with agreement being found between
the two, with TiME22 having an RMS deviation of 1 mm for each tidal constituent. For the 3𝑀1 tide specifically,
the TICON-td dataset could be contrasted with an ocean bottom pressure dataset containing this constituent
from Ray (2013). Analysis of the TiME22 model compared to these two datasets showed similar results with
respect to the RMS of TiME22, with differences being less than one millimetre. This provides confidence in
the processing steps done to produce TICON-td and, subsequently, the use of these data in the evaluation and
tuning experiments of the TiME22 model. The results of this application of TICON-td were published in AP-1
(Sulzbach et al., 2022).

Figure 5.1 The global distribution of TICON-td compared to the global TiME model for the 3𝑀1, 3𝑁2, 3𝐿2 and 3𝑀3

constituents.
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5.2 Polar ocean tides

In the polar ocean, estimating ocean tides is extremely challenging, largely due to the not well-understood
relationship with sea ice. Models in this region show some of the highest RMS values with respect to in-situ
measurements (Stammer et al., 2014) and models show a large deviation from one another (Figure 4.1 and
Hauk et al., 2023). Numerical models suffer due to poorly resolved bathymetry products that are available in
the polar oceans, as a result of the geo-political sensitivity of data in these regions. Altimetry-derived models
are negatively influenced by the limited availability of SLA data resulting from sea ice as well as the lack of
non-sun-synchronous altimeters orbiting the higher latitudes.

The ERS/EN/SA orbit missions do reach a latitude of 82◦N/S, but their orbit is sun-synchronous, meaning
the determination of all tidal constituents, particularly the major 𝑆1 and 𝑆2 tides, is not possible. In recent years,
the Cryosat-2 mission has provided unprecedented coverage over higher latitudes, which has proven crucial for
sea-level research. A study by Zaron (2018) evaluated the usability of Cryosat-2 in the higher latitudes for
ocean tides estimations, with the results suggesting that data-constrained models would strongly benefit from
the incorporation of the Cryosat-2 data. Based on these results, it is clear that significant progress will be made
in tide modelling based on Cryosat-2 in both the Arctic and Antarctic seas in the future years.

With that in mind, the ArcTiCA in-situ dataset was created and presented in Chapter 3.1.3 with an eye on
future model developments which require data for both validation and assimilation. The ArcTiCA dataset
provides a well-distributed dataset of tidal constituents in the Arctic, with 399 sites located above 70◦N, which
allows for evaluating the regional accuracy of model developments. ArcTiCA serves as a complement to the
already existing Antarctica Tide Gauge database (AntTG) produced by Howard et al. (2020).

For the altimetry-derived DTU22 tide model, the Cryosat-2 data were incorporated, and an assessment of
the modelled accuracy of tidal estimations was done in the polar regions. This model is similar to EOT as
it is a residual tide model, using FES2014b (Lyard et al., 2021) as the reference model, but instead of using
the harmonic methods, it uses the response method. The response method, described in Munk and Cartwright
(1966), has been shown to perform as accurately as the harmonic method (Cheng and Andersen, 2011) and in
the analysis of highly aliased tides in short time-series datasets, should even be preferred (Ray, 1998).

Using ArcTiCA and AntTG, the DTU22 model was evaluated in the polar oceans. The results of the validation
in the Arctic suggest that the DTU22 model outperforms FES2014b for the eight major tidal constituents, with
an RMS reduction for the 𝑀2 and 𝑆2 tides being 1.8 cm and 4.0 cm, respectively. For the amplitude of the 𝑀2

tide, shown in Figure 5.2, the DTU22 model estimates differences with respect to FES2014b exceeding 2 cm
in the areas of large tidal amplitudes Baffin Bay, Barents Sea and the Northwest Passages which is more in line
with the in-situ measurements of these regions. These results highlight the importance of the Cryosat-2 data,
which are not assimilated in FES2014b, in improving model accuracy in the polar oceans. Furthermore, the
ArcTiCA dataset allows for a proper model comparison in the Arctic, which was previously not possible based
on the available in-situ constituent databases.

This study was replicated in Antarctica, where similar positive results were seen in the DTU22 model with
respect to AntTG. A further discussion on the modelling of ocean tides in the polar regions, particularly using
Cryosat-2 as well as the validation by using the ArcTiCA and AntTG databases, is presented in AP-3 (Andersen
et al., 2023). The ArcTiCA dataset is described and compared to other global tide models in the Arctic region
in AP-2.
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Figure 5.2 (A) Amplitude and (B) phase lag of the 𝑀2 tidal constituent from the ArcTiCA dataset overlaid onto tidal
estimations provided by the DTU22 tide model. (C) and (D) are the same but for the Antarctic region with the AntTG
database.
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5.3 P-3: Altimetry-derived tide model for improved tide and water level
forecasting along the European Continental Shelf

Summary

In a changing climate, short-term forecasting of water levels has become increasingly important. In low-lying
regions, such as the Netherlands, which are susceptible to storm surges and flooding events, these predictions
are critical for deploying flood mitigation measures. Accurately determining when to deploy these measures is
not only critical for the safety of the population along the coast but also to reduce costs of any damages caused
or costs related to deploying these safety measures.

The final objective of this thesis (O-3) involved attempting to improve the ocean tidal boundary forcing of an
operational model of the Northwest European Continental Shelf, which is relied upon by the Rĳkswaterstaat,
part of the Dutch Ministry of Infrastructure and Water Management, for the protection of the Dutch coastline.

The Dutch Continental Shelf Model in Flexible Mesh (DCSM-FM) is developed by Deltares and operated
by Rĳkswaterstaat to provide such predictions of the total water levels (see an example of a snapshot from the
model in Figure 5.3) (Zĳl and Groenenboom, 2019). The model has been developed in the Delft3D Flexible
Mesh Suite (Kernkamp et al., 2011), which allows for an unstructured grid approach.

This model is forced at the boundary by a variety of oceanographic and atmospheric forcings, including
ocean tides. Ocean tides are one of the main drivers of variability in total water levels, particularly along the
Dutch coastline, which has a relatively large tidal range. This means that accurately forcing the model along the
boundaries of the DCSM-FM model can have significant implications on the water level predictions. Publication
P-3 of this thesis presents the development of a new high-resolution version of the EOT model with several
additional tidal constituents, EOT-NECS, to be used in a series of experiments to force DCSM-FM. The model
itself is available in AD-1

The spatial extent of EOT-NECS was designed to match the boundary regions of the DCSM-FM model to
allow for further experimentation as a boundary forcing. This was done by extracting the amplitudes and phases
of individual tidal constituents along the boundary and using them to force the model over a one-year period,
2017. The selection of which constituents to use in the experiments was determined by preliminary experiments
on DCSM-FM based on identifying constituents with relatively high RMS values with respect to tide gauges
as well as incorporating constituents at the boundaries that had previously never been used to force the model.
Previously, the model was forced at the boundaries by a total of 39 constituents taken from either FES2014b or
GTSM (Wang et al., 2022a).

The first initial experiments of the EOT-NECS model focused on the estimation of 42 tidal constituents
and comparison with the FES2014b and GTSM models. An additional three constituents were estimated that
previously were not used to force DCSM-FM at the boundaries, which were the 𝑀𝐴2, 𝜌1 and 𝑀𝐵2 constituents.
At the time of writing, these constituents are not available from any public global empirical tide models. A tide
gauge analysis was then done using TICON-3 on the tidal constituents to determine which should be used to force
DCSM-FM. For the major eight tidal constituents, EOT-NECS showed a significant advancement with respect
to both EOT20 and FES2014b, having an average RSS reduction of 0.42 cm. However, initial experiments
forcing the DCSM-FM model concluded that the use of GTSM for the Dutch coastline was preferable over using
EOT-NECS or FES2014b. This is due to these tidal constituents taken from GTSM being calibrated to the tide
gauges along the Dutch coast, which was the main focus of the operational use of the model by Rĳkswaterstaat.
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Figure 5.3 A snapshot of water level predictions from the DCSM-FM, demonstrating the rise and fall of water levels in
the order of meters caused by the tidal variability of the region.

After analysing the constituents for errors with respect to tide gauges and based on their performance relative
to GTSM and FES2014b, a total of fourteen constituents were chosen for experiments within DCSM-FM.
Finally, based on the selected tidal constituents, the total water levels were improved across the Northeast
European continental shelf and particularly along the Dutch coastline. The outcome of this manuscript is that
the EOT-NECS model is now used to provide several tidal constituents for the operational forecasting model
run by the Rĳkswaterstaat to help in the mitigation of hazardous events along the Dutch coastline.
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6 Conclusion and Outlook

This thesis discusses the development of a satellite altimetry-derived ocean tide model for applications in various
geophysical applications. Special attention was placed on improving the estimation of ocean tides in the coastal
regions in a new global tide model, EOT20, by exploiting the latest advances in coastal altimetry and refining
the model for the optimised use of these data. To achieve the aim of this thesis, three objectives were identified
and are discussed below.

6.1 Conclusions on objectives

O-3:

O-1: Reduce the error with respect to tide gauges of an updated global ocean tide model while
remaining in line with global models in the open ocean and shelf regions.

The production of EOT20 within P-1 showed positive improvements in the accuracy of ocean tide estimates
in the coastal region relative to the previous EOT11a model but also with respect to other major global tide
models. In the tide gauge analysis compared to two different tidal constituent databases, EOT20 demonstrated
the lowest RSS values in the coastal regions of all the models tested. A particular advancement was seen in the
𝑀2 constituent in the coastal region, with the mean RMS values being 0.3 cm lower than any other model. When
applying EOT20 as a tidal correction for satellite altimetry and evaluating the resultant sea level variances using
the SLAVA tool for each of the three satellites tested, EOT20 outperformed EOT11a in reducing the variances.
With respect to the commonly used FES2014b model, EOT20 also showed lower variances, particularly in the
coastal regions, with the two models converging towards the open ocean.

EOT20, therefore, achieved the objective of producing improved tidal estimations in the coastal region with
respect to EOT11a and other major ocean tide models. The developments made to the model, as well as the
utilised coastal altimetry, helped produce a coastally improved tide model. The full description of the results to
achieve O-1 is presented in P-1.

O-2: Increasing the accuracy of the tidal correction for satellite altimetry by optimising the
methods of accounting for minor tidal constituents.

Although minor tides tend to have less of a contribution to the overall tidal heights, they remain crucial in
reducing the error of tidal predictions (Egbert and Ray, 2017). P-2 focused on assessing different methods of
deriving some of the largest minor tides in several regional experiments. The methods used were the frequently
used linear admittances approach, direct estimations from empirical models and direct estimations from purely
numerical models. These methods were evaluated against in-situ tide gauges from TICON as well as by applying
each method to altimetry corrections.
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Three regional experiments were chosen: the Australian coastline, New Zealand coastline as well as the
combined Japan Sea and East China Sea. The direct estimations were taken from different regional EOT
models, which extended the EOT20 model configuration to include the additional required tidal constituents.
Additionally, estimates from FES2014b and TiME22 were used as alternative ways of estimating these tides.

It was concluded that instead of being inferred, four tidal constituents should be directly estimated: 𝐽1, 𝐿2,
`1 and a1, and four tidal constituents should be inferred: 2𝑁2, 𝜖2, 𝑀𝑆𝐹 and 𝑇2. Finally, a first look into merging
individual constituents across different models to form a hybrid tidal correction was evaluated. This hybrid
correction is aimed at utilising the individual model strengths and capabilities to optimise the correction overall.
On average, the hybrid correction shows very little difference compared to taking all the constituents from the
EOT model alone, but there are certain regions where improvements can be seen. It could be expected that
further expansion on the constituent list might result in a future hybrid correction being favoured.

The different experiments and further explanations of the regional differences are described in P-2.

O-3: Improve the prediction of ocean tides within an operational ocean model of the Northwest
European Continental Shelf by improving the ocean tide forcing at the open boundaries.

Tides are an essential contribution to the total water levels, and therefore, accurate prediction of tides is crucial
for floods and storm surges across the globe, particularly in regions susceptible to these hazards, e.g., the Dutch
coastline. Local authorities and agencies develop ocean and weather models to better predict these hazards. One
such model, developed by Deltares and the Rĳkswaterstaat, is the Dutch Continental Shelf Model in Flexible
Mesh (DCSM-FM), which aims to produce, among other things, forecasts of total water levels to aid in the
deployment of flood protection methods. This model is forced at its boundaries by ocean tides, and the results
described at P-1 and P-2 provided motivation that improvements could be made to their model by incorporating
EOT at its boundaries.

To test this, a regional EOT model was designed, which incorporated newly available data from five additional
altimeters. This allowed for an extension of the time series used in deriving tidal constituents and increased
coverage from the new altimeter orbits. The resultant model for the North European Continental Shelf (EOT-
NECS) was evaluated against an updated tide gauge dataset, TICON-3, and showed significant improvements
for all tidal constituents compared to the global EOT20 model and FES2014b. Several experiments were done
within DCSM-FM utilising different numbers of tidal constituents from EOT-NECS and evaluating the impact
this has on the total water height prediction from the model. It was concluded that eleven constituents should be
taken from the EOT-NECS model and used to operationally force DCSM-FM to improve the accuracy of water
level predictions across the North European coast, particularly along the Dutch coastline.

In P-3, the developed EOT-NECS model is validated and described, and the different DCSM-FM model
experiments are presented and evaluated.
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6.2 Recommendations and future work

This thesis demonstrates an advance in tidal estimation in the coastal regions, seeing significant improvements
in estimations of individual constituents with respect to other global models. Additionally, the experiments and
developments of this thesis provided a great deal of insight into altimetry-derived ocean tide models, validation
techniques, and the importance of tides in geophysical applications. The subsequent discussion and evaluation
of the results presented within this thesis have raised several additional questions which could provide further
improvements in tidal estimations. Below are several recommendations for future work:

Optimisation of geophysical corrections for tide modelling

EOT20 achieved its objective of providing vast improvements in the coastal and shelf regions while remaining
aligned with expectations in the open ocean. Despite these improvements, the impacts of the geophysical
corrections on the resultant tidal accuracy were concluded as being an avenue where the model can still be
improved. A recent publication by Ray (2020a) presented a comparison of the differences between ionospheric
corrections and demonstrated significant differences, shown in Figure 2.8 in this thesis, which impact the
accuracy of the ocean tide estimations. These differences are also seen in other geophysical corrections.
Additionally, Ray et al. (2023) demonstrated significant tidal signals in the Dynamic Atmospheric Correction
(DAC), which would influence the resultant ocean tide estimations. The continued evaluation should be done
on the geophysical corrections to assess whether any aliasing issues can be found within these corrections and
to provide optimised estimations of ocean tides in the regions of interest, such as the coastal regions. The same
can be said based on the applications of interest.

In recent years, new geophysical corrections have been developed to remove the contributions of specific
processes. This includes the internal tide correction as well as a so-called mesoscale correction. The internal
tide correction is aimed at removing the surface expression of internal tides (Ray and Zaron, 2011), which is
particularly important for the SWOT mission (Zaron, 2017). The most used internal tide model for altimetry
applications, HRET, is itself altimetry-derived data and has already been corrected for the ocean tide contribution
(Zaron, 2015, 2017). Studies on the impact of applying this correction on the SLA before doing residual tidal
analysis would provide interesting insight into the relationship between ocean tides and internal tides. The
results of such investigations could result in improvements in tide models.

The mesoscale correction aims to reduce the mesoscale noise found within SLA data before conducting a
tidal analysis (Zaron and Ray, 2018). Doing so helps improve the signal-to-noise ratio, making it easier to better
estimate tidal constituents. Mesoscale variability was also identified within error maps of EOT20 for certain
tidal constituents as well as in the variance estimations, where mesoscale features appeared to influence tidal
estimations. The application of the mesoscale correction has significant impacts on tidal estimations (see, e.g.
Ray and Byrne, 2010), with a preliminary EOT version, EOT-MESO, showing improved accuracy in a region of
high mesoscale variability for all major constituents and a clear influence on resultant tidal amplitudes (Figure
6.1). This first experiment provides strong motivation for including this correction in future iterations of the
global model. Further experimentation should be done in other regions, particularly in regions of low mesoscale
variability. Additionally, the approach of Zaron and Ray (2018) using the DUACS products (Pujol et al., 2016)
can be compared to other techniques of estimating the mesoscale correction, such as that of Bonaduce et al.
(2021).
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Figure 6.1 (A) The absolute amplitude difference for the 𝑀2 tide between correcting the SLA for mesoscale variability
against not doing so. (B) The results of tide gauge analysis against TICON-3 and the RR dataset for the major eight tidal
constituents.

Empirical modelling in the polar oceans

The EOT20 model provides near-global estimations of ocean tides; however, these estimations were restricted
to be between 66◦N and 66◦S. This was mainly related to the available altimetry data, particularly altimeters
that were non-sun-synchronous, which is limited in the higher latitudes. Furthermore, the influence of sea ice
on the altimetry retrievals and limited in-situ observations for validation purposes resulted in these latitudinal
restrictions being chosen for EOT20.

The limitations of in-situ measurements in the polar regions have been a common difficulty for most oceano-
graphic applications, particularly for tidal research. The reasons behind this are the geopolitical sensitivity of
the regions, harsh weather conditions for regular maintenance and deployments of measurement devices, and
the sheer cost related to these measurements. The work done in AP-2 to collect and harmonise all the available
in-situ measurements in the Arctic Ocean has provided a great framework for continued modelling efforts to be
done. This will allow for the validation and evaluation of models in the Arctic and provide guidance on where
the models need to be improved.

Advances have taken place in the processing of satellite altimetry in the polar regions thanks to improved
retracking (Passaro et al., 2018b) and sea-ice classification approaches (Passaro et al., 2018a; Müller et al.,
2023). This has resulted in more reliable retrievals of radar returns and, therefore, more reliable SLA estimates
in previously challenging regions, e.g. in sea ice leads. These advancements would be crucial for allowing EOT
to make its first empirical estimations in the polar regions.

In recent years, several studies have investigated the use of Cryosat-2 for tidal estimations in the higher
latitudes, largely thanks to its 28-day sub-cycle (Zaron, 2018). This has resulted in a significantly greater SLA
coverage in both the Arctic and Antarctic, which is critical for ocean tide estimations. In AP-3 of this thesis,
updates to the DTU ocean tide model, DTU22 (Andersen et al., 2023), were done based on utilising Cryosat-2
in the polar regions, which showed significant improvements with respect to FES2014b in both regions.
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These results, coupled with the advanced processing techniques and available in-situ networks, mean that
making tidal estimates in the polar regions is now possible from satellite altimetry. There is also a need to
experiment on the merging of Cryosat-2 data with pre-existing altimetry data from ERS/EN/SA missions as
well as the Sentinel-3a and -3b missions to see if this provides further improvements to tide models in the
region. Currently, no model exists that combines all these data, and therefore, it is recommended to evaluate
the combination of these altimeters for tidal predictions.

Merged empirical and numerical models for improved tidal predictions

Minor ocean tides are commonly inferred via linear admittance approaches as they are not capable of being
directly estimated from empirical ocean tide models due to aliasing errors (Egbert and Ray, 2017). In P-2,
an alternative approach of merging different tide models was presented, aiming to exploit the strengths of the
respective models. In most cases, altimetry-derived tide models are more accurate than data-unconstrained
models (Stammer et al., 2014). However, they are not capable, either relating to aliasing issues or computational
demand, of providing estimations for the large number of tidal constituents that influence the overall tidal vari-
ability. Although hundreds of constituents exist (see the list maintained by the International Hydrological Of-
fice https://iho.int/mtg_docs/com_wg/IHOTC/IHOTC_Misc/TWCWG_Constituent_list.pdf),
not all of them are required for tidal predictions as the majority of the tidal variability, 99.99%, is captured by
about eighty constituents (Egbert and Ray, 2017).

As shown in paper P-2, the linear admittance approaches, which are used to infer many constituents not
provided by models, are not always perfect. It is, therefore, possible that the combination of a series of
constituents from a data-constrained model with those from a data-unconstrained model will be more beneficial
than the currently used linear admittance approaches in improving tidal predictions. For that reason, investigating
the combination of models, such as EOT20 and TiME22, in several geodetic applications could result in improved
tidal predictions and, therefore, subsequent downstream estimations such as sea level and gravity field.

Improved reliability and coverage of in-situ datasets

In-situ measurements remain critical for understanding ocean processes and for model validation. The GESLA
database provides hourly time series of tide gauges from around the world that have been utilised to derive
global tidal constituent datasets (Piccioni et al., 2019a; Hart-Davis et al., 2022). Ocean bottom pressure sensors
have also been shown to be useful for tidal analysis and model validations (Ray, 2013) and, more recently,
efforts have been made to derive tidal constituents from GNSS-R, particularly by Tabibi et al. (2020) and Larson
et al. (2013). However, both suffer from limited spatial coverage and short time series compared to tide gauges.
Despite this, these three data sources together are an excellent resource for tidal research, such as demonstrated
in AP-2.

The estimation of tides is extremely sensitive to the input data provided, not only the sea level time series but
also the time data itself. An example is presented in Figure 6.2, where the same tide gauge is provided from
three different sources, which all cause differences in the phase estimates of the 𝑀2 constituent. These phase
differences are caused by the different sources containing different time references. In this example, the NHS
(Norwegian Mapping Authority) provider changed its time reference in 1980, which had drastic impacts on tide
estimations. In practice, this is easy to solve following the conversion techniques presented in Schureman (1958).
However, identifying the time reference used in each case is sometimes very difficult and time-consuming. In

https://iho.int/mtg_docs/com_wg/IHOTC/IHOTC_Misc/TWCWG_Constituent_list.pdf
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Figure 6.2 The yearly phase estimations of the 𝑀2 constituent from the Honningsvag tide gauge in Norway which were
taken from three different data sources within the GESLA-3 database.

TICON-3, for example, over 3,500 individual time series are analysed, and it is impractical to sieve through
each time series to identify either changes in the time references or the original time references.

Furthermore, in cases when the time reference changes within the time series, such as that in this example, the
conversion of the tidal constituents is not possible, and the time series itself needs to be converted directly.

It is, therefore, recommended for continued development of datasets such as TICON to improve the reliability
of constituent estimations and to identify issues relating to time references and relating to discontinuities in
the time series. Approaches such as the yearly tidal estimation presented in Figure 6.2 and in AP-2 as well as
software that are designed to find dataset discontinuities can be used, for example, that presented in Oelsmann
et al. (2022). Furthermore, a harmonisation globally of all available tide gauges with data from both ocean
bottom pressure and GNSS-R will allow for a consistent, one-stop-shop of measurements for both data validation
and assimilation.

Changes in tides in the altimetry era

In several applications, ocean tides are considered stationary based on the predictability of the astronomical
forcing (i.e. the relative position between the Earth, Sun and Moon). However, scientists as far back as the
research of Doodson (1924) have discussed and studied the changes in tidal ’constants’. In Haigh et al. (2020), a
comprehensive review of the non-astronomical changes in ocean tides is presented, demonstrating the changes
in tidal constants from both tide gauge observations and numerical model simulations. Schindelegger et al.
(2018) presented a global evaluation in different numerical scenarios of pseudo increases in the sea level and
demonstrated changes in the amplitude of the M2 tide due to the increased sea level. These changes to the
M2 amplitude, however, were not consistent throughout the global ocean, with some regions showing increases
while other regions showed decreases in the amplitude.

Satellite altimetry has heavily bolstered our understanding of ocean tides, resulting in a vast improvement to
tidal estimations (Provost et al., 1995; Ray, 1999; Savcenko and Bosch, 2012). As of 2023, over 30 years worth
of altimetry data is available. This time series is helpful for full tidal estimations but also in providing temporal
evaluations of the variability of the major tides. This has been comprehensively done from numerical studies,
and recent studies have begun to assess tidal changes from altimetry, e.g. Bĳ de Vaate et al. (2022); Ray et al.
(2023). Further investigation on changes in altimetry-derived tides as caused by non-astronomical changes is
required, as well as an evaluation of the impact these changes have on other sea-level applications.



Using SWOT to study tides

The Surface Water and Ocean Topography (SWOT) satellite was launched in late 2022 and promised to provide
an entirely new perspective of the ocean surface. SWOT provides both NADIR and KaRIn (Ka-band Radar
Interferometer) data, the latter being unique as it provides an approximately 120 km wide swath of the ocean
surface. These data give rise to the opportunity to better resolve the spatial characteristics of ocean tides both in
the open ocean and in the coastal regions (Arbic et al., 2015). This has the potential to significantly advance the
EOT model both in terms of spatial resolution and also in deriving tides in complex coastal regions, including
in fjords and coastal inlets where modern-day altimetry struggles to provide reliable estimates. As fjords or
complex inlets are usually too small to be captured appropriately by tide model resolutions, this improved
coverage will allow models to provide suitable corrections instead of the previously relied upon interpolation
techniques. Therefore, it is recommended that experiments be conducted to investigate whether these data from
SWOT can be incorporated with the other satellite altimeters within the EOT model.
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Abstract. EOT20 is the latest in a series of empirical ocean tide (EOT) models derived using residual tidal
analysis of multi-mission satellite altimetry at DGFI-TUM. The amplitudes and phases of 17 tidal constituents
are provided on a global 0.125◦ grid based on empirical analysis of seven satellite altimetry missions and four
extended missions. The EOT20 model shows significant improvements compared to the previous iteration of the
global model (EOT11a) throughout the ocean, particularly in the coastal and shelf regions, due to the inclusion
of more recent satellite altimetry data as well as more missions, the use of the updated FES2014 tidal model as a
reference to estimated residual signals, the inclusion of the ALES retracker and improved coastal representation.
In the validation of EOT20 using tide gauges and ocean bottom pressure data, these improvements in the model
compared to EOT11a are highlighted with the root sum square (RSS) of the eight major tidal constituents im-
proving by ∼ 1.4 cm for the entire global ocean with the major improvement in RSS (∼ 2.2 cm) occurring in the
coastal region. Concerning the other global ocean tidal models, EOT20 shows an improvement of ∼ 0.2 cm in
RSS compared to the closest model (FES2014) in the global ocean. Variance reduction analysis was conducted
comparing the results of EOT20 with FES2014 and EOT11a using the Jason-2, Jason-3 and SARAL satellite
altimetry missions. From this analysis, EOT20 showed a variance reduction for all three satellite altimetry mis-
sions with the biggest improvement in variance occurring in the coastal region. These significant improvements,
particularly in the coastal region, provide encouragement for the use of the EOT20 model as a tidal correction
for satellite altimetry in sea-level research. All ocean and load tide data from the model can be freely accessed
at https://doi.org/10.17882/79489 (Hart-Davis et al., 2021). The tide gauges from the TICON dataset used in the
validation of the tide model, are available at https://doi.org/10.1594/PANGAEA.896587 (Piccioni et al., 2018a).

1 Introduction

The regular fluctuations of the sea surface caused by ocean
tides have intrigued and fascinated scientists for centuries
based on their influence on oceanic processes. Understand-
ing ocean tides is vital for a variety of geophysical fields,
with it being of particular importance in studies of the coastal
environment and ocean mixing. Precise knowledge of ocean
tides is also important for satellite altimetry and in determin-
ing high-resolution temporal gravity fields from, for exam-
ple, the GRACE missions (Tapley et al., 2004).

In certain studies of non-tidal signals using satellite altime-
try data, such as in sea-level and ocean circulation research,
ocean tides need to be removed from the data signal to prop-
erly study these processes. These so-called tidal corrections
are usually provided by ocean tide models that have been
specially developed to predict the tidal signals throughout the
global ocean. The ever-evolving and improving field of ocean
tide modelling has resulted in significant leaps in the accu-
racy of estimations of ocean tides (Shum et al., 1997; Stam-
mer et al., 2014). There are several ocean tide models that

Published by Copernicus Publications.
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have been developed using different techniques and for dif-
ferent applications, with a comprehensive summary of these
models being presented in Stammer et al. (2014). In general,
ocean tides are known in the open ocean region to an ac-
curacy of approximately 2 cm (Savcenko and Bosch, 2012);
however, models show large discrepancies between one an-
other and compared to in situ observations in the coastal re-
gion (Ray et al., 2011). Improvements continue to be made,
with estimations significantly improving in the coastal and
polar regions (Ray et al., 2019). Poorer results are seen in the
coastal region due to poorly resolved bathymetry, the com-
plexity of ocean tides and due to land contamination of satel-
lite altimetry radar signals (Fok, 2012).

One type of ocean tide model, known as semi-empirical
models, is derived from empirical harmonic analysis of satel-
lite altimetry data relative to a reference model. These semi-
empirical tide models rely heavily upon satellite altimetry
data. Recently, significant advancements have been made to
coastal altimetry in several fields including key improve-
ments in correction fields, more detailed and coastal-specific
data editing, and new schemes for radar echo analysis (re-
tracking) (Cipollini et al., 2017). Piccioni et al. (2018b)
demonstrated an improvement greater than 2 cm for single
tidal constituents when using the ALES (Adaptive Leading
Edge Subwaveform: Passaro et al., 2014) retracker that en-
hances the performances of sea level retrieval in the coastal
region and the corresponding sea state bias correction (Pas-
saro et al., 2018). The continued developments of altimetry
in the coastal region coupled with the increased number of
altimetry missions have had a positive impact on the ability
of models to more accurately estimate ocean tides.

EOT11a (Savcenko and Bosch, 2012), the latest in a se-
ries of global ocean tide models developed at DGFI-TUM,
is an example of a semi-empirical tide model developed us-
ing residual tidal analysis of multi-mission satellite altime-
try. EOT11a exploits altimetry observations of the sea level
anomaly (SLA) corrected using a reference ocean tide model
(FES2004) to estimate the tidal harmonic constants. EOT11a
showed significant improvements compared to the previous
iterations of the model, EOT08a and EOT10a, with notice-
able improvements being seen in the shallow water regions
(Savcenko and Bosch, 2012). The model has continued to
be developed, with regional studies being conducted by Pic-
cioni et al. (2021) based on improvements being made in the
coastal region. These improvements are largely driven by the
progresses in accuracy and precision of altimetry measure-
ments in the coastal zone and the use of the updated FES2014
(Lyard et al., 2020) tide model as the reference model for the
residual tidal analysis.

In this paper, the latest global version of the EOT model,
EOT20, is presented based on recent developments made in
the field of tide modelling, coastal altimetry and the availabil-
ity of an increased number of altimetry missions. The objec-
tive of the EOT20 model is to improve the accuracy of tidal
estimations in the coastal region while remaining consistent

in the open ocean. In Sect. 2, a description of the altime-
try data used and how EOT20 is produced through residual
tidal analysis is given. Following this, a comparison of the re-
sults of the EOT20 model with in situ observations and other
global tide models is presented in Sect. 3, with a conclusion
and summary given in Sect. 5.

2 Residual tidal analysis of satellite altimetry

The development of EOT20 focused on improving tidal es-
timations in the coastal region which has been a historically
difficult region to accurately estimate tides. EOT20 follows a
similar scheme as the former model, EOT11a, consisting of
three major steps: the creation of an SLA product including
the correction of a reference ocean tide model; the estima-
tion of the residual tides based on this SLA product; and the
combination of the reference model with the residual tides to
form a new global ocean tide model. These three steps pro-
vide a summary of the creation of EOT20 which is expanded
in the following sections.

2.1 The altimetry SLA product

The tidal analysis is based on the analysis of SLA derived
from satellite altimetry missions (Table 1) obtained from the
Open Altimeter Database (OpenADB, https://openadb.dgfi.
tum.de, last access: 5 August 2021, Schwatke et al., 2014).
These missions are selected as they provide extended time
series along similar altimetry tracks, with the Jason mis-
sions being a follow-on from TOPEX/Poseidon and Envisat
a follow-on of the ERS missions, thus providing appropriate
data for the estimation of tidal signals. The SLA from these
altimetry missions is calculated according to that described
in Andersen and Scharroo (2011):

SLA=H −R−MSS−hgeo, (1)

where H is the orbital height of the satellite, R the range,
MSS the mean sea surface and hgeo is the sum of the geo-
physical corrections (as listed in Table 2). For all of the mis-
sions, satellite orbits in ITRF2008 are used. For the ERS and
TOPEX these are taken from GFZ VER11 (Rudenko et al.,
2018), while for the Jason missions and Envisat CNES GDR-
E solutions are used. The corrections used are chosen to opti-
mise the estimations of the SLA in the coastal region, without
harming the estimations in the open ocean regions.

The same corrections are used for each satellite altimetry
mission to allow for consistency, with the only differences
occurring in the sea state bias correction. The ALES retracker
(Passaro et al., 2014) is applied to the Jason missions and
the Envisat mission based on data availability at the time of
running the model, with the other altimetry missions using
the REAPER (Brockley et al., 2017) and TOPEX sea state
bias corrections (Chambers et al., 2003). This discrepancy in
the chosen retracker is designed to benefit from the ability
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Table 1. The satellite altimeter data used in this study obtained from OpenADB at DGFI-TUM (Schwatke et al., 2014). The corrections
listed in Table 2 are applied to all these missions. Most missions are retracked using the ALES retracker (Passaro et al., 2018), marked by ∗,
with TOPEX and ERS using ocean ranges as provided in SGDR datasets.

Mission Cycles Period

TOPEX 001–365 25 Sep 1992–15 Aug 2002
TOPEX Extended Mission 368–481 16 Sep 2002–8 Oct 2005
Jason-1∗ 001–259 15 Jan 2002–26 Jan 2009
Jason-1 Extended Mission∗ 262–374 10 Feb 2009–3 Mar 2012
Jason-2∗ 000–296 4 Jul 2008–25 Jul 2016
Jason-2 Extended Mission∗ 305–327 13 Oct 2016–17 May 2017
Jason-3∗ 001–071 12 Feb 2016–21 Jan 2018
ERS-1c 082–101 25 Mar 1992–24 Dec 1993
ERS-1g 144–156 24 Mar 1995–2 Jun 1996
ERS-2 000–085 14 May 1995–2 Jul 2003
Envisat∗ 006–094 14 May 2002–26 Nov 2010

Table 2. List of corrections and parameters used to compute SLA for tidal residuals estimation.

Parameter Model Reference

ALES sea state bias ALES Passaro et al. (2018)
ERS sea state bias REAPER Brockley et al. (2017)
TOPEX sea state bias TOPEX Chambers et al. (2003)
Atmospheric loading before 2017 DAC-ERA Carrere et al. (2016)
Atmospheric loading from 2017 DAC Carrère et al. (2011)
Wet troposphere GPD+ Fernandes and Lázaro (2016)
Dry troposphere VMF3 Landskron and Böhm (2018)
Ionosphere NIC09 Scharroo and Smith (2010)
Ocean and load tide FES2014 Lyard et al. (2020)
Solid earth and pole tide IERS 2010 Petit and Luzum (2010)
Mean sea surface (MSS) DTU18MSS Andersen et al. (2016)
Radial error MMXO17 Bosch et al. (2014)

of the ALES retracker in obtaining data closer to the coast
which Piccioni et al. (2021) showed had positive improve-
ments on the accuracy of the EOT tide model for the major
tidal constituents compared to using the other retracked data.
Therefore, depending on the retracker that is used, a coastal
flag is implemented into the model that limits the distance to
the coast. For missions using the REAPER and TOPEX re-
trackers, a coastal flag is implemented that restricts the use
of SLA data up to 7 km from the coastline. For missions us-
ing the ALES retracker, however, this distance to the coast is
decreased to 3 km (Passaro et al., 2021). An additional flag is
also added limiting the absolute value of sea level anomalies
to ± 2.5 m (Savcenko and Bosch, 2012). The altimetry data
are further adjusted to account for radial errors estimated in
the cross-calibration of the SLA data using the multi-mission
crossover analysis approach presented in Bosch et al. (2014).

As shown in Table 2, the ocean and load tide correction for
all missions is the FES2014 oceanic tide model. This is one
of the major changes from the previous version of the global
EOT model, EOT11a, which used one of the previous ver-
sions of the FES model, FES2004. The results of Lyard et al.

(2020) showed considerable improvements in FES2014, par-
ticularly in the coastal and shelf regions. These improve-
ments are largely driven by the improved efficiency of data
assimilation and the accuracy of hydrodynamic solutions. It
is, therefore, anticipated that large parts of the improvements
made between the versions of EOT will be due to the im-
provement in the reference model.

Once all these corrections are applied, the SLA can be es-
timated for all 11 altimetry datasets which are then gridded
onto a triangular grid based on the techniques presented in
Piccioni et al. (2021). The triangular grids are chosen based
on the efficiency of the model and allow for consistency of
grid sizes throughout the ocean, thus not over-utilising data
in regions of dense data availability. For each grid point, SLA
values are collected within a variable capsize, with the ra-
dius, ψ (in km), of the capsize being a function of latitude
(ϕ in degrees) where ψ = 165− 1.5 (ϕ). Other capsize tech-
niques are available based on a fixed or depth-based capsize,
but they do not make significant changes to the results of the
estimated tidal residuals and depreciate the efficiency of the
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model. The choice of the variable capsize is also to compen-
sate for the greater data density available in higher latitudes.

Once collected, the data are then weighted using a Gaus-
sian function based on the distance to the grid point. The use
of data from multiple satellite tracks for each node provides
a long SLA time series, which is important in reducing the
aliasing effect and in decorrelating tidal signals with alias pe-
riods close to each other (Savcenko and Bosch, 2012). These
issues occur due to the low temporal resolution obtained from
satellite altimetry (e.g. the Jason missions only sample the
same position once every 9915 d) resulting in tides not be-
ing properly estimated. The alias periods for the major tidal
constituents for the Jason and the ERS orbits are presented in
Le Provost (2001). The use of nodes with data from multiple
altimetry missions, therefore, creates a long enough time se-
ries to improve the temporal resolution and reduce possible
aliasing effects in the tidal estimations.

2.2 Residual tidal analysis

From the weighted SLA, residual tidal analysis is performed
using weighted least-squares and the variance component es-
timation (VCE) for each grid point of the model. The least-
squares approach is applied to the harmonic formula to derive
the amplitudes and phases of single tidal constituents from
the SLA observations. In EOT20, the 17 tidal constituents
considered and computed are 2N2, J1, K1, K2, M2, M4, MF,
MM, N2, O1, P1, Q1, S1, S2, SA, SSA and T2. The weighted
least square analysis follows a standard procedure solving the
following equation for each grid point (Piccioni et al., 2021):

x = (ATWA)−1AτWl, (2)

with l being the vector of SLA values, A the design ma-
trix, W the diagonal matrix of weights, and x the vector of
unknowns. The unknowns of vector x are the in-phase and
quadrature coefficients of the tidal constituents being consid-
ered, the sea level trend, and the constant values defined as
the mean sea level from each specific mission at each node
(Piccioni et al., 2021).

The VCE is implemented to allow for the combination of
datasets from multiple satellite missions and allows for the
appropriate weighting of different missions m, m= 1, . . .,k,
(Savcenko and Bosch, 2012) based on their variances, to pro-
vide a more accurate estimation. The VCE method has been
utilised in a variety of applications, and it was introduced into
the previous global model, EOT11a (Savcenko and Bosch,
2012), which followed the formulation detailed in Teunis-
sen and Amiri-Simkooei (2008) and Eicker (2008). The VCE
is calculated using iterations as the unknowns, and the vari-
ances, σ , are initially unknown. The formulation is as fol-
lows:

Nxx =Ny, (3)

with Nx and Ny equal to the weighted sum:

Nx =

k∑
m=1

1
σ 2
m

Nx,m Ny =

k∑
m=1

1
σ 2
m

Ny,m. (4)

The variances are iteratively calculated by

σ 2
m =

�m

rm
, (5)

where rm is the partial redundancy with �m = v̂Pbbv̂, v̂ be-
ing the vector of residuals, and Pbb is the dispersions ma-
trix of measurements (Savcenko and Bosch, 2012). Follow-
ing the residual analysis, significant residual signals were ob-
tained for all of the tidal constituents. For the M2 and N2
tides (Fig. 1), for example, the residual amplitudes can ex-
ceed 2 cm with the largest residual tides being seen in the
coastal region. Relatively high residual tides are also seen in
the western boundary currents, such as the Agulhas Current
and the Gulf Stream.

The tides observed are the residual elastic tides that con-
sist of both the ocean and the load tides. Therefore, additional
analysis has been done to separate these two components for
further analysis. There are several techniques that are de-
scribed that make this possible (e.g. Francis and Mazzega,
1990) with EOT using the method presented in Cartwright
and Ray (1991). This method involves using the complex
elastic ocean tide admittance decomposed in complex spher-
ical harmonics as described by Savcenko and Bosch (2012):

Z(φ,λ)=
∑
n,m

an,mYn,m(φ,λ). (6)

The ocean spherical harmonic admittances of the load
tides are described as

Zl(φ,λ)=
∑
n,m

βna
o
n,mYn,m(φ,λ), (7)

where βn = αn
1+αn

with αn = 3
2n+1

ρw
ρe
h′n. The love numbers,

h′n, were taken from Farrell (1972) with ρw and ρe being
the density of the ocean and earth. After synthesis of the
load tides, the residual ocean tides were computed as the
difference between the load and the elastic tide, Zo(φ,λ)=
Z(φ,λ)−Zl(φ,λ).

2.3 Model formation

Once the ocean and load tide residuals are produced, the full
tidal signal is restored by adding the residuals to the FES2014
tidal atlas. The residuals are interpreted onto a 0.125◦ res-
olution grid with the FES2014 model interpreted onto the
same grid resolution. The outputting of the data onto a regu-
lar grid is simply done to allow for an easy combination with
the FES2014 model as well as to be more user friendly. The
north–south extent of the model extends 66◦ N and 66◦ S,
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Figure 1. Maps of the residual amplitudes of the M2 and N2 tidal constituents as estimated by residual tidal analysis.

with the model defaulting to the FES2014 tides in the higher
latitudes. This extent is chosen due to the limited altimetry
data further beyond this latitudinal band and the difficulty in
modelling the tides in the polar regions. Dedicated studies to
the Arctic region such as that of Cancet et al. (2019) demon-
strate the complexity of modelling ocean tides in the polar
regions and emphasise their importance for satellite altime-
try.

Future iterations of the EOT model will tackle the estima-
tion of tides in the higher latitudes. A land–sea mask was
added to the model based on the GMT that uses the GSHHG
coastline database (Wessel and Smith, 1996), which is a high-
resolution database that contains information about coast-
lines as well as lake and river boundaries. These data have
a mean point separation of 178 m which has been interpo-
lated to a 0.125◦ resolution for use in the EOT20 model.
In complex coastal regions, such as regions with islands or
in semi-enclosed bays, properly defining the coastlines be-
comes extremely valuable when validating the model against
in situ tide gauges. This is largely a result of artifacts forming
when estimating tides in regions where the coastline has not

been properly defined. For example, the Cook Strait between
the two islands of New Zealand provides a unique coastal
structure which shows a sharp change in the amplitude of
major tides (e.g. M2, N2, S2 and K2 as shown in Walters
et al., 2001) and, therefore, requires a more accurate coast-
line definition. Preliminary studies of EOT20 (not shown)
demonstrated that for tide gauges within the Cook Strait the
root sum square (RSS) difference between the model and tide
gauges was reduced by 0.2 cm for the eight major tidal con-
stituents when applying a more accurate land–sea mask. An
overall reduction in RSS is seen throughout the ocean when
using an accurate land–sea mask.

3 Tide model assessment and validation

3.1 The global EOT20 model

EOT20 presents global estimations of 17 tidal con-
stituents with these tidal atlases being available from
https://doi.org/10.17882/79489 (Hart-Davis et al., 2021).
Global atlases of both ocean and load tides are provided, con-
taining information about the amplitudes and phases as well
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Figure 2. The amplitude (in cm) and the phase (in 60◦ increments) of four ocean tidal constituents produced by the EOT20 model.

Figure 3. The amplitude (in cm) and phase (in 60◦ increments) of the four load tide constituents produced by the EOT20 model. It should
be noted that EOT20 does not make an estimation for the load tides on land.
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Figure 4. The global array of tide gauges and ocean bottom pressure sensors that were used in the validation of the EOT20 model from the
TICON dataset and from Stammer et al. (2014): the coastal ocean, shelf sea and open ocean datasets.

as the real and imaginary components for all of the tidal con-
stituents. Here, the ocean (Figs. 2 and A1) and load (Figs. 3
and A2) tides from EOT20 are presented. Building on from
EOT11a an additional four tidal constituents have been esti-
mated in the EOT20 product. which are the T2, J1, SA and
SSA tidal constituents. The SSA and SA tides are included
in the EOT20 model data, but users should be aware that
these tides include the full signal at these periods, i.e. gravi-
tational as well as meteorological tides. Thus, caution should
be taken when interpreting the results of the tidal correction
when these two tides are included as they will likely remove
the seasonal signals seen in the altimeter data.

The EOT20 model follows the framework of the EOT11a
model when estimating the tide via residual analysis. How-
ever, significant changes and additions have been done to
EOT20 with the objective of improving coastal estimations.
These changes are in the reference tide model used in the
residual analysis, the use of more recent developments in
coastal altimetry (e.g. the development of the ALES re-
tracker Passaro et al., 2014), the increased coverage of satel-
lite altimetry based on the launching of further missions
(e.g. Jason-3), the use of an accurate land–sea mask onto the
model output data, and using a triangular grid for the residual
analysis. These additions all combine to optimise the estima-
tion of ocean tides in the EOT20 model.

3.2 Tide gauge comparison

Since the 1800s, tide gauges have been used to study the
ocean tides and the variation in sea level. Over the years,
more and more tide gauges have been installed around the
world, resulting in a vast array. This comprehensive record of
tide gauges can be used to evaluate the changes in sea level
over time as well as to better understand the ocean tides. Tide

gauges, therefore, provide a suitable source of data in the
validation of ocean tide models, particularly in the coastal
region. There are limitations particularly in the distribution
of tide gauges, with certain regions containing a vast number
of tide gauges (e.g. in northern Europe) and some regions
containing little to no data (e.g. the Mozambique Channel).
Furthermore, tide gauges are mostly restricted to the coastal
region and, therefore, do not provide sufficient observations
of the open ocean region. With that in mind, Ray (2013)
estimated tidal constants from bottom pressure stations in
the open ocean regions which have been used to compare
and assess the accuracy of global ocean tide models (Stam-
mer et al., 2014). These data are combined with coastal and
shelf data from Stammer et al. (2014), henceforth referred
to as the R. Ray dataset, as well as the TICON dataset (Pic-
cioni et al., 2019) to create a comprehensive dataset of tidal
constants (shown in Fig. 4) to evaluate the accuracy of the
EOT20 model throughout the global ocean. As the tide gauge
and bottom pressure sensor distributions are already split into
coastal, shelf and open ocean tide gauges from Stammer et al.
(2014), the TICON dataset is also divided into three regions
with the coast being defined as any tide gauges found shal-
lower than 10 m, the shelf defined as being from 10 to 100 m
depth and open ocean being anything deeper than 100 m.
This is done to assess how the model performs in the coastal
region, a historically difficult region to model accurately.

Several major ocean tide models are also compared to the
same tide gauges in order to act as reference to the ability of
the EOT20 model. The models used are EOT11a (Savcenko
and Bosch, 2012), FES2014 (Lyard et al., 2020), GOT4.8
(Ray, 2013) and DTU16 (Cheng and Andersen, 2017). To
provide suitable comparisons, duplicate tide gauges were
removed and restrictions were implemented based on the
model characteristics (i.e. only tide gauges between 66◦ S
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Table 3. The rms, in cm, of the tide gauge analysis of 1226 tide gauges for the EOT20 model as well as several other global ocean tide
models. The values marked in bold indicate the model with the smallest rms for each row.

Constituent GOT4.8 DTU16 EOT11a FES2014 EOT20

M2 5.623108 5.004819 5.280010 4.772177 4.464017
N2 2.300585 1.671615 2.468593 1.576893 1.529496
S2 3.447332 2.509648 3.249990 2.551011 2.472494
K2 2.022579 1.591654 1.940183 1.506642 1.539770
K1 1.904853 1.612598 1.940803 1.429822 1.473370
O1 1.709011 1.544578 1.306820 1.110750 1.066416
P1 1.722085 1.691374 1.694566 1.621030 1.602048
Q1 0.878571 0.827265 0.853390 0.769279 0.806851

RSS 7.948183 6.723504 7.574531 6.366756 6.105453

Figure 5. (a) RSS (cm) between the tide gauge databases and the global tidal models, for the eight major tidal constituents. (b) The RSS of
subset regions of the TICON database as well as the full database.

and 66◦ N were used). This results in 1226 tide gauges and
bottom pressure sensors being available for validation of the
models. The TICON dataset provides standard deviations for
individual constituents, with the average standard deviation
for the tide gauges used in this study being 0.09 mm. No
uncertainty estimates are provided in the R. Ray dataset. It
should also be noted that 230 of the tide gauges used in this
study are assimilated into the FES2014 model. The root mean
square (rms) and root sum square (RSS) are then estimated
for the eight major tidal constituents (M2, N2, S2, K2, K1,
O1, P1 and Q1) which are commonly available from the tide
models studied, following the techniques presented in Stam-
mer et al. (2014).

The comparison between EOT11a and EOT20 shows a
significant improvement in the EOT20 model for the full
dataset (Table 3). This is consistent for all of the tidal con-
stituents, with a major improvement seen in the M2 tide

(0.8 cm) and the S2 tide (0.8 cm). For all of the regions
(Fig. 5), EOT20 continues to show improvements compared
to EOT11a particularly in the coastal region with a mean RSS
reduction of 2.2 cm. In the coastal region, EOT20 shows a
reduced rms for all the tidal constants with large reductions
occurring again for the M2 (1.3 cm) and S2 tide (1.1 cm) with
significant reductions in the K2 (0.5 cm) and N2 (1.3 cm)
tidal constituents. Reductions in RSS are also seen in the
other regions; however, the magnitude is not as large as in
the coastal region, which results in smaller differences seen
in the overall dataset (Table 3). This suggests that the ad-
justments and additions made to the EOT model, such as the
incorporation of the ALES retracker in the estimation of the
SLA, produce substantial differences to the performance of
the model in the coastal region without harming the perfor-
mances in other regions.
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EOT20 also shows a reduced RSS when compared to the
other global models, particularly compared to the reference
model, FES2014. The largest improvement comes in the M2
tidal constituent while the results for the remaining tidal con-
stituents are quite consistent between FES2014 and EOT20.
In the coastal region, EOT20 shows significant improve-
ments compared to the other models, being approximately
0.2 cm better than the closest model in this region (Fig. 5).
The better performance of EOT20 seen in Table 3, therefore,
can mostly be put down to the results seen in the coastal re-
gion. This is further highlighted in the TICON dataset, which
contains significantly more coastal tide gauges compared to
the other two regions (Fig. 5). In this dataset, EOT20 shows a
reduction in rms for the M2 tidal constituent of 0.3 cm com-
pared to the next best model (FES2014). For the remain-
ing tidal constituents, EOT20 and FES2014 never vary by
more than 1 mm in terms of rms values. This improvement
compared to FES2014 is mainly seen in the coastal region
(Fig. 5), which is in line with previous regional studies of
EOT done using FES2014 as the reference tide model and
the ALES retracker (Piccioni et al., 2018b).

In the shelf region, the reduction of rms in the M2 tide
from EOT20 is still seen compared to FES2014 but reduces
to less than 1 mm. The RSS of EOT20 and FES2014 match
one another, only differing by less than 0.005 mm, while
DTU16 is within 1 mm of both of these models in this region.
This suggests that these three tide models are on par with one
another in the shelf regions. In the open ocean, the similar re-
sults continue with the RSS spread between all of the models
not exceeding 2 mm, with the only exception being the strong
performance of the FES2014 model in this region. FES2014
outperforms the next best tide model, EOT20, by showing a
reduction in RSS of 4 mm. For all of the tidal constituents,
FES2014 shows a lower rms compared to EOT20 in the open
ocean region.

The constituents not included in the previous analysis are
compared to the FES2014 model and the TICON tide gauge
dataset (presented in Fig. A3). Only the TICON tide gauge
dataset is used based on the availability of appropriate tidal
constituents for the analysis. For six of the seven tidal con-
stituents presented here, the two tide models show similar re-
sults to one another. For the J1 and M4 constituents, a slight
improvement can be seen from EOT20 when compared to
FES2014 while for the remaining tidal constituents, EOT20
shows a higher rms. Despite showing similar results for these
constituents, it is clear that the solutions of EOT20 for these
tides are still imperfect with the higher rms values caused
by the difficultly to estimate the small signals of these tides
from an altimetry perspective as well as due to the effects
of temporal aliasing. Through the increased number of al-
timetry missions as well as improved processing techniques,
these minor tidal constituents will be better estimated in fu-
ture iterations of the EOT model. It should also be noted that
the assessment of the models using in situ tide gauges them-
selves would benefit from additional high-quality extended

time series in order to more accurately estimate the long-
period constituents presented here (MM and MF).

The S1 tidal constituent is the relatively worst performing
tidal constituent from the EOT20 model with an increased
rms of 0.2 cm compared to FES2014. This problematic re-
sult is likely influenced by errors from the ionospheric cor-
rection, NIC09, that is used in the creation of the SLA prod-
uct, which may leak into the estimation of the ocean tides
(Ray, 2020). The ionospheric correction used in EOT20 is
aimed at optimising the performance of the tide model in the
coastal region; however, this may be negatively impacting
the estimation of certain tidal constituents, like the S1 tide.
Furthermore, Ray and Egbert (2004) discuss the impact that
geophysical corrections (mainly inverse barometer and dry
troposphere) have on the estimations of the S1 tide from al-
timetry data. A future study of the EOT model will investi-
gate the use of different geophysical corrections to optimise
the estimation of ocean tides with particular focus on the S1
tidal constituent.

The results of the tide gauge and ocean bottom pressure
analysis suggest rather encouraging results from the EOT20
model. The estimated tidal constituents of EOT20 are notably
improved compared to the previous EOT11a model. The per-
formance of the model in the coastal region is noteworthy
particularly in the representation of the M2 tidal constituent.
Furthermore, the model remains on par with the other global
tide models in the open ocean and shelf regions.

3.3 Sea level variance reduction analysis

In order to further assess the models ability, sea level vari-
ance reductions of three satellite altimetry missions were as-
sessed and are presented. As seen in Fig. 4, tide gauges and
ocean bottom pressure do not provide full coverage of the
open ocean, so comparing the sea level variances of ocean
tide models provides a suitable assessment of the perfor-
mances of the models. The missions chosen are Jason-2 and
Jason-3, which are used in the residual tide analysis as well
as SARAL, which is not used in the analysis. A few steps
are required in order to estimate sea level variance reduction.
First, the along-track SLA is estimated using the corrections
listed in Table 2 with the only differences being in the ocean
and load tide correction. For this correction, two tide mod-
els (EOT11a and FES2014) were used to be compared to
EOT20. The SLA for each cycle of all three missions was
then estimated and then gridded onto a 4◦ grid. Once done,
the variance of each of the SLA products was estimated (Sav-
cenko and Bosch, 2012).

Figure 6 presents the results of the scaled SLA variance
differences between the three tide models. For the Jason-2
mission, which is the mission with the most cycles, the SLA
variance differences between all tide models are very sim-
ilar to one another with EOT20 showing an overall mean-
variance reduction of 0.054 and 0.026 cm2 when compared to
EOT11a and FES2014 respectively. The largest discrepancy
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Figure 6. The global scaled SLA variances differences for Jason-2, Jason-3 and SARAL in percentages. The colour bar is chosen for ease
of understanding with the variance differences scaled to highlight the differences between the results. The colours are chosen so that when
there are regions of red colours EOT20 shows a lower variance, while when regions are blue the other tide model (EOT11a or FES2014) has
a lower variance.

is around 60 to 66◦ south, where EOT20 shows a lower SLA
variance compared to EOT11a and FES2014. When looking
at how the SLA variance differences change based on the
distance to coast for Jason-2 (Fig. 7, top), it can be seen that
EOT20 shows the largest reduction of variance in the coastal
region. This is particularly the case when looking at the dif-
ferences between EOT11a, with EOT20 reducing the vari-
ance by approximately 0.4 cm2 in the first 100 km from the
coast. As they move further from the coast, the difference be-
tween the two models begins to reduce and converge towards
zero. The variance difference between FES2014 and EOT20
shows similar results. Closer to the coast, EOT20 shows a
reduced variance compared to that of FES2014 with differ-
ences exceeding 0.1 cm2, but as they move further from the
coast the difference between the two models converges to-
wards zero. Like with the EOT11a model, FES2014 begins
to show a reduced variance compared to EOT20 800 km from
the coast.

For the Jason-3 mission, a reduction in SLA variance can
be seen from the EOT20 model, with the discrepancies be-
tween the models again being very small (Fig. 6). The mean-

variance reduction of EOT20 is 0.092 and 0.089 cm2 when
compared to EOT11a and FES2014 respectively. The vari-
ance reduction can be seen throughout the ocean, with larger
reductions in the coastal region (Fig. 7, middle). Like in the
Jason-2 mission, the variance differences decrease further
away from the coast. Although the variance reduction dimin-
ishes further from the coast, unlike in the other two missions
EOT20 shows continued variance reduction throughout the
ocean.

The SARAL mission presents differing results from those
seen in the Jason missions. It should be noted that SARAL
has considerably fewer cycles and has a different orbit com-
pared to the Jason missions. However, the results still pro-
vide valuable insights into the performances of the models.
When looking at the scaled variance differences, the results
become a bit more variable between the models with EOT20
showing reductions in variance in regions such as the Indian
Ocean and the North Atlantic Ocean but showing increased
variance in regions such as the South Atlantic Ocean and the
South Pacific Ocean. Overall, EOT20 shows a mean reduc-
tion of variance compared to EOT11a of 0.129 cm2 despite
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Figure 7. A line graph showing the mean SLA variance differences between the tide models as a function of distance to coast (in km) for all
three satellite altimetry missions. The red line represents FES2014−EOT20, while the blue line represents EOT11a−EOT20.

EOT11a outperforming the model in certain regions. The
mean-variance reduction of EOT20 compared to FES2014 is
0.035 cm2; however, there are regions where FES2014 shows
better performance, particularly in the South Atlantic. Again,
the overall reduction in variance is largely driven by the mod-
els’ performance closer to the coast (Fig. 7, bottom) with re-
ductions compared to EOT11a and FES2014 exceeding 0.3
and 0.2 cm2 respectively closer to the coast, while these dif-
ferences reduce towards zero further away from the coast.

4 Data availability

The ocean and load tides from EOT20 are available at
https://doi.org/10.17882/79489 (Hart-Davis et al., 2021).
The GMT data used to create the land–sea mask can be found
at http://gmt.soest.hawaii.edu (last access: 5 August 2021).
The satellite altimetry data used in the model creation
can be found at https://openadb.dgfi.tum.de/ (last access:
5 August 2021). The tide gauges from the TICON dataset
used in the validation of the tide model are available at
https://doi.org/10.1594/PANGAEA.896587 (Piccioni et al.,
2018a).

5 Conclusions

In this study, an updated version of a global ocean tide model,
EOT20, is presented. Model developments were aimed at up-
dating the previous model, EOT11a, with a focus on improv-
ing the coastal estimations of ocean tides by utilising recent
developments in coastal altimetry, particularly the use of the
ALES retracker and sea state bias correction. In the residual
analysis, SLA data are gridded into a triangular grid aimed
at increasing the efficiency of the model and thus better-
describing tides in the coastal and higher latitudinal regions.
A further update was in the use of a newer version of the ref-
erence model (FES2014) for the residual analysis performed
to create the EOT20 model, which showed significant im-
provements to the previous reference model used, FES2004
(Lyard et al., 2020).

To evaluate the performance of the EOT20 model, valida-
tion against in situ observations and through sea level vari-
ance analysis was done. First, the models performance was
compared with tide gauges and ocean bottom pressure sen-
sors for the eight major tidal constituents. The results sug-
gested that EOT20 showed significant improvements com-
pared to EOT11a throughout the global ocean, with ma-
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jor improvements being seen in the coastal region. Fur-
thermore, when compared to other global ocean tide mod-
els, EOT20 had the lowest overall RSS for the major eight
tidal constituents, In particular, improvements are seen in the
coastal region, where EOT20 shows a reduced RSS of 0.2 cm
compared to the closest model (FES2014). The rms differ-
ences between individual constituents show that EOT20 and
FES2014 show clear improvements for all the tides compared
to the other global models. EOT20 and FES2014 each had the
lowest rms for half of the major tidal constituents presented,
with the largest reduction in rms being seen in the M2 tide
from EOT20. This positive performance was largely driven
by the improved accuracy of the model compared to obser-
vations in the coastal region. In the shelf and open ocean re-
gions, EOT20 was on par with the best tide models in these
regions, DTU16 and FES2014, but there is still room for
improvement compared to the FES2014 model in the open
ocean.

The additional tidal constituents provide valuable data for
the creation of the tidal correction used for satellite altimetry.
The results of these additions show positive results compared
to the FES2014 model, but improvements can still be made in
determining some of these tides, particularly the S1 tidal con-
stituent. Further investigations will be done at DGFI-TUM
into the estimation of additional minor tidal constituents as
well as the optimisation of the current estimations.

The sea level variance analysis continued to show posi-
tive results for EOT20. EOT20 reduced the mean variance
compared to both FES2014 and EOT11a for all three satel-
lite altimetry missions studied. Again, the largest reason for
the improvement was seen in the coastal region with EOT20
showing similar results compared to the other models in the
open ocean regions. These results of the new EOT20 model
suggest that it will serve as a useful tidal correction for satel-
lite altimetry.

Errors resulting from tide models are considered to be one
of the main limiting factors for temporal gravity field de-
termination and the derivation of mass transport processes
(Koop and Rummel, 2007; Pail et al., 2016). In the creation
of EOT20, a first look into the uncertainties of residual tide
estimations was done, but due to the unavailability of uncer-
tainty estimations from the FES2014 model used as the refer-
ence model these uncertainties are incomplete and, therefore,
are not presented. This is a topic of discussion and future de-
velopment that will be assessed in future studies.

As the fields of coastal altimetry and ocean tides develop,
the ideas and methods of improving the EOT model continue
to grow. A clear next step for the EOT model is to assess its
ability to estimate tides in higher latitudes by including more
satellite missions (e.g. CryoSat-2) and to introduce further
data such as synthetic aperture radar altimetry from Sentinel-
3. Furthermore, more recent developments in the estimation
of internal tide models (Carrere et al., 2021) suggest that im-
provements may be made to the estimation of ocean tides
from residual analysis when the internal tidal correction is

applied to the SLA data. These potential avenues of improve-
ment will be addressed in future iterations of the EOT model.

Earth Syst. Sci. Data, 13, 3869–3884, 2021 https://doi.org/10.5194/essd-13-3869-2021



M. G. Hart-Davis et al.: The EOT20 model 3881

Appendix A

Figure A1. The amplitude of the remaining ocean tide constituents provided by EOT20.
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Figure A2. The amplitude of the remaining load tide constituents provided by EOT20. It should be noted that EOT20 does not make an
estimation for the load tides on land.

Figure A3. The rms and RSS of the remaining tidal constituents compared to the tide gauge datasets for both FES2014 and EOT20. A total
of 1059 of tide gauges were used for this analysis only from the TICON dataset due to the availability of appropriate tidal constituents.
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Abstract: Satellite altimetry observations have provided a significant contribution to the understand-
ing of global sea surface processes, particularly allowing for advances in the accuracy of ocean tide
estimations. Currently, almost three decades of satellite altimetry are available which can be used to
improve the understanding of ocean tides by allowing for the estimation of an increased number of
minor tidal constituents. As ocean tide models continue to improve, especially in the coastal region,
these minor tides become increasingly important. Generally, admittance theory is used by most global
ocean tide models to infer several minor tides from the major tides when creating the tidal correction
for satellite altimetry. In this paper, regional studies are conducted to compare the use of admittance
theory to direct estimations of minor tides from the EOT20 model to identify which minor tides
should be directly estimated and which should be inferred. The results of these two approaches are
compared to two global tide models (TiME and FES2014) and in situ tide gauge observations. The
analysis showed that of the eight tidal constituents studied, half should be inferred (2N2, ε2, MSF
and T2), while the remaining four tides (J1, L2, µ2 and ν2) should be directly estimated to optimise
the ocean tidal correction. Furthermore, for certain minor tides, the other two tide models produced
better results than the EOT model, suggesting that improvements can be made to the tidal correction
made by EOT when incorporating tides from the two other tide models. Following on from this, a
new approach of merging tidal constituents from different tide models to produce the ocean tidal
correction for satellite altimetry that benefits from the strengths of the respective models is presented.
This analysis showed that the tidal correction created based on the recommendations of the tide gauge
analysis provided the highest reduction of sea-level variance. Additionally, the combination of the
EOT20 model with the minor tides of the TiME and FES2014 model did not significantly increase the
sea-level variance. As several additional minor tidal constituents are available from the TiME model,
this opens the door for further investigations into including these minor tides and optimising the tidal
correction for improved studies of the sea surface from satellite altimetry and in other applications,
such as gravity field modelling.

Keywords: ocean tides; minor tides; satellite altimetry; tide models

1. Introduction

Investigations of global sea level from satellite altimetry have been done for almost
three decades following the launch of the ERS-1 and TOPEX/Poseidon altimeters in the
early 1990s. Since then, several additional altimeter missions have followed, allowing for
the continued assessment of sea level trends both in the open ocean and in the coastal

Remote Sens. 2021, 13, 3310. https://doi.org/10.3390/rs13163310 https://www.mdpi.com/journal/remotesensing



Remote Sens. 2021, 13, 3310 2 of 15

regions (e.g., [1–3]). However, errors resulting from ocean tide signals continue to affect
the studying of sea surface processes using along-track altimetry.

The launch of the TOPEX/Poseidon mission provided unprecedented global data that
was used to significantly advance the field of global ocean tide modelling (see [4–6]). In
the years that have followed, several empirical ocean tide models have been developed
based on the increased availability of altimeter observations, which has resulted in the
increased accuracy of tidal estimations in the open ocean and coastal regions [5,7]. However,
difficulties remain in the coastal region due to the land-contamination of signals, inaccurate
bathymetry information, and the complex nature of ocean tides closer to the coast. Recent
advances in coastal altimetry, such as the ALES retracker for improved retrieval of coastal
signals [8], has been influential in advancing the accuracy of tidal estimations in the coastal
region [9,10].

One such model that has recently shown significant improvements in the coastal
region resulting from these advances is the EOT20 model. EOT20 is the latest in a series
of global empirical ocean tide (EOT) models produced by residual tidal analysis of multi-
mission along-track satellite altimetry [10]. EOT20 produced an increased consistency with
tide gauges compared to other state-of-the-art ocean tide models, particularly in the coastal
region. EOT20 uses the FES2014 tide model [11] as the reference model for the residual
analysis and can, therefore, provide the full tidal signals of the 34 constituents provided
by FES. In fact, further tidal constituents can be inferred from EOT when assuming that
the reference tidal signals are close to zero. However, difficulties remain, such as the
computational load required to globally estimate tides based on the decades of altimetry,
tidal aliasing, as well as difficulties in accurately estimating very small tidal constituents.
These difficulties mean that providing additional global estimations of tidal constituents is
not as easy as it sounds. A total of seventeen tidal constituents are provided globally by
the EOT20 model [12], with additional minor constituents being inferred via admittance
theory in the creation of the tidal correction.

Minor tides have long been included in the estimation of tidal corrections [13] and play
an important role in the prediction of sea level from satellite altimetry. Their inference from
major tides allows additional constituents to be provided and, therefore, aids in reducing
errors in the tidal correction [14,15]. Furthermore, admittance theory is used in satellite
altimetry analysis to infer tides that cannot be estimated due to noise or tidal aliasing
problems [16]. In the International Earth Rotation and Reference Systems Service (IERS)
conventions [17], a list of tidal constituents are suggested for which linear admittance
of tides in the diurnal and semi-diurnal bands can be done. The concept of admittance,
the relation of the tidal height with respect to the amplitude of the corresponding tide
generating potential for a specific tidal wave [18], is assumed to be a smooth function of
frequency [19]. Based on these assumptions, minor tides can be linearly interpolated for
long-period, diurnal, and semi-diurnal tides [18] according to the formulations presented
in [17].

As stated in Foreman and Henry [14], knowing when to directly estimate minor tides
through least-squares analysis and when to infer them is not easily answered. Since then,
there have been several studies on minor tides comparing direct and inferred estimations
(e.g., [16,20]). However, questions still arise on whether the accuracy of these inferred
tides is sufficient in reducing errors in the altimetry correction. The Reference Ray [16]
showed how, for certain models, the inferred P1 tidal constituent produced better results
compared to the direct estimation, with the opposite being the case for the J1 tide. The
Reference Karbon et al. [20] compared different techniques of inferring minor tides with
the direct estimations of FES2012, and found an RMS difference of less than 0.75 cm, with
higher differences seen in the coastal regions. As we continue to improve the coastal
estimations of tides, these discrepancies between inferred and direct estimations become
increasingly valuable in understanding the errors in ocean tide estimations.

With this in mind, this paper aims to identify the tidal constituents that are required
to be directly estimated during the least-squares harmonic analysis performed on satellite
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altimetry by the EOT model. An evaluation of a new approach of producing the ocean
tidal correction for satellite altimetry by combining the major and minor tidal constituents
of two different tide models is also presented. To do so, the aliasing periods and Rayleigh
criteria for the satellite altimetry missions used are evaluated in Section 2 for all the tidal
constituents available from the FES2014 model.

In Section 3, three regional studies are done comparing the direct and inferred minor
tide estimations, as well as a purely hydrodynamic model and a data-constrained hydrody-
namic model with in situ tide gauge data. Following on from this, the use of these minor
tidal estimations are evaluated in the context of providing the tidal correction for satellite
altimetry. Finally, a summary and outlook are given in Section 4.

2. Data and Methodology

The global EOT20 model showed significant improvements in the estimation of ocean
tides in the coastal and open ocean region compared to other state-of-the-art global ocean
tide models [10]. The EOT20 model is a semi-empirical tide model that is derived from
residual tidal analysis of multi-mission satellite altimetry [21]. EOT20 relies on the FES2014
model [11] as a reference model for which residual analysis is performed to determine the
residual tidal signals. A regional version of the EOT model is compared to both the FES2014
and the TiME global ocean tide models. The FES2014 model is the latest in a series of finite
element solution (FES) global ocean tide atlases that have been produced to serve as a tidal
correction for along-track satellite altimetry [11]. FES2014 is considered to be one of the
leading ocean tide models and, therefore, the provided minor tides can serve as a good
reference point to compare the results of minor tide estimations made by other models
and techniques. The recently updated TiME model presented in Sulzbach et al. [22] is a
numerical tide model that provides a vast number of minor tidal constituents that, when
compared to inferred tides from data-constrained models, has been shown to improve
the accuracy of several minor tides. TiME solves the shallow water equations on a truly
global 1/12◦ grid under consideration of dynamic effects, that are known to exert a critical
influence on tidal oscillation systems. Further profiting from an upgraded bathymetric
map, the obtained open ocean accuracy for the main semi-diurnal lunar M2-tide was found
to be below 3.4 cm with respect to the FES2014 model [22]. Being independent of data
constraints, the model accuracy with respect to the tidal signal only drops moderately for
minor tides, rendering TiME useful for the continued evaluation of smaller tidal signals to
improve the understanding of the full tidal spectrum needed to produce the tidal correction
for satellite altimetry.

2.1. Estimation of Minor Tides Using the EOT Approach

EOT applies the least-squares approach to the harmonic formula to derive the residual
amplitude and phase of single tidal constituents from the observations of the sea-level
anomaly obtained from multi-mission satellite altimetry [10]. Due to the approach being a
data-intensive approach which relies on the input of several decades of satellite altimetry
data in order to make estimations, only 17 tidal constituents are estimated in the global
EOT20 configuration, while FES2014 provides global maps of 34 tidal constituents. The
estimation of additional tidal constituents may be important in improving the accuracy of
the model particularly in the creation of the tidal correction. Therefore, based on the same
residual harmonic analysis performed by the global EOT20 model, the model has been run
to include the same 34 tidal constituents as presented in FES2014 in three different regions;
henceforth, this (R)egional version of the model will be referred to as EOT-R. Regional
studies are preferred over a global study due to the high computational load required
from running a global configuration. The three regions chosen are: the Yellow Sea and
the surrounding ocean, which includes the Japan Sea and East China Sea (henceforth, this
region is referred to as the Yellow Sea); Australia; and New Zealand, which were all chosen
based on their complex coastlines, relatively high minor tide signals, and high variability
between tide models for the major tides [7].
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2.2. Inference of Minor Tides Using Admittance Theory

The concept of admittance, the relation of the tidal height with respect to the amplitude
of the corresponding tide generating potential for a specific tidal wave [18], is assumed to
be a smooth function of frequency [19]. Therefore, several unknown minor tides can be
inferred from the major tides given in global tide models [18].

This inference is valuable, particularly when providing predictions that require the full
tidal spectrum [16,23]. This has resulted in the continued development of techniques and
softwares (examples given in [18] and https://github.com/tsutterley/pyTMD (accessed
on 22 June 2021)) that have been designed to optimise the estimation of these minor
tides. The IERS conventions provide a list of 71 minor tides that can be inferred from the
linear admittance theory [17]. To provide an example of a tide that can be inferred using
admittance theory, the L2 tidal constituent is presented in Figure 1 which is inferred from
the K2 and M2 tidal constituents.

Differences can be noted between the estimations with the modelled amplitudes
matching the amplitudes of the observations for most of the tide gauges, particularly
in the Cook Strait between the two islands. For the relatively complex coastline of the
northern island of New Zealand, however, the amplitude of the inferred L2 tide shows a
clear underestimation compared to the observed L2 tide, while the modelled tides provide
a better estimation. The in-phase (A) and quadrature (B) component of the L2 tide is
inferred as the following:

AL2 =
( fM2 − fL2)

( fM2 − fK2)

HL2

HK2
AK2 +

( fL2 − fK2)

( fM2 − fK2)

HL2

HM2
AM2 (1)

BL2 =
( fM2 − fL2)

( fM2 − fK2)

HL2

HK2
BK2 +

( fL2 − fK2)

( fM2 − fK2)

HL2

HM2
BM2, (2)

with f being the frequency of the tide expressed in cycles per day, while H is the known
tide-generating potential of the constituent.

Using this approach, eight additional tidal constituents were inferred from the EOT20
model based on the ability to be inferred via admittance, as well as the availability of these
tide maps from the respective ocean tide models and the availability of in situ tide gauges
needed to validate the tidal solutions. These constituents are: T2, ε2, J1, L2, µ2, MSF, ν2 and
2N2. For more information about these tidal constituents, please refer to Chapter 6 of Petit
and Luzum [17]. In practice, admittance theory is used to improve the estimation of the
full tidal height [16] and in this application, we apply the admittance theory to validate
the accuracy of this inference compared to in situ tide gauge observations and with direct
estimations from the ocean tide models presented above.

2.3. Aliasing Periods

As the EOT methodology relies on satellite altimetry which only samples the same
locations at varying times based on their orbits (i.e., Jason altimeters sampling the same
position every 9.9156 days and Envisat altimeters every 35 days), the aliasing period of
the tidal constituents should be taken into account to determine whether the empirical
model can provide an appropriate estimation of tidal constituents. The aliasing periods
have been estimated for the Jason-series and the Envisat-series based on the research
conducted by Wang [24], and are presented in Figure 2. When considering the length of
data available from the Jason-series (more than 9000 days) and the Envisat-series (more
than 6500 days), for 32 of the 34 tidal constituents considered the aliasing period does not
have an influence on the determination of these tidal constituents. However, a known
problem in the Envisat-series can be seen for the S1 and S2 tidal constituents in Figure 2.
The altimetry missions that follow the orbit of the Envisat mission are all sun-synchronous,
which means the aliasing period of these two solar tides becomes infinite and cannot be
resolved by these missions alone. However, by incorporating the Jason-series of data that
follow a different orbit, EOT can still provide an estimation of these two tidal constituents.
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Figure 1. The L2 tidal amplitude for (a) EOT-R, (b) Inferred from EOT20, (c) TiME and (d) FES2014 compared to the L2
amplitudes from the tide gauge observations (circles).

Figure 2. The alias period (in days) for all the tidal constituents available from FES2014, with the blue bars indicating the
Jason orbit missions and the red bars representing Envisat orbit missions. The S1 and S2 tidal constituents of the Envisat
orbit have an aliasing period of infinity due to their sun-synchronous orbit.
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Also important in the estimation of ocean tides from satellite altimetry, is the Rayleigh
criteria which provides information on the length of time-series required to separate tidal
constituents of similar angular frequencies [25]. Again, this varies based on the orbits and
repeat cycles of the altimetry missions used, and with that in mind, the Rayleigh criteria
are presented in Figure 3.

In this figure, the lower-left triangle represents the Rayleigh criteria (in days) of the
Jason-series, while the upper-right triangle is that of the Envisat-series. For the Jason-series
of data, the Rayleigh criteria is satisfied for all of the tidal constituents but this is not the
case for the Envisat-series. Focusing on the minor tides that will be investigated later in
this study, the Rayleigh criteria indicates difficulties in estimating the semi-diurnal solar
T2 tidal constituents, as well as the ε2 and MSF tidal constituents. It can, therefore, be
suggested that these tidal constituents may benefit from their inferences from their major
tidal constituents, but inaccuracies in these tides may be compensated by the Jason-series,
for which this is not an issue.

Figure 3. Rayleigh coefficient in days of the Jason orbit (lower-left corner) and the Envisat orbit (upper-right corner)
missions. The maximum time in days seen in the colourbar is chosen to be the temporal extent of the Envisat orbit used in
the EOT model.
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3. Results and Discussion
3.1. Tide Gauge Analysis

Three regional studies were conducted to assess the accuracy and importance of
minor tidal constituents. For each of these regions, the EOT-R, FES2014, and TiME tide
models, as well as tides inferred from the EOT20 model (EOT-I), were compared to tide
gauges obtained from the TICON dataset [26]. TICON is a global tide gauge dataset
derived from the Global Extreme Sea Level Analysis (GESLA) project which provides tidal
constants for individual tide gauges that have been estimated through least-squares-based
harmonic analysis.

The TICON data have been extensively quality controlled and provide all the tidal
constituents available from the FES2014 tide model [26]. Therefore, this tide gauge dataset
is used due to the availability of the appropriate minor tides for which comparisons should
take place between the four tide models. The models are compared to the tide gauges
using root-mean-square differences (RMS) and the root-sum-square (RSS) as presented
in Hart-Davis et al. [10] with the tidal signal estimated following Stammer et al. [7], with
the RMS, RSS, and tidal signal being presented in Figure 4.

For all of the tide gauges presented, EOT-R shows a lower root-square-sum (RSS)
compared to all of the tide models, but there are several constituents where the RMS is
higher than that of the other models (Figure 4d). For the Australia and New Zealand
regions, EOT-R shows a lower RSS compared to all of the tide models and shows relatively
low RMS results for all of the constituents. In the Yellow Sea (Figure 4b), however, EOT-R
shows a relatively poor RMS for the MSF tide, which results in the RSS in this region being
slightly higher than the FES2014 model. Additionally, this is also the only region where
EOT-R shows a higher RMS for the T2 tide compared to both EOT-I and FES2014.

The MSF and T2 tides, as shown in Figure 3, were constituents where the Rayleigh
coefficient for the Envisat missions was not satisfied. In fact, as seen in Figure 4, MSF is
one of two tides where an overall improvement was not seen compared to the reference
tide model, FES2014, indicating that this tidal constituent cannot be accurately determined
via the least-squares analysis done by EOT. This is further confirmed by the RMS results
of the EOT-I for the MSF and T2 tides, where the mean results are lower than that of the
EOT-R model.

The tidal signal of MSF is the lowest of all the tides, indicating known difficulties in
direct estimation of smaller tides from satellite altimetry. The tides used to infer the MSF
tide are the MM and MF tides, while T2 is inferred from the M2 and K2 constituents [17],
which are already processed in the creation of the global EOT20 model and it is, therefore,
recommended that these tides be inferred in order to reduce the influence of any errors
forming from the failure to meet the Rayleigh criteria for Envisat-orbit missions.

The estimation of the 2N2 constituent is the only other tide where EOT-R shows a
higher RMS compared to both EOT-I and FES2014. This tide is provided in the global EOT20
tide model and used in the inference of the ε2 constituent [17] and, therefore, requires
special consideration regarding whether it should or should not be directly estimated via
harmonic analysis. Overall, the RMS of the 2N2 tide from EOT-R is very similar to the
results of both FES2014 and EOT-I, while for the ε2 tide, EOT-R shows slightly improved
results. Based on the relatively high tidal signal of the 2N2 tide, all models do well in
estimating this tide compared to the tide gauges, while for ε2, the models show a relatively
high RMS compared to the signal itself. When inferring ε2 from the inferred 2N2 tide
(not shown), the RMS of the ε2 tide compared to tide gauges is reduced by 0.1 mm and
becomes in line with the RMS of EOT-R and FES2014. This means that the 2N2 and the ε2
tide can be inferred by the EOT model and do not need to be directly estimated through
harmonic analysis.
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Figure 4. The RMS, in cm, of the minor tides from all three regions for the EOT-R, EOT-I, FES2014, and TiME tide models.
The RMS is overlaid above the tidal signals (blue axis) of each individual constituent in each of the regions. The number of
tide gauges for each region is 27 for Australia, 65 for the Yellow Sea, and 12 for New Zealand, with the mean being of all
104 tide gauges.

For the remaining constituents, EOT-I shows significantly larger RMS values compared
to EOT-R. The results for µ2, ν2 and J1 tides are consistent for all of the regions, implying
the inference does not provide an accurate estimation of these tides. These results are
in line with what has previously been shown for the J1 tide in Ray [16]. For the L2 tide,
however, the picture is not as clear. In the Yellow Sea, EOT-I outperforms EOT-R, while
in New Zealand and Australia, the results are vice versa. However, the inferred L2 tide
shows an RMS that is more than double that of the EOT-R in Australia. With this high
RMS, coupled with the overall larger RMS for EOT-I, it is recommended that the L2, as well
as the remaining three tides, be directly estimated by the EOT model. When considering
that EOT-R and FES2014 are optimised for the estimation of tides in the coastal region,
the performance of TiME compared to the tide gauge observations exceeds expectations.
TiME shows the lowest overall RMS for the MSF tidal constituent and is within 2 mm of
the overall RSS estimations of the EOT-I and FES2014 models.

Furthermore, the higher RSS of the TiME model is strongly influenced by poorer
estimations of the L2 and µ2 tidal constituents, while for the remaining constituents, the
RMS of TiME is closer to those of the other models. The high RMS in the µ2 is driven
by larger errors seen in the Australian region, with relatively high errors also seen in the
FES2014 and EOT-I results. For L2, TiME shows consistency in having the highest RMS
value, with this influencing the RSS differences between EOT-I and TiME. With this tide
removed from the analysis, the overall RSS of TiME reduces to be within 0.1 mm of EOT-I.
This suggests that TiME provides valuable minor tide estimations that can potentially be
used to improve the understanding of minor tides, as well as improve tidal corrections.

The results of the tide gauge analysis provide important insight for the estimation of
tides from the current availability of satellite altimetry and, therefore, the EOT ocean tide
model. Coupled with Figure 3, it can be recommended that of the constituents presented,
2N2, ε2, MSF, and T2 tides do not need to be directly estimated during the harmonic
analysis of satellite altimetry. For the remaining J1, L2, µ2 and ν2 tides, it is recommended
to directly estimate these tides when using the approach combining both Envisat- and
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Jason-orbit altimetry missions. For the most part, the results of TiME and FES2014 are
outperformed by the EOT-R model, however, when compared to the inferred constituents,
both models show encouraging results. Therefore, instead of using linear admittance to
infer minor tidal constituents for use in the tidal correction, models such as FES2014 and
TiME could be coupled with the EOT major tides to provide an accurate tidal correction.

3.2. Regional Sea Level Variance Analysis

In this section, the above-mentioned tide models are used to create tidal correc-
tions for satellite altimetry observations. To evaluate the accuracy of the tidal correc-
tions, regional sea-level variance analysis is presented within the three regions described
above. For this, the sea level anomaly (SLA) is estimated for the Jason-2 altimeter follow-
ing the same technique used in Andersen and Scharroo [27] and Hart-Davis et al. [10]:
SLA = H − R − hgeo − MSS, where H is the orbital height, R the range, MSS the mean sea
surface, and hgeo is the geophysical corrections, with the same parameters and corrections
being used as in Table 2 of Hart-Davis et al. [10].

Here, the only variable that is changed is the ocean tidal correction for which four
different tidal corrections were computed. For all of these corrections, the eight minor
tides as presented in Figure 4 are used from the tide models and are combined with the
major tides of the EOT-R model. The use of the major tides from the EOT-R model is kept
consistent so that the SLA variance is only influenced by the minor tides. These major
tides are M2, K2, K1, S2, N2, O1, P1, and Q1, as well as the long-period tides MM, MF,
SA, and SSA. Several additional constituents are available from each model, but these are
chosen based on consistency between models and the ability to infer via linear admittance.
It should also be made clear that there will potentially be small errors resulting from
inconsistencies between model-defined coastlines, as well as variable spatial resolutions.

For each cycle of Jason-2, the SLA was gridded onto a 3-degree grid and, finally, this
was then used to calculate the SLA variance for each of the scenarios created. The SLA
variance differences are then presented for Australia (Figure 5), New Zealand (Figure 6),
and the Yellow Sea (Figure 7) with the mean differences being presented in Table 1.

Figure 5. The sea-level variance differences between the scenarios presented for the Jason-2 altimeter in the Australia region.
The subplots of sea-level variance differences are as follows: (a) modTiME–EOT-R; (b) modTiME–EOT-I; (c) modTiME–
modFES; (d) modFES–EOT-R; (e) modFES–EOT-I; and (f) EOT-R–EOT-I. The figures are designed so that when the colours
are blue, the first model has a lower variance, while when the regions are red, the first model has a higher variance compared
to the second model.
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Figure 6. The same as in Figure 5, but for the New Zealand region.

Figure 7. The same as in Figure 5, but for the Yellow Sea region.
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Table 1. The mean sea-level variance difference (in cm2) estimated for each of the listed scenarios.

Scenario Australia New Zealand Yellow Sea Mean Difference

modTiME–EOT-R 0.081089 0.110182 0.058563 0.083278
modTiME–EOT-I 0.046603 0.075467 0.022314 0.048128
modTiME–modFES 0.010556 0.062240 0.026581 0.033126
modFES–EOT-R 0.076972 0.047942 0.031982 0.052299
modFES–EOT-I 0.036719 0.013227 −0.004267 0.015226
EOT-R–EOT-I −0.040252 −0.034715 −0.037577 −0.037515
EOT-H–EOT-R 0.000348 −0.001323 −0.005408 −0.002128

The results of the regions of New Zealand and Australia show that the inferred minor
tides reduce the variance compared to both TiME and FES2014 ’hybrid’ tidal corrections
(henceforth referred to as modTiME and modFES, respectively), with modFES showing
a reduction compared to modTiME. For the most part, the variance differences are small,
rarely exceeding 0.1 cm2; however, in the coastal region, the modTiME model shows rela-
tively high variances compared to the other model estimations. This is somewhat expected,
due to the FES and EOT models being optimised for the coastal regions. The differences
between modFES and EOT-I are also largely in the coastal regions, with variances being
very similar further away from the coast.

In Hart-Davis et al. [10], improvements were seen in the estimation of tides in EOT20
compared to FES2014 in the coastal region based on the incorporation of the ALES retracker
and the improved coastal representation, while in the open ocean regions, the models
showed similar results for the estimation of tides. Although those results were for major
tides, similar results can be seen here for the minor tides.

For the Yellow Sea region (Figure 7), the mean SLA variance differences between the
models generally decreases, with modFES slightly outperforming EOT-I. Like in the other
two regions, the general strong point for EOT-I is in the coastal region, with the model
differences decreasing further away from the coast. However, in the Yellow Sea, there are,
in fact, certain coastal points where EOT-I, as well as EOT-R, perform relatively poorly. For
example, the grid points at 40◦N and 125◦E, as well as 35◦N and 135◦E show high sea-level
variance for EOT-R and EOT-I and relatively low variances for modTiME and modFES.
This region was where EOT-R was outperformed by FES2014 in the tide gauge analysis
and where EOT-R had the highest RMS for the MSF tide. This suggests that EOT-R is not
providing a good estimation of the minor tides in the sub-regions identified in Figure 7,
which could be caused by either the complexity of these two regions (being areas of several
islands) or the size of the grids used in this analysis. With these two sub-regions removed,
the mean differences between the models of the Yellow Sea show similar results to what
was seen in the Australia and New Zealand regions.

Despite the tide gauge analysis suggesting problematic tides, such as the MSF tide,
it was somewhat anticipated that the minor tides of the EOT-R model would provide an
improved tidal correction, and this has proved to be the case. Compared to the other con-
figurations in every region (Table 1), EOT-R shows a mean reduction in sea-level variance,
although the mean differences only exceed 0.1 cm2 for the modTiME model in the New
Zealand region. There are sub-regions where EOT-R shows a large reduction exceeding
0.2 cm2 compared to both modTiME and modFES; however, overall, the differences remain
small. Furthermore, EOT-R shows a reduction for all of the regions except two grid cells
compared to EOT-I but, again, the differences are minimal. Although EOT-R shows better
results compared to the other models overall, the mean differences between the models
are small, which is driven by smaller variance differences between the models away from
the coasts.

In the coastal regions, EOT-R shows a large reduction in variances compared to the
other models, as well as the inferred tides. These differences could potentially decrease
when larger errors in individual tides, for example in the L2 tide (Figure 4), are addressed
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in the other minor tide estimations. However, this further highlights the importance of
either investigating different techniques to infer the minor tides, or directly estimating
them to provide a better tidal correction in the coastal region for use in sea-level studies
using satellite altimetry.

A final comparison between two tidal corrections is presented in Figure 8. In this
comparison, a tidal correction is created based on the recommendations produced in the
tide gauge analysis on which tides to infer and which tides to directly estimate in the
EOT model, to produce a ’(H)ybrid’ ocean tidal correction called EOT-H. To reiterate, the
tides recommended to infer were 2N2, ε2, MSF, and T2 tides, and those recommended to
directly estimate were J1, L2, µ2, and ν2 tides. The overall mean differences show a reduced
variance for EOT-H compared to EOT-R in both Australia and the Yellow Sea, while EOT-R
showed a reduced variance in the New Zealand region. The variance differences remain
very low and never exceed 0.01 cm2, with the average difference being 0.002 cm2 in favour
of EOT-H (Table 1).

Figure 8. The sea-level variance differences between EOT-R and EOT-H for (a) New Zealand, (b) the Yellow Sea and
(c) Australia. Please note the adjusted color bar compared to Figures 5–7. Here, when the regions are colored red, EOT-R
shows a reduction in SLA variance, while the opposite is the case in blue regions.

Generally, the differences in the coastal region favour EOT-R; however, there are
certain regions where the EOT-H shows a reduction in variance, particularly around 140◦E
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and 15◦S in Australia. The region where there is the highest improvement from EOT-
H is in the eastern coast of Australia, near a western boundary current known as the
East Australian Current. Generally, a higher SLA variance is seen in western boundary
currents [28] resulting from difficulties, among other things, to accurately estimate the
ocean tides in regions of high non-tidal variability [29].

By determining which tides can accurately be inferred and directly estimated, EOT-H
allows for maintenance of the higher accuracy tidal estimations, but also utilises admittance
theory to infer tides where satellite altimetry struggles to do so. The recommendation of
tides to infer and directly estimate, therefore, produces results that are suitable for use in
an ocean tidal correction of satellite altimetry.

4. Summary and Outlook

This paper presented an evaluation of the accuracy of the estimation of minor tidal
constituents and the implications this has on the estimation of the sea level from along-
track satellite altimetry. Furthermore, a new technique of merging constituents calculated
from different models to utilise strengths of individual models was presented. The use
of minor tides is valuable for the estimation of the sea level from along-track satellite
altimetry [13]. For the EOT tide model, estimating minor tides is made difficult due to tidal
aliasing and due to the small signals of these tides which are challenging to detect from
satellite altimetry. Four different tide models were compared to one another: EOT-R which
is a regional model created following the exact configuration of EOT20 [10] simply with
additional constituents; EOT-I which is the minor tides that are inferred from the EOT20
model using linear admittance theory; and FES2014 [11] and TiME [22].

The tide gauge analysis provides valuable insight for the EOT model on which tidal
constituents need to be directly estimated during the harmonic analysis and which tides
can be inferred via admittance theory. Based on these results, it is recommended that the
J1, L2, µ2 and ν2 tides be directly estimated and that the 2N2, ε2, MSF and T2 be inferred.
This will reduce the computational load while still providing an accurate tidal correction
for satellite altimetry. On average, EOT-R outperforms all of the other models, but there
are regions and constituents for which the other models show better results. The results
of the SLA variance analysis showed that the minor tide correction created based on the
recommendations of the tide gauge analysis provided the best results in terms of the tidal
correction. However, the differences between the four different minor tide estimations
are relatively low. Although TiME produced relatively large errors for certain tides, the
results are rather encouraging compared to the FES2014, EOT-R and EOT-I minor tide
estimations, despite being a purely hydrodynamic model and not being optimised for the
estimation of tides in the coastal region. As stated by Sulzbach et al. [22], the accuracy of
the TiME model is lower than that of data-constrained models for major tidal constituents,
but improvements can be seen in certain minor tides, with this being confirmed by the tide
gauge analysis in Figure 4, particularly for the MSF constituent.

Additional factors limit the ability of the estimation of minor tides in the EOT model,
such as errors resulting from the failure to satisfy the Rayleigh criteria for certain tidal
constituents based on the altimetry used. This is somewhat accounted for by combining
multiple satellite altimetry missions, however, certain tides are still challenging to estimate,
as seen in Figures 3 and 4. Furthermore, as EOT is a purely empirical model that relies
on decades of altimetry observations, computational limitations restrict the ability of the
model to globally estimate a large number of constituents. This means that the inference
of tides from major constituents is still used to help reduce these errors. However, the
inference of certain tides is still imperfect compared to direct estimations.

Therefore, EOT may still benefit from the use of the minor tides obtained from the
purely hydrodynamic TiME model, which could increase the number of constituents
available to provide a more complete estimation of ocean tides. However, care should be
taken in developing a technique to merge these two models to optimise the estimation
of the ocean tides and to take into account things such as the different spatial resolutions
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and gridding techniques of the models. Additionally, the numerical models may have
constraints for certain tidal constituents based on their relationships to other tides and,
therefore, the combination of these tides with EOT may result in inconsistencies creeping
into the tidal corrections. Furthermore, the development and implementation of improved
techniques to infer the minor tides from the major tides may also provide better estimations
for minor tides in the coastal regions. These avenues for the improvement of minor tide
estimations will be the subject of future studies alongside the continued development of
the EOT and TiME ocean tide models.

This work additionally serves as a framework to expand into additional regions
and to study more complex tidal constituents. As more satellite altimetry missions are
launched and the current orbits are being continued, for example, via missions such as
Sentinel-6, the number of constituents able to be directly estimated continues to rise. The
Reference Ray [30] demonstrated the ability of satellite altimetry to directly estimate third-
degree ocean tides and showed the importance of these signals for the prediction of ocean
tides. As the coastal altimetry field continues to grow, these smaller tidal constituents
become vital in helping to accurately monitor the changes in the global sea level.
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Abstract
With the continued rise in global mean sea level, operational predictions of tidal height and total water levels have become
crucial for accurate estimations and understanding of sea level processes. The Dutch Continental Shelf Model in Delft3D
Flexible Mesh (DCSM-FM) is developed at Deltares to operationally estimate the total water levels to help trigger early
warning systems to mitigate against these extreme events. In this study, a regional version of the Empirical Ocean Tide model
for the Northwest European Continental Sea (EOT-NECS) is developed with the aim to apply better tidal forcing along the
boundary of the regional DCSM-FM. EOT-NECS is developed at DGFI-TUM by using 30 years of multi-mission along-track
satellite altimetry to derive tidal constituents which are estimated both empirically and semi-empirically. Compared to the
global model, EOT20, EOT-NECS showed a reduction in the root-square-sum error for the eight major tidal constituents of
0.68 cm compared to in situ tide gauges. When applying constituents from EOT-NECS at the boundaries of DCSM-FM, an
overall improvement of 0.29 cm was seen in the root-mean-square error of tidal height estimations made by DCSM-FM, with
some regions exceeding a 1cm improvement. Furthermore, of the fourteen constituents tested, eleven showed a reduction of
RMS when included at the boundary of DCSM-FM from EOT-NECS. The results demonstrate the importance of using the
appropriate tide model(s) as boundary forcings, and in this study, the use of EOT-NECS has a positive impact on the total
water level estimations made in the northwest European continental seas.

Keywords Ocean tides · Numerical modelling · Sea level · Satellite altimetry · EOT

1 Introduction

The ocean is influenced by a variety of physical processes
which create complex circulation structures and variable sea
surface patterns. One of these processes is the motion caused
by the gravitational interaction between the Earth, Sun and
Moon called ocean tides. Ocean tides are a significant con-

Responsible Editor: Alejandro Orfila

B Michael G. Hart-Davis
michael.hart-davis@tum.de

1 Deutsches Geodätisches Forschungsinstitut, Technische
Universität München (DGFI-TUM), Munich, Germany

2 Deltares, Delft, Netherlands

3 Nansen Environmental and Remote Sensing Center,
Bergen, Norway

4 Delft Institute of Applied Mathematics, TU Delft, Delft,
Netherlands

tributor to the circulation andwater levels of the global ocean.
In the coastal regions, events that cause episodic rises in
the sea level, such as storm surges, can be further exac-
erbated when coinciding with high oceanic tides and can
therefore increase the likelihood of coastal flooding (Muis
et al. 2016). For this reason, alongside having high impor-
tance for geodetic and altimetric applications, tides should
be carefully considered to improve our understanding of the
ocean surface and the implications of short- and long-term
sea level rise events (Arns et al. 2017; Intergovernmental
Panel on Climate Change 2022).

The theory of ocean tides is well-known due to the relative
simplicity and predictability of its forcing (Egbert and Ray
2017). The development of the harmonic method (Darwin
1891) allowed for the decomposition of ocean tides into a
finite number of harmonic constants or constituents which
can be estimated and combined to provide predictions of the
full tidal signal (Pugh 1987; Cartwright 1999). In practice,
models of ocean tides do not provide full estimations of the
hundreds of tidal constants due to the computational effort as
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well as the complexity of modelling these constituents. How-
ever, the majority of the ocean tide signal can be derived,
in most regions, from a small number of these constants
termed the major tidal constituents. A study by Egbert and
Ray (2017) demonstrates that 99% of the total tidal vari-
ance can be captured by fourteen harmonic constants and
99.99% of the variance by eighty constants. This demon-
strates the importance of accurately estimating these major
tidal constituents to reduce the overall error in ocean tide
prediction. However, accounting for the additional smaller
constituents, either through direct estimations or inferences
using linear admittance, remains crucial for the full tidal esti-
mations (Hart-Davis et al. 2021b).

Although tides have been studied and observed for hun-
dreds of years, advances in our understanding are continuing
to take place (Woodworth et al. 2021). This is largely due
to the availability of satellite altimetry which allows for a
larger spatial observation of the global sea surface than what
can be provided by in situ measurements obtained, for exam-
ple, from tide gauges. The TOPEX/Poseidon (TP) and Jason
(JA) series of satellite altimeters have provided a consistent
sampling on a tide-favourable orbit for 30 years, which has
allowed for ocean tides in the open ocean to be well studied
during this period (for example, Provost et al. 1995; Ander-
sen 1995; Egbert and Ray 2003; Savcenko and Bosch 2012;
Hart-Davis et al. 2021a). Additionally, data from the Envisat-
ERS-Saral altimeters have provided a large temporal dataset
on a constant orbit that is different to that of the TP-JA orbit.
When these data are combined and used in empirical models,
there has been an overall improvement in the tidal estimations
(Hart-Davis et al. 2021a).

Recent developments in tidal modelling have continued
to improve our understanding of global ocean tides (Lyard
et al. 2021). Although the estimation of open ocean tides
is relatively reliable, largely thanks to the previously men-
tioned availability of satellite altimetry, weaknesses continue
to remain in the coastal and shelf regions (Stammer et al.
2014). Land contamination of satellite altimetry data nearer
to the coast and poorly resolved bathymetry products are key
culprits to these weaknesses, not to mention the complex-
ity of tides in the coastal regions. Satellite altimetry-derived
empirical ocean tidemodels benefit fromdevelopmentsmade
in the field of coastal altimetry, with clear evidence being
shown in two recent publications (Cheng and Andersen
2017; Hart-Davis et al. 2021a), with the latter demonstrat-
ing the importance of the retrieval of data closer to the
coast, made possible by the use of the ALES retracker (Pas-
saro et al. 2014). As these tide models continue to improve,
they become more valuable as corrections within coastal
altimetry applications, but these improvements serve sev-
eral different applications. One such application is the use of
these tide models as boundary forcings for operational ocean
models, which rely on tide models to account for the tidal

influence which is crucial in terms of improving the model
accuracy.

One such operational model is a series of hydrodynamic
models for the Northwest European Shelf developed for the
DutchDirectorate-General for PublicWorks andWaterMan-
agement (Rijkswaterstaat) (Goede 2020). The latest model,
the Dutch Continental Shelf Model in Delft3D Flexible
Mesh (DCSM-FM), has been developed using the state-
of-the-art unstructured hydrodynamic modelling software
Delft3D Flexible Mesh Suite (Zijl and Groenenboom 2019;
Kernkamp et al. 2011). Previous generation models were
specifically aimed at operational forecasting of water levels
under daily storm surge conditions and were schematized as
depth-averaged 2D tide-surgemodels (Zijl et al. 2013, 2015).
This latest generation model has been proven to be suitable
for a wider range of applications such as water quality and
ecology studies, oil spill modelling, search and rescue and
providing three-dimensional boundary conditions of salinity
and temperature for detailed models. The high value of water
level forecasting within DCSM-FM underlines the impor-
tance of providing appropriate tidal boundary forcings,which
play a significant role in determining the accuracy of themodel.

The aims of this manuscript are two-fold: the first is to
develop a regional high-resolution version of an empirical
ocean tide model that improves on the global configuration
with respect to in situ measurements and provides additional
tidal constituents previously not included. The second aim
is to apply this improved regional tide model to the hydro-
dynamic model DCSM-FM at the boundaries to improve the
model’s estimation of the tidal height and total water lev-
els with respect to in situ measurements along the northwest
European continental shelf. The manuscript is structured as
follows: a detailed description of the developed regional
Empirical Ocean Tide for the North European Continental
Shelf (EOT-NECS) model, as well as the presentation of
an updated tide gauge dataset (TICON-3), is presented in
Section 2. The EOT-NECS model is then validated against
these tide gauges and,where appropriate, is contrasted to both
EOT20 and the FES2014 tide models in Section 3. In Sec-
tion 4, DCSM-FM is described before several experiments
are presented and evaluated that aim at improving the mod-
els’ tidal height and total water level estimations. Finally,
a conclusion is made based on both of the aims mentioned
above, and potential further developments which would ben-
efit DCSM-FM are discussed.

2 Data andmethodology

2.1 EOT-NECS

The EOT20 model provided a valuable global ocean tide
product that has proved to be useful for the field of satellite
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altimetry, particularly in its use in the tidal correction (Hart-
Davis et al. 2021a). Through the continued use of the model
as well as user feedback, several avenues were identified
that would benefit the accuracy of the model. The most
obvious initial addition to the Empirical Ocean Tide (EOT)
model configuration is the inclusion of several additional
satellite altimetry missions. These altimeter datasets are the
Sentinel-3A (S3A), Sentinel-3B (S3B), Saral (SA), Saral
drifting phase (SDP) and Sentinel-6A (S6A) missions, the
latter being the latest extension of the long-standing TP-JA
orbit (an overview of the missions used and their respective
time-period is provided in Fig. 1). There is additional value in
the inclusion of the SA altimeter which continues the orbit of
the ERS-Envisat (ER-EN) missions also previously included
inEOT20; however, due to the sun-synchronous orbit of these
missions, also for S3A and S3B, these orbits cannot be used
alone to derive a full estimation of the ocean tides.

The additional altimetry missions provide new orbits into
the model (Fig. 2), which are appropriate for optimising the
weighted sea-level anomaly (SLA) estimations for each node
of the EOT configuration. Using these data, two EOT mod-
els are created: (1) a purely empirical model made out of
only satellite altimetry data and uses no reference tide model
to correct the SLA data and (2) a residual tide model based
on using the FES2014 as a tidal correction for the SLA data.
These twomodels follow the samemethodology described in
Hart-Davis et al. (2021a). The SLA data were obtained from
along-track altimetry by applying the altimetry corrections
listed in Table 2 of Hart-Davis et al. (2021a). Additionally,
the model configuration was refined to more accurately deal
with the instrument error from the altimetry observations and
improve the outlier detection to allow for more reliable input
data used in the tidal analysis. These two refinements are
important points to account for the difficulties of sea level
retrieval from satellite altimetry (Cipollini et al. 2017). These
were identified as points of improvement in EOT20 since it is

clear that when not appropriately accounted for, outliers and
errors in SLA data will negatively influence the amplitude
and phase determinations of tidal constituents. As described
in Savcenko and Bosch (2012) and Hart-Davis et al. (2021a),
a variance component estimation (VCE) is also conducted
within EOT to allow for the combination of different mis-
sions by weighting each mission based on their variances
calculated for each node using an iterative process. In addi-
tion, all the missions used were cross-calibrated and adjusted
to each other by applying radial corrections (Bosch et al.
2014).

Once completed, the tidal analysis is conducted on the
resultant SLA observations to estimate the harmonic con-
stants of individual constituents of interest. Due to the
resultant tidal estimation being the sum of the ocean and load
tide contributions, known as the elastic tide, a final step to
separate the ocean and load tide contributions is done follow-
ing the technique presented in Cartwright and Ray (1991);
Savcenko and Bosch (2012); Hart-Davis et al. (2021a), with
only the ocean tide component being of interest for the rest
of this study.

The models are gridded onto a 1/16 degree spatial resolu-
tion, which is an increased spatial resolution relative to the
global EOT20 model (1/8 degree). A total of 42 constituents
for both model versions are estimated. These constituents
were chosen based on the requirements of thework presented
later in this publication; however, these tideswere alsowithin
the capabilities of the altimetry data used to make the tidal
estimations. The twomodel versions allowed all constituents
available in the reference tide model, FES2014, to be taken
and additional constituents not containedwithin theFES2014
atlas to be estimated as purely empirical estimations. This
combined residual and empirical set of constituents resulted
in the Empirical Ocean Tide model for the Northwest Euro-
pean Continental Sea (EOT-NECS). The list of constituents
used is the same as those presented in Section 4.

Fig. 1 The satellite altimetry data used in EOT-NECS, taken fromOpe-
nADB (https://openadb.dgfi.tum.de/en/). The missions presented with
the same colours are those that follow the same orbit. Note for the final

version of EOT-NECS data up until 2022-10-31 is used, indicated by
the black vertical black line within the plot
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Fig. 2 The spatial coverage of the altimetry data used in the (a) EOT20 and (b) EOT-NECS tide models

Limitations can be placed on the estimation of certain
tides if the orbit of the satellites are not able to properly
resolve certain tidal constituents. The ER-EN-SA and the
S3A/S3B orbit missions, for example, are not able to make
estimations of the solar tides (S1, S2, etc) based on their
sun-synchronous orbits. The aliasing period, the length of
data required to estimate individual constituents based on the
respective orbits of themissions, is also important to consider
when including altimetry missions which have been provid-
ing data for a relatively short period. All 42 constituents can
be safely estimated following the Rayleigh criteria follow-
ing the technique presented in Smith (1999)with the resultant
calculations shown in Fig. 11 in the Appendix.

2.2 Tide gauge validation dataset

Tide gauges provide valuable data for the validation of ocean
tidemodels. Using theGESLA-2 tide gauge dataset, a dataset
of TIdal CONstants (TICON) was produced in Piccioni et al.
(2019). In late 2021, an update to the GESLA dataset called
GESLA-3 was produced which quadrupled the number of
globally available tide gauges (Haigh et al. 2022). Based
on this, an update to TICON, termed TICON-3, was done,
which increased the number of tide gauges and maintained
the same 40 constituents included in the previous version

of the dataset (Hart-Davis et al. 2022a). A total of 3471
tide gauges are now available within the TICON-3 dataset,
with additional information being included from the provided
GESLA-3 files about whether the tide gauge is a coastal, lake
or river tide gauge. Figure3 demonstrates the global distribu-
tion of TICON-3 and the subset in the north European shelf
used to validate the developments of EOT-NECS model.

Although the GESLA-3 updated dataset includes 5119
tide gauges, several of these have a relatively short time series
(less than 1 year) which does not meet the requirements of
data required in the TICON processing to have at least 1 year
of continuous data. Furthermore, there are several duplicated
tide gauges which is a result of obtaining data from multiple
data sources. In TICON-3, these gauges remain within the
dataset to allow users themselves to distinguish which data
sources they would like to use. In this study, duplicated tide
gauges are removed from the analysis to reduce impacts on
the estimated mean statistics. Additionally, for some of the
minor tides estimated, not all tide gauges may be appropriate
based on the length of available time series. Again, these data
remain within the TICON-3 dataset; however, care should be
taken when interpreting the resultant estimations for these
minor tides. In this study, when validating the minor tidal
constituents, only gauges with at least 5 years’ worth of data
are used to account for potential errors that may occur in
shorter time series.

123



Ocean Dynamics

Fig. 3 The global distribution of
tide gauges within the TICON-3
dataset, with a subplot shown to
demonstrate the tide gauges
used to validate EOT-NECS.
The coloured dots represent the
M2 amplitudes estimated at the
individual tide gauges, while the
background plot shows the M2
amplitude from EOT-NECS

3 Validation of EOT-NECS

The TICON-3 dataset, which contains 389 tide gauges in the
domain of interest (Fig. 3), is used to validate the results of
the developed EOT-NECS compared to both FES2014 and
EOT20 (Fig. 4). Here, the root-mean-square error (RMS) for
constituents and the root-square-sumerror (RSS) for the eight
major tides are compared, following the techniques presented
in Stammer et al. (2014) which uses the modelled amplitude
(Am) and phase (pm) and the observed amplitude (Ao) and
phase (po) for each constituent to determine the RMS as
follows:

RMS =
√
(Ao. cos(po)−Am . cos(pm))2+(Ao. sin(po)−Am . sin(pm))2,

(1)

and then the RSS is estimated for each tide gauge based on
the RMS of the eight major tides.

RSS =
√∑

RMS[M2,S2,K1,K2,N2,P1,O1,Q1]. (2)

For each tide gauge, the RSS and RMS were estimated
and are presented in both Figs. 4 and 5. For each of the major
tides, there is an overall mean improvement in EOT-NECS
compared toEOT20with an averageRSS improvement being
0.678 cm, with this being seen in the majority of tide gauges
in the domain. This is somewhat expected based on the exten-
sion of the TP-JA orbit with the incorporation of additional
data from Jason-3 as well as the inclusion of the recent
Sentinel-6A. This extension means that the TP-JA orbit is
sampled for 30 years allowing for a reliable estimation of
the major tidal constituents and the additional estimation of
some of the minor tidal constituents. Based on these results,

the extension of the previously used altimetry datasets, the
incorporation of new altimetry data and the improved spatial
resolution of themodel benefit the resultant tidal estimations.

In Fig. 5, the RMS of additional constituents is presented.
Tides available in EOT20 continue to improve in the EOT-
NECSmodel except for the SA tide, which showed a slightly
degraded RMS. EOT-NECS improves the estimates for all
constituents compared to FES2014 besides the NU2 tide,
which shows a higher mean RMS. For the constituents where
FES2014 does not contain data, these constituents in EOT-
NECS were derived from purely empirical estimates and do
not benefit from the use of the FES2014 reference model in
the coastal region. Several of these constituents, which are
minor tidal constituents having small tidal signals compared
to the major tides and a small contribution to the overall tidal
signal, have relatively high RMS values compared to tide
gauges. These tides are difficult to estimate directly from
satellite altimetry data based on their small signals com-
pared to the noise of altimetry data retrieval, particularly in
the coastal regions. However, these tides are not available in
empirical estimations and were sources of errors in DCSM-
FM, making them prime candidates for experimental testing
later on in this study.

Of particular interest is the inclusion of theMA2 andMB2
constituents which can reach relatively large amplitudes in
certain regions both globally and within the region of inter-
est (Ray 2022). To the best of our knowledge, these tides are
not available in any global empirical ocean tidal atlases that
could be used in this region, at least none that are publicly
available, which motivated their incorporation into the EOT-
NECSdevelopments and, eventually,withinDCSM-FM.The
tide gauges in this region indicate a mean tidal amplitude of
1.61 cm and 1.15 cm for the MA2 and MB2 constituents,
respectively, reaching up to 10.30 cm and 8.69 cm, respec-
tively. Considering the relatively small amplitudes, the RMS
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Fig. 4 (a) RMS against 389 tide gauges in the North-West European Coastline of the eight major tidal constituents. (b) RSS difference between
EOT20 compared to EOT-NECS. Blue indicates a lower RSS for EOT-NECS, and red indicates a higher RSS

differences of EOT-NECS are relatively high for these two
constituents, exceeding 1cm on average. However, despite
this, we expect the open ocean estimation of these tides to
be better relative to the coastal region, and therefore, these
two tides are still appropriate for testing as a tidal boundary
forcing.

In the production of EOT20, a first look at uncertainties
was conducted by estimating the variance factor of themodel.
This so-called variance of unit weight (see Bähr et al. 2007,
for example) is determined during the VCE by evaluating
the weighted sum of squares of the residuals for each node
of the model based on the input altimetry datasets. Based
on the results of the VCE, a variance factor can be deter-
mined for each node of the model and can be complemented
with the tide gauge analysis to evaluate whether the tidal
estimations are improving. Although this quantity does not
represent the full model uncertainties, due to the absence of
uncertaintymetrics in FES2014, it provides valuable insights
especially to assess performance differences between differ-
ent model versions when combined with the full in situ tide
gauge validation.

It is expected that if the variance factor of EOT-NECS
decreases with respect to EOT20, the estimations of EOT-

NECS are improved. To test this, the percentage vari-
ance factor difference is estimated following varDI FF =
((varEOT 20 − varEOT−NECS )/varEOT 20).100, with the results
presented in Fig. 6. Throughout the model domain, there is
a reduction in uncertainties in the updated model configura-
tion. Larger variance reductions are seen in regions of large
tidal ranges, particularly in the Bay of Biscay, the English
Channel and the Irish Sea. The variance differences further
cement the idea that the changes made to the EOT model
have an overall positive impact on the estimation of tides.

4 Using EOT-NECS as boundary forcing of
DCSM-FM

4.1 Description of DCSM-FM

The Dutch Continental Shelf Model in Delft3D Flexible
Mesh (DCSM-FM) covers the Northwest European Conti-
nental Shelf from 15◦W to 13◦E and 43◦N to 64◦N. The
model has beendeveloped in theDelft3DFlexibleMeshSuite
(Kernkampet al. 2011),which allows for an unstructured grid
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Fig. 5 RMS validation against TICON-3 for additional tidal constituents available from EOT-NECS. The RMS differences, where applicable, are
compared to available constituents from EOT20 and FES2014

Fig. 6 The percentage variance factor change of EOT-NECS with
respect to EOT20 as determined from the VCE described in (Savcenko
and Bosch, 2012; Hart-Davis et al., 2021a). A reduction in variance is
shown as blue, and an increase is red

approach. The grid of the horizontal schematization has an
increasing resolution from 4 nm (nautical miles)/7.408 km in
deep oceanic waters to 0.5 nm/0.926 km in shallow coastal
waters and the southern North Sea. Refinements with a fac-
tor of 2 by 2 are placed at roughly the 800m, 200m and
50m isobaths which ensures the grid cell size scales with
the square root of the depth to limit variations in the wave
Courant number.

The model bathymetry is derived from the bathymetric
data of EMODnet Bathymetry Consortium (https://www.
emodnet-bathymetry.eu/EMODnet Bathymetry Consortium
2020) and the Dutch Directorate-General for Public Works
andWaterManagement (Rijkswaterstaat).Depths arewritten
to the grid nodes based on the average value of the datawithin
a surrounding area of the size of the corresponding grid cells.
Other geometric information, such as dry areas, thin dams
and weirs, are based on the World Vector Shoreline (https://
shoreline.noaa.gov/) and data by Rijkswaterstaat. For the
bottom roughness, a spatially varying Manning roughness
coefficient is used. TheManning roughness coefficient varies
from 0.012 to 0.050 s/m1/3. This value is calibrated for mul-
tiple areas within the model domain to obtain an optimal
water level representation. The method used is explained in
Zijl et al. (2013). For this calibration, simulationswith the 2D
depth-averaged model were conducted for 2017 to converge
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the model results to water level observations at more than
200 tide gauges within the model domain (Zijl et al. 2013).

The spatial forcing of the air-sea momentum flux in the
model is taken from the ERA5 reanalysis dataset by ECMWF
(Hersbach et al. 2017). For consistency with the atmospheric
boundary layer in ERA5, the same temporally and spatially
varying Charnock coefficient is used for the air-sea momen-
tum exchange. In the 3Dmodel, additional spatial forcing for
the heat flux is included fromERA5. To account for the radia-
tive heat fluxes, the surface net solar (short-wave) radiation
and the surface downward long-wave radiation have been
imposed, while the surface upward long-wave radiation is
computed based on the modelled sea surface temperature. In
addition, freshwater discharges at 847 locations are included
as monthly mean discharges based on climatology from E-
HYPE (Hackett et al. 2013). At the open boundaries, water
levels are forced as a combination of different components,

with the amplitude and phases of tidal constituents being
included (see Fig. 7 for an illustration of the S1 tide). Cur-
rently, these tides have been taken from a combination of
the DCSMv6, GTSMv4.1 and FES2014 models (Table 1).
Based on the information provide by themodels, a tidal water
level signal is constructed within Delft3D Flexible Mesh as
a combination of simple harmonic constituent motions. To
determine this signal, the nodal amplitude factor and astro-
nomical argument are automatically re-calculated every 6h.
In addition, tide-generating forces within the model domain
are included. These forces are based on the gravitational
forces of the terrestrial system on the water mass. Further-
more, an estimation of offshore surge levels is included by the
addition of an inverse barometer correction (IBC) based on
the local atmospheric pressure. Lastly, a daily mean sea sur-
face height is forced to include the density-driven effects or
themeandynamic topography (MDT) at the boundaries taken

Fig. 7 The position of the lateral boundaries of the DCSM-FM model
where the model is tidally forced. In this figure, the background is the
EOT-NECS S1 tidal amplitude with the markers indicating the posi-
tion of the boundary and the associated amplitude. (b) demonstrates the

amplitude (cm) and phase (degrees) along the boundary of EOT-NECS.
The white dotes in (a) correspond to the the respective boundary points
which are to be used as reference for (b)
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Table 1 The list of constituents and their associated angular frequency
[◦/h] used on the boundaries to force DCSM-FM, with original sources
taken either from DCSMv6, GTSMv4.1 or FES2014. The column
‘Experiment’ describes the respective experiment where these tides are
replaced with those from EOT-NECS. The + is used for the SA tide,
which for the 2Dmodel version uses DCSMv6while the 3Dmodel uses
FES2014

Tide Angular frequency Source Experiment

SA 0.041069 DCSMv6 + 3D-DCSM

SSA 0.082137 FES2014 DCSM-D

MM 0.544375 FES2014

MSF 1.015896 FES2014

MF 1.098033 FES2014

MFM 1.642408 FES2014

MSQM 2.113929 FES2014

2Q1 12.85429 GTSMv4.1 DCSM-D

SIGMA1 12.92714 GTSMv4.1

Q1 13.39866 FES2014

RHO1 13.471515 N/A DCSM-C

O1 13.94304 FES2014

NO1 14.49669 GTSMv4.1

PI1 14.91786 GTSMv4.1

P1 14.95893 FES2014

S1 15 FES2014 DCSM-B

K1 15.04107 GTSMv4.1

LABDA2 15.51259 FES2014 DCSM-D

J1 15.58544 FES2014

EPSILON2 27.42383 FES2014

2N2 27.89535 FES2014

MU2 27.96821 FES2014 DCSM-D

N2 28.43973 GTSMv4.1

NU2 28.51258 FES2014 DCSM-D

MA2 28.943036 N/A DCSM-C

M2 28.9841 GTSMv4.1

MB2 29.025173 N/A DCSM-C

MKS2 29.06624 FES2014 DCSM-D

L2 29.52848 FES2014 DCSM-D

T2 29.95893 FES2014 DCSM-D

S2 30 FES2014

R2 30.04107 FES2014

K2 30.08214 GTSMv4.1

ETA2 30.62651 GTSMv4.1

M3 43.47616 GTSMv4.1

N4 56.87946 FES2014

MN4 57.42383 GTSMv4.1

M4 57.96821 FES2014

MS4 58.9841 GTSMv4.1

S4 60 FES2014

M6 86.95231 FES2014 DCSM-D

M8 115.9364 FES2014 DCSM-D

from the reanalysis dataset with theGLORYSmodel (https://
doi.org/10.48670/moi-00021) as provided by the Coperni-
cus Marine Environment Monitoring Service (CMEMS).
Also, three-dimensional dailymean salinity, temperature and
advection velocity data from the same source are forced at the
open boundaries. In the 2D depth-averaged model, these last
three forcings are not directly forced but indirectly included
by spatially forcing the difference between the multiyear
mean water level field computed by a 2D and 3D version
of this model.

4.2 The impact of EOT-NECS on the 2D DCSM-FM

To evaluate the importance of including certain individual
tidal constituents at the boundary forcings of DCSM-FM,
several versions of the 2D configuration were run. These
experiments assess the impacts of adding individual or
groups of constituents on the overall accuracy of the model.
Each of the 2D model simulations was run for a total of 5
years from 1st January 2013 to 1st January 2018, with the
resultant estimated individual constituents and the total tidal
heights and total water levels being the subject of evalua-
tion within this study. The selection of which constituents to
include in the experimentswas based on the previousDCSM-
FM versions which identified these constituents as being
highly erroneous or constituents that were not previously
available from other model estimations. Three model simu-
lations are compared to a reference simulation of DCSM-FM
(DCSM-A), which contains the constituents listed in Table 1,
except for theMA2,MB2andRHO1constituentswhichwere
previously not forced at the boundary. The original ‘Source’
of constituents is described within Table 1.

The experiments are as follows: (A) being the reference
run; (B) the S1 constituent from EOT-NECS is used; (C) the
previously not included MA2, MB2 and RHO1 constituents
are added from the EOT-NECS model; and (D) constituents
that were previously available from other tide models are
replaced by theEOT-NECSmodel constituents based on their
relative accuracy compared to in situ tide gauge valuations (a
breakdown of the constituents is given in the ‘Experiment’
column of Table 1). The experiments are designed to build on
the previous experiment, as constituents continue to be used
in the following experiments, i.e. DCSM-C also uses the S1
tide from EOT-NECS used in DCSM-B, and DCSM-D uses
those from the DCSM-C experiment.

The first experiment was to test the impact of the S1 tidal
constituent from the EOT-NECS model compared to using
the FES2014 S1 tide on the accuracy of the model rela-
tive to tide gauges (Fig. 8A). This model version is termed
DCSM-B. At the boundaries, the S1 tidal constituent showed
relatively large differences between EOT20 and FES2014
and, within the reference simulation of DCSM-A, showed
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high RMS values for both amplitude and phase compared to
in situ tide gauges. Along the boundary of DCSM-FM, the
mean difference between the amplitude and phase of EOT20
andFES2014 is 0.25 cmand5.31◦ respectively.When includ-
ing the S1 tide from EOT-NECS, the predicted S1 improves
with respect to tide gauges (Fig. 8I). This improvement is
particularly strong along the Dutch coastline, with the RMS
reducing by 3.16mm relative to the tide gauges in this region,
with the rest of the domain having a reduction of 1.52 mm.
Considering that the S1 tidal signals at these tide gauges (esti-
mated following Stammer et al. 2014) are 7.19 mm, this is
a median improvement of 28.10% and 43.95% overall and
along the Dutch coastline, respectively.

The replacement of the S1 tide within DCSM-B does
not have a major influence on other tides, no constituent
changes by more than 1%. The RSS was estimated from
all the tidal constituents that were forced at the boundary as

seen in Table 1, except for the MA2, MB2 and RHO1 con-
stituents which were previously not used to force DCSM-A.
The mean RSS reduction relative to DCSM-A of the MA2,
MB2 and RHO1 constituents (Fig. 8E) was 1.91 mm. More
importantly, when assessing the influence that the S1 tide
has on the tidal and water height levels estimated by DCSM-
B, a mean RMS reduction of 2.21 mm and 1.73 mm was
seen, respectively. This reduction in RMS in the DCSM-B
tidal and water level estimations is consistent throughout the
entire domain of DCSM-FM.

Based on being identified as highly erroneous constituents
within the DCSM-A simulation results, the second experi-
ment (DCSM-C) involved three additional tides from EOT-
NECS which were previously not included in the boundary
forcing of DCSM-FM: MA2, MB2 and RHO1. It is impor-
tant to emphasise that these constituents have been added to
the constituents used in the DCSM-B experiment, i.e. S1

Fig. 8 The RSS of all the constituents tested in each version of DCSM-
FM. A to D represent the different DCSM-FM experiments, while E
to H describe the differences between the versions. I presents a table

of the RMS differences (in mm) between the different experiments of
individual constituents, with only constituents with an absolute RMS
difference of more than 0.5 mm shown
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from EOT-NECS is also used, and therefore, results will
be contrasted to the results of DCSM-B and not DCSM-A.
In DCSM-A, these tides demonstrated high RMS errors for
these constituents of 5.80 cm and 1.61 cm respectively while
RHO1 has an RMS error of 0.31 cm.

In this region, themaximumtidal signal estimatedbyEOT-
NECS for the MA2, MB2 and RHO1 tides is 1.52 cm, 1.85
cm and 0.86 cm, while the mean tidal signal is 0.23 cm, 0.24
cm and 0.10 cm. In DCSM-C, all three of these tides show
an improvement in their estimation with respect to DCSM-
B (Fig. 8I). This improvement is consistent throughout the
entire domain, with the Irish Sea and the Dutch-German
coastlines being the regions with the greatest improvement
for all three tides.When considering the tidal signals of these
tides, all exceed a 20% improvement, with RHO1 improving
by 52%. These results highlight the benefit of incorporating
these tides from EOT-NECS at the boundary of DCSM-FM.

When estimating the RSS from all the constituents,
DCSM-C has a mean reduction of 0.41 mm relative to
DCSM-B, with improvements seen throughout the domain.
The estimated total tidal andwater height had a reducedRMS
in DCSM-C of 0.24 mm and 0.21 mm, respectively. The
magnitude of the reductions varies between regions, with the
Bay of Biscay and Irish Sea showing a 0.60 mm and 0.39
mm reduction in tidal height RMS and a 0.63 mm and 0.33
mm reduction in total water level RMS, respectively. For the
Skagerrak Strait, a negligible increase of 0.03 mm in RMS
for both tidal height and total water levels.

The final experiment, DCSM-D, was to switch out some
constituents already within DCSM-A with some now avail-
able from EOT-NECS. This was decided based on their
performance with respect to tide gauges in Fig. 5, their abil-
ity to be reliably estimated from satellite altimetry (Fig. 11)
as well as being tides where DCSM-A contained a relatively
large errors. The chosen ten constituents were, again, added
to those from the DCSM-C experiment. Unlike the previ-
ous experiments, which all resulted in positive impacts for
each of the tides tested, for some tidal constituents, DCSM-D
demonstrated a degradation relative toDCSM-C. The biggest
two negative impacts were the MU2 and NU2, whose mean
RMS values increased (Fig. 8I) consistently throughout the
domain. In Hart-Davis et al. (2021b), these two tides were
highlighted as tides that were not suitable to be directly esti-
mated from along-track satellite altimetry within the EOT
configuration for certain regions. Instead, it is recommended
to obtain these tides from linear admittance or from a numer-
ical model. In this study, they were included to provide a
different test to those presented in Hart-Davis et al. (2021b).
However, from these results as well as those presented in pre-
vious studies, it is clear that the MU2 and NU2 tides should
not be directly estimated, at least not currently, within the
EOT configuration. Instead, either linear admittance (Egbert
and Ray 2017; Ray 2017) or a numerical model should be

used to estimate MU2 and NU2, such as in the DCSM-A
case where FES2014 was used. The only other tide with sig-
nificant negative impacts is M8. Relative to this tide’s tidal
signal, 5.91 mm, an increase in RMS of 9.71% was seen;
however, the negative result of this tide is region-dependent.
When removing theSkagerrakStrait from the analysis,which
accounted for most of the mean RMS increase of 1.58 mm,
the RMS differences became negligible.

Mean RMS improvements were seen throughout the
domain for theSSA,MKS2,T2 andM6constituents (Fig. 8I).
For the L2 and 2Q1 tides, negligible differences (<0.05 mm)
between DCSM-C and DCSM-D were seen. Interestingly, in
this simulation, a constituent that was not changed improved,
namely the M2 tide. However, these changes relative to the
tidal signal in this region, which can exceed 300cm, should
be considered insignificant, despite the positive result. The
meanRSSdifferences betweenDCSM-CandDCSM-Dwere
also negligible, being below 0.27 mm on average. However,
this is predominantly driven by errors in the NU2 and MU2
constituents. As shown in Fig. 8G, despite the influence from
MU2 and NU2, there are still certain regions where the RSS
is improved.When these two tides are removed from the RSS
estimation, there is a mean reduction of 2.03 mm, with this
consistent throughout the domain (see Appendix Fig. 12).

For the total tidal and water height, both estimations show
an improvement of 0.49 mm and 0.52mm relative to DCSM-
C, respectively. There were larger reductions in RMS in the
Dutch and German coastlines, with an average of 0.98 mm in
the tidal height and 1.01 mm in total water height in DCSM-
D with respect to DCSM-C. As expected, regions where the
M8, MU2 and NU2 errors are larger have a negative impact
on the tidal and water height estimations. In the Skagerrak
Strait, negative differences of 0.50 mm for the tidal height
and 0.37 mm for the total water height were seen.

The overall change from DCSM-A to DCSM-D (Fig. 8H)
was a 0.85 mm reduction in RSS, with this increasing to 2.61
mmwhen theMU2 and NU2 tides are removed from consid-
eration. The overallmean improvementmade fromDCSM-A
to DCSM-D based on tidal height and the total water level
was 0.29 cm and 0.25 cm, respectively (Fig. 9) based on these
experiments, which is a significant improvement made to
the tidal estimations particularly based on errors in model
derived tidal constituents exceeding 4cm in the coastal region
(Lyard et al. 2021; Hart-Davis et al. 2021a), also shown in
Fig. 4. When considering that the mean sea level rise esti-
mated from satellite altimetry in theNorth Sea is 2.6mm/year
(Dettmering et al. 2021) and errors in tidal estimates are a
large contributor to the uncertainty of water level estimates
(van de Wal et al. 2019; Prandi et al. 2021), these reductions
in the overall error of tidal height and water level estimations
within the model are crucial, particularly when considering
that these constituents are considered minor tides, having
much smaller contributions to the overall tidal height. In
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Fig. 9 The overall RMS changes with respect to tide gauge observations in both tidal height (a) and water levels (b) estimations from DCSM-A
to DCSM-D. A blue value indicates a higher RMS in DCSM-A, while a red value indicates a higher RMS in DCSM-D

some regions, the overall improvements made to the model
in the Bay of Biscay, the English Channel and the Irish Sea
even surpass 1cm (see Fig. 9). These improvements made to
DCSM-FM, also along the Dutch coastline which is the main
area of application of the 2D model, demonstrate the posi-
tive impact of the appropriate tidal forcing on the model’s
performance.

4.3 The impact of EOT-NECS on the 3D DCSM-FM

To evaluate the influence of these tidal constituents on the
3D version of DCSM-FM, two 3D model versions were run
for a 1-year period, from 01 January 2017 to 01 January
2018. The first model version was a reference model (3D-
DCSM-REF) that incorporated no tidal constituents from
EOT-NECS, while the second model version included all the
constituents from EOT-NECS that were used in DCSM-D
of the 2D experiments (all the constituents listed mentioned
in ‘Experiment’ in Table 1) as well as the inclusion of the
SA tide (3D-DCSM-EOT). The inclusion of the SA tide was
based on 3D-DCSM-REF previously using FES2014 to force
this tide in the 3D model, recalling that the SA tide was
taken from the DCSMv6 in the 2D experiments, and EOT-
NECS showing an improvement in this tide with respect to
FES2014.

Overall, the differences between the twomodelswere very
small, with both the total tidal height and total water level dif-
ferences being less than 0.005 mm on average. Despite this
negligible difference, there are differences in the RMS esti-
mation of the individual constituents. A degradation of the

SA tide of 7.08 mm was seen, while the S1, RHO1, MA2,
MB2, M6 and MKS2 tides all showed improved RMSs of
more than 0.5 mm when being included from EOT-NECS.
The increased RMS of the SA tide causes an increase in the
RSS estimation of the 3D-DCSM-EOT version (Fig. 10a).
The SA tide from the EOT set ofmodels, i.e. both EOT20 and
EOT-NECS, is influenced by non-tidal variability, namely
mesoscale and seasonal variability. This results in the tide
from EOT not being appropriate for all applications, and
based on the results seen in Fig. 10a, this is also the case
for this application.

Furthermore, the SA tide is influenced by the dynamic
atmospheric correction (DAC), which is used in the deriva-
tion of the SLA data used to make the tidal estimations in
EOT-NECS. As the boundaries of DCSM-FM incorporates
an inverse barometer correction which aims to incorporate
signals similar to that estimated in the DAC, it is expected
that this SA tide signal is being over-counted, which results
in these reductions in accuracy with respect to tide gauges.
Additionally, as mentioned previously, the density fields
for the 3D model run are taken from the GLORYS ocean
model, which will also have a contribution of the SA tide
within. Accounting for these two contributions to the SA
tide means that this constituent requires special treatment in
future iterations of the model and cannot simply be taken as
is from EOT-NECS to be used as a boundary forcing within
DCSM-FM. Further experiments will take place in follow-up
research to determine what the best solution for DCSM-FM
is regarding this constituent.

Despite this, there is a clear benefit in including several
tidal constituents from EOT-NECS. To demonstrate this, in
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Fig. 10 The RSS difference of all the tidal constituents between the 3D-DCSM-REF and 3D-DCSM-EOT simulations. (a) is the RSS difference
with all tides included in the results, and (b) is without the SA tide included

Fig. 10b, the SA has been removed from the RSS estimations
to give a better illustration of the influence the other con-
stituents have on the results of the model. Particularly, the
S1, RHO1, M6, MA2, MKS2 and MB2 tidal constituents all
showed improvements when incorporated from EOT-NECS.
Table 2 shows the tides that had the biggest change in the 3D
model, with a restriction being only tides that have exceed a
0.5 mm change in RMS values. Although the changes made
to the overall tidal height and total water levels are consider-
ably smaller compared to those seen in the 2D model, there
remains a benefit in themodel when forcing at the boundaries
using the EOT-NECSmodel. Of particular value are the tides
that were originally tested in DCSM-B and DCSM-C, which
were originally identified as constituents which would ben-
efit the most from as a boundary forcing from EOT-NECS,
which all show to have the largest positive impact on the
model. These findings and the negative impact seen by the
SA tide demonstrate the significance of these studies to eval-
uate individual constituent influences in refining the overall
tidal and total water height estimations.

4.4 Themajor tides

A clear omission from the above experiments is the major
tidal constituents, which have been shown to be strongly
improved in EOT-NECS with respect to EOT20 (Fig. 4).
Initial experiments did test the incorporation of these major
tides from both EOT20 and EOT-NECS at the boundaries of
DCSM-FM.These constituents are originally providedby the
FES2014 (O1, Q1, P1, S2) and the GTSMv4.1 (M2, N2, K1,
K2) models respectively. In the simulation comparing these
tides from EOT-NECS, these tides had negligible impacts on
the overall results of the DCSM-FM configuration, with an

overall mean RMS degradation of 0.02mmwhen using these
tides from EOT-NECS. This is expected as at the boundaries,
the four tides taken from FES2014 and the tides taken from
EOT-NECS show negligible differences.

Furthermore, the hydrodynamic model, GTSMv4.1, used
for the other four major constituents, is calibrated using
some of the tide gauges used in the validation of DCSM-
FM along the Dutch coastline. Therefore, when coupling this
calibration with the accuracy of GTSMv4.1 in this region
as well as its high spatial resolution along the European
shelf region (1/90o) (Wang et al. 2022), it is expected that
the major tides from GTSMv4.1 provide suitable boundary
forcings for DCSM-FM. From the initial experiments com-
paring these major tides from either GTSMv4.1, FES2014
or EOT-NECS, this was the case (not shown). It is important
to emphasise that the chosen tides for the above experiments
were based on constituents that were highly erroneous within
DCSM-FM and, therefore, would be of the greatest benefit
in terms of improvements possible within DCSM-FM. How-
ever, avenues of merging the EOT-NECS and GTSMv4.1
based either on residual tidal analysis or a combination
through machine learning or super-resolution (Barthélémy
et al. 2022) begin to emerge to benefit from the performance
of both of these models in this region. This is not the subject
of this manuscript but will be investigated further in future
studies.

5 Conclusion

This paper aimed to address two main points: (1) to develop
an improved high-resolution EOT model and (2) to improve
the representation of tides and water levels within DCSM-
FM. Firstly, this involved the development and production of
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a regional version of the empirical ocean tide model, EOT-
NECS, which was designed to improve on the predecessor
global configuration, EOT20, by making some model refine-
ments as well as by including additional satellite altimetry
missions to help improve the models’ spatial resolution and
allow for the estimation of additional tidal constituents.Anal-
ysis of the models’ performance against in situ observations
taken from the updated TICON-3 (Hart-Davis et al. 2022b)
showed an improvement compared to the global EOT20
model of 0.678 cm for the eight major tidal constituents
and showed a reduced RMS for all tidal constituents. These
results allow for the conclusion that the new regional ver-
sion of the model outperforms the global configuration in
the North European Continental Sea region.

This has two positive implications, one being that this
new EOT-NECS model should be preferred for applica-
tions within this region. Several applications such as the
one in this paper but also regional altimetry-based applica-
tions (e.g. Birol et al. 2017; Rulent et al. 2020; Dettmering
et al. 2021; Passaro et al. 2021) would also benefit from
the regional improvements made to tidal estimations. These
applications may also be supported by the incorporation
of additional tidal constituents. Secondly, there is a poten-
tial that the model configuration will perform well in other
regions, which opens the door for additional regional ver-
sions of the model. Evaluating the model in more regions is
also essential in support of ongoing developmentswith future
iterations of the global EOT model in mind.

Oncedeveloped, several experimentswere designed to test
the use of tidal constituents from EOT-NECS as boundary
forcings for DCSM-FM. These experiments demonstrated
positive implications on DCSM-FM based on the inclusion
of most tidal constituents replaced or included from EOT-
NECS. The experiments incorporating the S1, MA2, MB2
and RHO1 constituents resulted in mean reductions in the
error of these individual constituents as well as the total tidal
height and water levels within DCSM-FM. Thanks to the
development of the regional configuration, MA2, MB2 and
RHO1 constituents were estimated for the first time within
EOT-NECS and forced at the boundary of DCSM-FM. For
the S1 tide, previously taken from FES2014, an improve-
ment was seen in including this tide fromEOT-NECS. This is
likely due to FES2014’s S1 originatingmostly from the atmo-
spheric forcing (Lyard et al. 2021), which, due to DCSM-FM
introducing the inverse barometer correction at the boundary,
likely produces a double counting of diurnal variations in the
air pressure, which is not the casewhen using the EOT-NECS
S1 tide. The NU2, MU2, and M8 tidal constituents were the
only added tides that showed a reduction in accuracy with
DCSM-FM. In Hart-Davis et al. (2021b), in three different
regions, it was concluded that theMU2 andNU2 tides should

not be directly estimated from empirical models, and differ-
ent techniques should be explored to include these tides in
experiments. This study supports these findings and adds that
despite making improvements to tidal estimations within the
EOT-NECS model, these tides should still not be directly
estimated, and in this case, taking these tides from FES2014
should be preferred.

The total changes made to the tidal boundary forcing of
the DCSM-FM by incorporating the EOT-NECS tidal con-
stituents had an overall positive impact on the model results.
In total, the mean improvement was 0.29 cm in RMS for
the tidal height and 0.25 cm for total water level when com-
paring the reference model with the final version, while in
some regions, such as the French and theUKcoastlines, there
were reductions in RMS exceeding 1cm. Considering that
tides along the coastline are known to have errors relating
to individual constituents exceeding 4cm from global tide
models (Stammer et al. 2014), this reduction is considerable
in providing accurate water level estimations.

Furthermore, when putting into context that the con-
stituents presented in this study are deemed ‘minor’ tides,
having a considerably smaller influence on the overall tidal
height estimation, these improvements are important. For the
major tides, there are clear benefits in continuing to utilise
the already calibrated GTSMv4.1 model in the DCSM-FM;
however, potential future work based on the results seen in
this study could involve developing techniques to merge the
benefits of the EOT-NECS and GTSM models using either
residual tidal analysis or machine learning techniques such
as super-resolution (Barthélémy et al. 2022).

Although not the main focus of this study, the impacts on
the 3D DCSM-FM estimated water levels and tides were
also assessed. The total tidal height and total water level
differences when including EOT-NECS constituents were
negligible. The RSS estimation of the tidal constituents was
negatively impacted by the inclusion of the SA tide, but when
this tide was removed, the inclusion of EOT-NECS had pos-
itive impacts throughout the domain. This demonstrates a
clear benefit based on individual constituent performances
of including these tides within the 3D version of the model.
The individually improved tides also correlatewellwith those
tested in the 2D experiments, which further emphasises the
importance of their inclusion, particularly due to the 3D
model incorporating additional processes not included in the
2D model, such as baroclinic processes. It is clear that the
SA tide requires special attention, and this will be done in
future studies by attempting to remove the mesoscale vari-
ability from the SLAdata used to derive the tidal constituents,
so as not to double count for these effects within the 3D
DCSM-FM, following techniques such as those presented in
Zaron and Ray (2018) and Bonaduce et al. (2021).
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This paper finally highlights the importance of testing dif-
ferent ocean tide models as boundary forcing for numerical
models. It is expected that certain tide models perform better
in different regions based on refinements made to processing
techniques, spatial resolutions etc., so it is worth it to evaluate
multiple when producing numerical model simulations that
would benefit from tidal forcing along the boundary. Fur-
thermore, a potential future study that could be conducted
by the tide modelling community is to produce a comparison
of ocean tide models from a spatial perspective to conclude
on recommended tide models for applications in particular
regions which would make it easier in applications like the
above, as well as in the context of tidal correction for satellite
altimetry, to decide on which tide model(s) are appropriate
for particular applications.

Appendix A
Fig. 12 The RSS differences between DCSM-D minus DCSM-C with
the MU2 and NU2 tidal constituents being removed

Fig. 11 Rayleigh coefficient of Sentinel3a/b and the TP-JA-S6 orbits
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Table 2 RMS difference between the 3D model version of the tidal
constituents that have an equal or exceed a difference of 0.5 mm

Constituent RMS (mm)

SA 7.08

RHO1 −1.84

S1 −1.72

M6 −1.18

H2 −0.78

LABDA2 0.68

MKS2 −0.60

H1 −0.50

Positive values display an increased RMS when the particular EOT-
NECS tide is included, and negative values mean a reduced RMS
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