
Technische Universität München

Lehrstuhl für Nachrichtentechnik

Prof. Dr.sc.tech. Gerhard Kramer

Master’s Thesis

Intelligent Reflecting Surface-aided Beam

Alignment for mmWave Communications

Vorgelegt von:

Florian Muhr

München, September 2022

Betreut von:

Mari Kobayashi, Lorenzo Zaniboni



Master’s Thesis am

Lehrstuhl für Nachrichtentechnik (LNT)

der Technischen Universität München (TUM)

Titel : Intelligent Reflecting Surface-aided Beam Alignment for mmWave Communica-

tions

Autor : Florian Muhr
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Abstract

As millimeter wave (mmWave) systems experience severe propagation and penetration

losses, establishing a reliable communication link is quite challenging. To address this

problem, directional beamforming (BF) utilizing electrically large antenna arrays is re-

quired both at the base station (BS) and at the user equipment (UE) to overcome the high

losses. The process of determining these BF directions is referred to as beam alignment

(BA). Owing to the sparsity of mmWave channels, BA can usually be performed if the

BS and the UE know their respective angle-of-arrival (AoA) that corresponds to the most

dominant scatterer in the channel. However, due to the very low initial signal-to-noise

ratio (SNR) before any BF, this AoA information is difficult to obtain.

In this thesis, to enhance the UE’s sensing and processing capabilities, the UE is assumed

to be equipped with a hybrid intelligent reflecting surface (IRS), which enables the UE

to simultaneously sense and reflect a portion of an incoming signal. By exploiting this

capability, a complete BA scheme is proposed for a communications scenario in which

only the BS is transmitting pilot symbols. In the resulting scheme, the BS and the UE

both probe a random subset of the angular range in every slot of BA with high gain

and vary the probed direction such that the entire angular range is explored after as few

slots as possible. Then, the UE first estimates its AoA in each slot based on all so far

received signals using a multi-slot maximum likelihood (ML) estimation method. Once

this AoA estimate converges to a stable value, the UE activates the IRS and configures it

for reflection towards its estimated AoA. Afterwards, the BS finds its AoA by employing

a similar estimation method as the UE. The BA scheme is terminated after a predefined

maximum number of slots is exceeded. Extensive simulations demonstrate that the pro-

posed scheme is suitable for BA if the SNR at the UE is higher than −15 dB. Otherwise,

AoA estimation at the BS becomes infeasible due to the very high path loss of the two-

way channel. For SNRs higher than −15 dB, the performance of the proposed scheme is

found to improve significantly with increasing SNR as well as with an increased number

of slots. Compared to other approaches established in the literature, the proposed scheme

is inferior for very low SNRs of less than −10 dB and superior for higher SNRs. Moreover,

by increasing the number of antennas at both the BS and the UE, the performance of

the proposed scheme improves significantly compared to other approaches.
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1. Introduction

To meet the continuously increasing demand for higher data rates in the near future,

millimeter wave (mmWave) systems are often considered a promising candidate. Reason

for this is that the mmWave frequency band, defined in this thesis as the spectrum from

30 GHz to 300 GHz, enables the use of larger spectral channels compared to current sys-

tems operating in the traditional sub-6 GHz spectrum [2]. However, due to their high

operating frequencies, mmWave systems are subject to severe propagation and penetra-

tion losses [3], which makes establishing a reliable communication link more challenging.

Contrary to that, a high operating frequency, or similarly a small wavelength, allows to

increase the number of antenna elements for a given physical size, resulting in electrically

large antenna arrays. To then overcome the high losses, such antenna arrays must be

utilized to perform directional beamforming (BF) both at the base station (BS) and at

the user equipment (UE) to find a path conveying enough signal power [4]. The process

of determining these BF directions is referred to as beam alignment (BA).

For any currently existing BA scheme, a reliable and precise channel estimate is required.

Owing to the sparsity of mmWave channels, such estimate is often given as the angle-

of-arrivals (AoAs) of one or few dominant scatterers in the channel connecting the BS

and the UE [5]. However, due to the very low initial signal-to-noise ratio (SNR) before

any BF is performed, this AoA estimate is difficult to obtain. Existing BA schemes often

aim to make the AoA acquistion problem more tractable by introducing a predefined

set of BF vectors, called BF codebook. The AoA estimate is then found as the angle

corresponding to the vector in the codebook that performs best with respect to a certain

metric [6]. Since these codebooks contain only a limited number of BF vectors to keep

the introduced overhead low, these codebook-based solutions come at the cost of being

limited by the accuracy of their respective codebook. For this reason, codebook-free ap-

proaches to BA have the potential to achieve more accurate results than codebook-based

approaches [6], yet, they are also more difficult to formulate.

To enhance the sensing and processing capabilities at the UE, within the scope of this

thesis an intelligent reflecting surface (IRS) is assumed to be attached to the UE. IRSs

are passive planar arrays consisting of a large number of sub-wavelength sized elements

that allow to control the reflection of incident signals by tuning the phase shifts at the
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1. Introduction

individual elements accordingly. Most of the time, these surfaces are thought to be placed

in between the BS and the UE where they serve as configurable reflectors to shape the

propagation environment. The main objective is then to use the IRS to extend the range

for reliable communication or to increase the rank of the channel matrix [7]. Contrary

to that, the IRS considered in this thesis is attached to the UE and is thought to be a

hybrid IRS, that is, besides acting as a configurable reflector, the IRS has additionally

the ability to sense a portion of an incident signal [8]. Within the scope of this work, the

main objective of using the IRS is then to maximize the SNR for the data transmission

phase that directly follows after BA. This is done while saving power at the UE as no pilot

transmission is required and without the need of a dedicated feedback channel between

the BS and the UE to share side information. In addition, equipping a UE with a hybrid

IRS allows the UE during Downlink (DL) transmission to reflect a portion of the received

signal back to the BS, and hence enables the of use beam tracking techniques.

Summarizing, the present thesis studies a complete BA scheme between a single BS and

a single UE that is equipped with a hybrid IRS. The main objective is to maximize the

SNR for the data transmission phase while exploiting the capabilities of the hybrid IRS.

1.1. Literature Survey

Different strategies to BA in mmWave systems have been proposed in the literature, such

as codebook-based approaches which are implemented in various standards such as IEEE

802.11ad or IEEE 802.15.3c [2]. These approaches utilize a set of predefined beam pat-

terns, i.e. the BF codebook, and aim to find the beam pattern that leads to the strongest

signal between the BS and the UE.

To exploit the poor scattering nature of mmWave channels, the authors in [9] introduced

the concept of hierarchical multi-resolution codebooks. The idea is to start the BA process

with wide, i.e. almost isotropic, beams and then reduce the beam width in subsequent

iterations to end up with a narrow, i.e. directional, beam pointing to the unknown AoA.

More precisely, the authors use a bisection search algorithm and initialize the BA scheme

with two wide beams covering the whole angular range of interest in the first stage of

the codebook. Then, the beam that maximizes the received power is determined and

the angular range corresponding to this beam is probed by two narrower beams. This

process is repeated until the final stage of the codebook is reached, and hence a narrow

beam corresponding to a certain AoA is determined.

Based on the concept of hierarchical multi-resolution codebooks, in [10], an adaptive BF

strategy, called hierarchical posterior matching, is developed for a single-path channel

model. This strategy yields a noisy generalization of the bisection search approach, in-

4



1.1. Literature Survey

troduced in [9], by using the posterior to obtain almost equally-probable subsets in the

hierarchical codebook. Additionally, the authors formulate upper bounds for the expected

search time to reach a certain target resolution as well as for the error probability in the

AoA estimate.

For a single-carrier multi-user scenario where the devices implement a hybrid digital ana-

log structure, a time-domain BA scheme is examined in [1]. In this paper, the authors

utilize pseudo-noise sequences due to their good autocorrelation properties to find an es-

timate of the power spread function in the AoA-angle-of-departure (AoD) domain. Then,

by reformulating the power spread function estimation as a least-squares problem, each

UE finds its strongest AoA-AoD pair via non-negative least squares. For the case that

any side information is available at the BS and potentially also at the UE, [11] shows

that the performance of the time-domain BA scheme from [1] can be further improved in

terms of beam training overhead.

Besides codebook-based strategies, also codebook-free approaches have been studied in

the literature. For example, in [6], a deep neural network (NN) is proposed to solve the

adaptive BA problem at the BS for a single-user scenario with a single-path channel. As

input to the network, the authors consider the approximated posterior distribution of the

AoA that is computed using the minimum mean squared error of the fading coefficient.

The deep NN then designs the sensing vector for the next measurement based on this

approximated distribution, and hence the network designs overall a sequence of adaptive

sensing vectors to optimize the final AoA detection performance.

The research on IRSs from a communications perspective is, compared to the research on

BA, a rather new field that has only begun in recent years. For this reason, the authors

in [12] provide a fundamental explanation on IRSs by deriving a far-field path loss model

based on physical optics. Further, they interpret an IRS as an array of diffuse scatterers

and demonstrate how the overall IRS acts as a directional beamformer when the phase

shifts at the individual elements are tuned accordingly. Combining the found results, a

physically correct system model is derived for a communications scenario over a two-way

channel where one path is given by the line-of-sight (LoS) path and the other by the

reflection from the IRS. Using the derived path loss and system model, the same authors

study in [7] how IRSs can be used to increase the rank of the channel matrix. They

demonstrate that substantial multiplexing gains are possible when the IRS phases are

tuned to achieve constructive interference at the UE.

Another work covering IRSs from a rather general point of view is provided in [13]. In

this paper, the authors start with the fundamentals of IRSs by describing channel and

signal models as well as practical and hardware constraints. Afterwards, the optimization

of IRS parameters is considered for various scenarios such as single-user or multi-user,
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1. Introduction

single-antenna or multi-antenna as well as for different modulation schemes. For the re-

spective scenarios, different optimization problems are considered and in particular, for

IRS-aided orthogonal frequency division multiplexing (OFDM) systems, the maximiza-

tion of the achievable rate is used. A different approach to optimizing the parameters at

the IRS is described in [14], where the phase configuration at the IRS is determined by

using a deep NN. This network is trained using the received pilot signals and the optimal

IRS parameters as input-output pair with the aim to minimize the mean squared error

between the predicted and optimal IRS parameters.

For an adaptive sensing scenario, the design of the IRS parameters is studied in [15],

where the authors propose a deep learning architecture that is composed of two separate

NNs. The first is a combination of a long-short term memory network and a conventional

feed-forward NN and is used in each step to update a hidden state vector based on the

most recent observation. This observation is obtained by an agent that actively interacts

with the environment. After that, the proposed architecture designs in each step the new

adaptive sensing strategy based on the updated hidden state vector. Then, after a spec-

ified number of time frames, the second network, which is a feed-forward NN, maps the

hidden and cell state of the long-short term memory network to the final IRS parameters.

By changing the cost function of the architecture, the authors also propose to use the

same deep-learning based architecture for the adaptive BA problem at the BS. However,

they make the unrealistic assumption that the SNR is known to the BS and can hence

be given as an input to the architecture.

In [16], a practical model for an IRS-aided wideband OFDM system is investigated to

illustrate the inaccuracy of the commonly used IRS model that is based on idealized re-

flection coefficients. Simulation results show that the complex reflection coefficient varies

strongly with the operating frequency and based on this result, an algorithm for joint

power allocation and reflection optimization is proposed.

Another work on IRSs is provided in [8], where the concept of hybrid reflecting and sens-

ing IRSs is introduced. A hybrid IRS is characterized by the ability to sense a portion

of an incident signal, while reflecting the remaining part of it in a controlled direction.

To achieve this goal, the authors consider a hybrid meta-atom that is on the one hand

loaded by a varactor diode to control the reflected signal and on the other hand modified

to couple to a waveguide in order to process a portion of the incident signal. Using a

simplified model that assumes no coupling between the parameters of each meta-atom as

well as ideal reflection coefficients, a full-wave electromagnetic simulation is conducted to

discuss the capabilities and arising challenges of hybrid IRSs. This simplified model for

a hybrid IRS is also considered for the IRS in this thesis and is described in more detail

in Sec. 2.1. A more detailed model of a hybrid IRSs that uses less simplifications and
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1.2. Contributions

additionally considers arising practical challenges is derived in [17].

A different potential application of IRSs is in enhancing security and privacy aspects of

wireless communications. For example, in [18], an IRS is employed to minimize the signal-

to-interference-plus-noise-ratio at an eavesdropper in a satellite-terrestrial integrated net-

work, while other approaches consider an IRS to increase the secrecy rate of a legitimate

communication for a single- or multi-user scenario [19, 20].

1.2. Contributions

The present thesis studies a complete BA protocol in a mmWave system between a single

BS and a single UE that is equipped with a hybrid IRS. By referring to the considered

UE as an IRS-integrated device, the main contributions can be summarized as follows:

1) Consideration of a communications scenario including an IRS-integrated device

2) Derivation of a multi-slot maximum likelihood (ML) estimation scheme for AoA

estimation with constant or slot-varying channel coefficient

3) Derivation of the exact and approximated Cramér-Rao lower bound (CRLB) for

the AoA estimation at an IRS-integrated device

4) Derivation of a complete BA scheme between a BS and an IRS-integrated device

1.3. Outline

The remainder of the present thesis is organized as follows. Chapter 2 first introduces

the considered system model from a physical as well as from a communications point of

view before deriving the signal and communications model for the BA phase as well as

for the subsequent communications phase.

Next, Ch. 3 starts by providing a high-level overview of the general BA problem. Af-

terwards, the current standard as well as the approach taken in this thesis to solve the

problem are briefly introduced. At the end of the chapter, a mathematical formulation

of the general BA problem is derived and discussed in detail.

Chapter 4 then presents the proposed BA scheme. The individual components of this

scheme, namely the employed estimation methods, the design strategy for the combining

matrices and the design strategy for the IRS parameters are each highlighted individu-

ally and discussed in detail. Afterwards, a performance analysis of the overall scheme is

conducted on the basis of the CRLB. The chapter concludes by providing an overview of

the proposed BA scheme in the form of an algorithm.

7



1. Introduction

After describing the proposed scheme from a theoretical perspective, simulation results

are presented and discussed in Ch. 5.

Finally, Ch. 6 draws a conclusion and gives an outlook for potential future research.

1.4. Notation

This thesis denotes scalars as lower-case non-boldface letters (e.g., a), vectors as lower-

case boldface letters (e.g., a), matrices as upper-case boldface letters (e.g. A) and sets as

upper-case calligraphic letters (e.g., A). Furthermore, the cardinality of set A is denoted

by |A|. The real and imaginary part of a complex scalar x are respectively given by Re{x}
and Im{x}, while the absolute value and phase of x are respectively denoted by |x| and

∠x. Further, for a matrix A, AT, A∗ and AH refer to its transpose, complex conjugate and

hermitian (conjugate transpose). For a vector a, ‖a‖2 is its euclidean norm and diag(a)

a diagonal matrix with a on its main diagonal. The identity matrix of dimension M×M

is given by IM and the all-one vector as well as the zero vector of dimension M × 1 are

respectively denoted by 1M and 0M. ⊗ is the Kronecker product, vec(·) the vectorization

operator and ∗ the convolution operator. Further, δ(·) represents the Dirac delta function

and E[·] the expectation operator. The natural logarithm is denoted by log(·) and the

logarithm to the base n by logn(·), where n ∈ N. The estimate of a variable φ is denoted

by φ̂. NC(µ,Σ) denotes the complex multivariate normal distribution with mean vector µ

and covariance matrix Σ. The short notation [m] defines the set of non-negative integers

{1, . . . ,m}, for every m ∈ N.

8



2. System Model

A mmWave system consisting of a single BS and a single UE that is equipped with a

hybrid IRS is considered. The BS is equipped with Na antennas and Nrf radio frequency

(RF) chains, while the UE is equipped with La antennas, given by the La surface elements

of the IRS, and Lrf RF chains. Further, the UE is connected to the IRS controller such

that the setting at the IRS is fully determined by the UE at any time during BA. An

overview of the considered system is shown in Fig. 2.1. Although a detailed description of

the depicted system is provided within this chapter, the main aspects are briefly outlined

in the following.

Looking at Fig. 2.1, the BS is assumed to transmit pilot signals to which an initial BF

is applied. The transmitted signal then passes through the DL channel which, similarly

to the Uplink (UL) channel, is assumed to be a linear-time varying LoS channel. Next,

at the UE, a portion of the transmitted signal is sensed, while the rest of the signal is

reflected, with the amount that is sensed or reflected being determined by the config-

ured magnitudes of the reflection coefficients at the IRS elements, denoted by βl, for

l = 1, . . . , La. Note that this requires all IRS elements to be mutually independent. Both

the sensed and the reflected signal are also potentially phase shifted at the IRS. Further,

as the number of RF chains is typically much smaller than the number of antennas in

mmWave systems, both the UE and the BS implement a combining stage and obtain a

low-dimensional observation of the received signal.

At the beginning of this chapter, in Sec. 2.1, an introduction to IRSs as well as their phys-

ical principles is provided and the IRS model considered in this thesis is explained. Next,

Sec. 2.2 discusses the considered channel model as well as the physical model. Afterwards,

Sec. 2.3 first introduces the signal model used during BA, before deriving expressions for

the received signal at the UE and at the BS, respectively. At the end of the section,

the SNRs at the UE and the BS before BA are discussed briefly. Similar to Sec. 2.3,

Sec. 2.4 first introduces the signal and communications model for the communications

phase, i.e. the data transmission phase, that directly follows after BA and concludes by

shortly discussing the resulting SNR.
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Figure 2.1.: Overview of considered system model.

2.1. Intelligent Reflecting Surface

Intelligent reflecting surfaces (IRSs) are a novel technology often introduced as a method

to enable a real-time configuration of the radio environment. These surfaces are typically

composed of a large number of small reflecting elements which, when tuned accordingly,

allow the reflection of an incoming wave in any particular direction. Contrary to the

typically considered setup where the IRS is placed in between the BS and the UE, the

IRS considered in this thesis is assumed to be attached directly to the UE. Furthermore,

instead of using the IRS only as a configurable reflector, the considered IRS is assumed to

be able to sense a portion of the incoming signal, while the remaining part of the signal

is reflected in a controllable direction, as introduced in [8] and further developed in [17].

An IRS that enables this capability of simultaneous sensing and reflection is sometimes

referred to as hybrid IRS within this thesis. The main objective of using the hybrid IRS

is then to exploit this ability of simultaneously sensing and reflecting an incoming signal

in order to maximize the SNR after BA.

The considered IRS can be thought of as a planar surface that is comprised of La small

surface elements, where each of these elements is assumed to have dimensions a × b.

Further, each element is assumed to be sub-wavelength sized and the individual elements
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2.1. Intelligent Reflecting Surface
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Figure 2.2.: Model of a single surface element of the considered hybrid IRS.

are assumed to be sub-wavelength spaced. Typically, as described in [16], an individual

surface element of an IRS is constructed as a printed circuit board (PCB) with a metal

patch on the top layer of the PCB as well as a metal sheet on the bottom layer. The

top and bottom layer are additionally connected via a varactor diode that based on the

applied bias voltage yields a different equivalent capacitance. The equivalent circuit of

such IRS surface element is given by a resonant circuit whose overall impedance can be

controlled by the equivalent capacitance of the varactor diode. Then, as explained in [12],

at each element of the IRS, an incoming electromagnetic wave induces an electric surface

current whose surface phase profile can be adjusted by configuring the impedance at each

surface element. If the resulting surface phase profile approximates the phase profile given

by the generalized Snell’s Law for reflection in a certain direction, the overall IRS acts

as a directional beamformer towards this direction. This briefly discussed model for the

individual IRS surface elements holds for the case that the IRS is used as a configurable

reflector only. To additionally account for the sensing capabilities of each element, the

design of the hybrid meta-atom from [8] is considered, where the surface elements, that

are similarly modeled as resonant circuits, are modified in order to couple to a waveguide.

The sensed signal is then contained within the waveguide where it is potentially phase

shifted before it reaches the UE, while the signal to be reflected remains at the respective

IRS surface element. Therefore, using this design, the incident signal is first split into

a reflected and a sensed signal, before a tunable phase shift is applied to each of the

resulting signals. A model of a single surface element of the considered hybrid IRS is

sketched in Fig. 2.2.

Formally, for an incident signal x at the l-th element of the IRS, the reflected and sensed

signal are respectively given by βle
−jψlx and (1 − βl)e−jρlx, where βl ∈ [0, 1] denotes

the amplitude of the reflection coefficient, ψl ∈ [−π, π] the tunable phase shift for the

reflected signal and ρl ∈ [−π, π] the tunable phase shift for the sensed signal. Further,

for an incident signal x ∈ CLa×1, the overall reflected and sensed signal at the IRS are

11



2. System Model

respectively given by ΦHx and DHx, where

Φ = diag
(
β1e

jψ1 , . . . , βLae
jψLa

)
(2.1)

D = diag
(
(1− β1)ejρ1 , . . . , (1− βLa)ejρLa

)
(2.2)

denote the reflection and sensing matrix of the IRS, respectively. Looking at Fig. 2.1,

observe that any phase shifts applied at the hybrid IRS to the sensed signal can easily

be compensated at the combining stage of the UE. Hence, without loss of generality,

it can be assumed that all phase shifts that are applied to the received signal at the

UE are applied at the combining stage such that the phase shifts ρl ∀ l can be omitted

from the model of the sensing matrix in Eq. (2.2). To further simplify the expressions

for the reflection and the sensing matrix of the IRS as well as their design process, it is

assumed that β1 = β2 = · · · = βLa holds. This means that at every IRS element the same

magnitude of the reflection coefficient is applied. To shorten the notation, the magnitude

of the reflection coefficient is denoted by β in the following for all IRS elements and

for simplicity, is referred to as reflection coefficient for the remaining part of the thesis.

Using these simplifications, the expressions for the reflection and sensing matrix of the

IRS reduce to

Φ(β,ψ) = β diag
(
ejψ1 , . . . , ejψLa

)
,

(2.3)

D(β) = (1− β) ILa (2.4)

where the dependency on the remaining IRS parameters is made explicit once for illus-

tration purposes and ψ := [ψ1, . . . , ψLa ] contains all phase shifts applied to the reflected

signal.

Note that the definition of the reflection and sensing matrix are based on a simplified

model that does not hold in practice but is used due to its mathematical simplicity.

First, in compliance with [8], it is assumed that there is no coupling between the individ-

ual parameters of a single IRS element, i.e. there is no coupling between the reflection

coefficient and the corresponding phase shifts nor between the phase shifts themselves.

In practice, these parameters are certainly coupled and not every combination of param-

eters is possible, as discussed in more detail in [17]. Note, however, that the considered

hybrid IRS model would allow for a deterministic coupling between the phase shifts of

an IRS element. The reason for is that any resulting phase shifts applied to the sensed

signal can still be compensated at the combining stage if the coupling is deterministic

and known. Since this generalization does, however, not change the overall hybrid IRS

model, the simplifying assumption of no coupling is used. Second, the resulting reflection

12
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coefficient and phase shifts at each element are assumed to be ideal, meaning that they

are independent of parameters such as the operating frequency or the quality factor of

the resonant circuit. However, this independence does not hold in practice, as shown in

[16]. Finally, for simplicity, both the sensing and the reflection matrix are assumed to be

of size La×La. Yet, in practice, the number of elements used for sensing would be much

smaller than the number of elements used for reflection due to power constraints.

For the subsequent sections and chapters, only the expressions for the reflection and sens-

ing matrix, see Eq. (2.3) and (2.4), respectively, are of interest. However, it should be

kept in mind that these are based on assumptions and idealizations that do not hold in

practice.

2.2. Channel Model

A system operating in the mmWave frequency band, i.e. between 30 GHz and 300 GHz,

and consisting of a single BS and a single UE is considered. The carrier frequency of

the system is denoted by fc and the channel bandwidth by B. The BS is equipped with

Nrf RF chains that are connected to an antenna array of Na antennas as well as with a

radar receiver that is co-located with the BS. The UE is equipped with a hybrid IRS that

consists of Lrf RF chains and La surface elements, where each of the surface elements is

assumed to be able to simultaneously reflect and sense an incoming signal, as discussed

in Sec. 2.1. For simplicity, it is assumed that the transmit and receive array of the BS

coincide and that the transmit and receive signal are separated by full-duplex processing,

similar to [21].

Both the BS and the UE are considered to be equipped with a uniform linear array (ULA).

Assuming a spacing of λ/2 between the individual elements at both arrays, where λ = c/fc

is the wavelength corresponding to the carrier frequency fc and c is the speed of light,

the array response vectors for the BS and the UE are respectively given by

[a(θ)]m = ejπ (m−1) sin(θ) m ∈ [Na]

[b(φ)]l = ejπ (l−1) sin(φ) l ∈ [La]
, (2.5)

where θ ∈
[
−π

2 ,
π
2

]
is the AoA or AoD at the BS, φ ∈

[
−π

2 ,
π
2

]
is the AoA or AoD at the

UE and [Na] and [La] refer to the index sets {1, . . . , Na} and {1, . . . , La}, respectively.

Note that, although an IRS is typically a planar array which could be modeled more

accurately by a uniform planar array, a ULA is used in this thesis to simplify subsequent

derivations.

Between the BS and the UE, a linear time-varying LoS channel is considered for both
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the DL and UL transmission. In delay-Doppler domain, the DL and UL channel are

respectively given by

Hdl(τ, ν) = hdlb(φ)aT(θ)δ(τ − τ0/2)δ(ν − ν0/2) ∈ CLa×Na , (2.6)

Hul(τ, ν) = hula(θ)bT(φ)δ(τ − τ0/2)δ(ν − ν0/2) ∈ CNa×La , (2.7)

where hdl and hul are the attenuation coefficients of the respective channel, τ0 is the two-

way delay, ν0 the two-way Doppler shift and a(θ) and b(φ) are the ULA response vectors

of the BS and UE depending on their respective AoA, as defined in Eq. (2.5). It is assumed

that all channel coefficients defined in Eqs. (2.6) and (2.7) remain constant over Nslot slots,

where Nslot defines the number of slots used for BA. Note that this assumption is justified

when the rate at which parameters are measured is high, e.g. every microsecond. As then,

a fast moving UE can not cover enough distance between two consecutive measurements

that a noticeable change in the AoA or delay is achieved, and hence the variation in AoA

and delay is negligible. However, since the UE is moving with a certain velocity that is

assumed to be constant, a nonzero Doppler shift is measured.

Further, the overall two-way channel Hi(τ, ν) ∈ CNa×Na in the i-th slot of BA is found in

delay-Doppler domain from the Eqs. (2.6) and (2.7) by a two-dimensional convolution as

Hi(τ, ν) = Hul(τ, ν) ∗ΦH
iH

dl(τ, ν)

(a)
= hdlhula(θ)bT(φ)ΦH

i b(φ)aT(θ)δ(τ − τ0)δ(ν − ν0)

(b)
= h(Φi)a(θ)aT(θ)δ(τ − τ0)δ(ν − ν0), (2.8)

where Φi is the reflection matrix of the IRS configured by the UE in the i-th slot, see

Eq. (2.3), (a) follows since for the convolution of two delta functions δ(τ−τa)∗δ(τ−τb) =

δ(τ − τa− τb)1 holds and (b) follows from the definition of the two-way channel coefficient

h(Φi) as

h(Φi) := hdlhulbT(φ)ΦH
i b(φ). (2.9)

Note that in Eq. (2.9), the expression bT(φ)ΦH
i b(φ) defines the gain provided by the

IRS in the i-th slot of BA, when the IRS is tuned according to the reflection matrix Φi.

Generally, this gain is complex valued, where its magnitude |bT(φ)ΦH
i b(φ)| refers to the

actual gain provided by the IRS and its phase ∠(bT(φ)ΦH
i b(φ)) to the phase shift that

is introduced by the reflection at the IRS. Without loss of generality, assuming that this

phase shift is included in the phase of the complex valued UL attenuation coefficient hdl,

1Using the Laplace transformation, this identity is proven by
L(δ(τ − τa) ∗ δ(τ − τb)) = L(δ(τ − τa))L(δ(τ − τb)) = e−sτae−sτb = e−s(τa+τb) = L(δ(τ − τa − τb)).
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the IRS gain Girs(Φi) can be defined as

Girs(Φi) := |bT(φ)ΦH
i b(φ)| . (2.10)

Furthermore, instead of the delay-Doppler domain, the channels can similarly be defined

in the time-delay domain by applying the inverse Fourier transform with respect to ν to

the respective delay-Doppler representation of a channel [22]. The DL, UL and overall

two-way channel in time-delay domain are then respectively denoted by

Hdl(τ, t) = F−1
ν {Hdl(τ, ν)} =

∫ ∞
−∞

Hdl(τ, ν)ej2πνt dν

= hdlb(φ)aT(θ)δ(τ − τ0/2)ejπν0t, (2.11)

Hul(τ, t) = F−1
ν {Hul(τ, ν)} =

∫ ∞
−∞

Hul(τ, ν)ej2πνt dν

= hula(θ)bT(φ)δ(τ − τ0/2)ejπν0t, (2.12)

Hi(τ, t) = F−1
ν {Hi(τ, ν)} =

∫ ∞
−∞

Hi(τ, ν)ej2πνt dν

= h(Φi)a(θ)aT(θ)δ(τ − τ0)ej2πν0t, (2.13)

where F−1
ν {·} denotes the inverse Fourier transform with respect to ν.

2.3. Signal and Communications Model for Beam

Alignment Phase

As mentioned in Sec. 2.2, the overall BA scheme is divided in Nslot slots of equal length.

For each signal that is sent in one of these Nslot slots, an orthogonal frequency division

multiplexing (OFDM) modulated signal is considered, as OFDM is the most used modula-

tion format for multicarrier scenarios. Therefore, the overall bandwidth B is divided into

M subcarriers with ∆f denoting the subcarrier spacing between two adjacent subcarriers

and the time duration of one slot Tslot is divided into N symbols, each of duration To.

With this division of the time-frequency resources, the OFDM signal defines an N ×M
grid in each slot i, for i = 1, . . . , Nslot. Typically, the subcarrier spacing is chosen to

satisfy

νmax � ∆f, (2.14)

where νmax is the maximum possible Doppler shift within the system. This also defines

the duration of a single OFDM symbol as T = 1/∆f . Further, to avoid inter-symbol
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interference between adjacent OFDM symbols, each symbol is preceded by a cyclic prefix

(CP) of duration Tcp, resulting in an overall symbol duration of To = T + Tcp and an

overall slot duration of Tslot = NTo.

Mathematically, the OFDM modulated signal with CP is expressed in the i-th slot by

si(t) =
N−1∑
n=0

M−1∑
m=0

xi[n,m] rect

(
t− nTo

To

)
ej2πm∆f(t−Tcp−nTo) , (2.15)

where xi[n,m] denotes the complex pilot symbol at the m-th subcarrier and the n-th

OFDM symbol and rect(·) is the rectangular function defined by

rect(t) =

1, t ∈ [0, 1]

0, else
.

Note that during all Nslot slots of BA the pilots are assumed to be transmitted by the BS.

Further, the magnitude of the transmitted pilot symbols is chosen to fulfill the average

power constraint given by

E
[
|xi[n,m]|2

]
= Pt, ∀(i, n,m). (2.16)

For simplicity, it is assumed that the signal in Eq. (2.15) is repeated over all RF chains

at the BS, such that the signal transmitted by the BS in the i-th slot is given by

si(t) = fi

N−1∑
n=0

M−1∑
m=0

xi[n,m] rect

(
t− nTo

To

)
ej2πm∆f(t−Tcp−nTo) , (2.17)

where fi ∈ CNa denotes a generic BF vector of unit norm.

Design of Transmit Beamforming Vector

For the present thesis, it is assumed that during the whole BA protocol, the BS always

transmits a fixed wide beam, i.e. a low-directional beam that yields a similar gain over

the whole angular range of interest. Thus, since the BF vector fi in Eq. (2.17) is the

same in every slot i, the subscript i can be omitted and the BF vector is denoted by f

in the following. For the design of this vector f , the strategy chosen in [23] is adopted.

Therefore, the field of view (FoV) Ω = [−π
2 ,

π
2 ] is divided into G equidistant angles θ̃i and

the matrix A = [a(θ̃1), . . . ,a(θ̃G)] ∈ CNa×G is defined, where a(·) is the ULA response

vector at the BS defined in Eq. (2.5). Further, the desired radiation pattern is defined by

b̄ = [b̄1, . . . , b̄G]T ∈ RG, where b̄i corresponds to the magnitude of the desired radiation
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2.3. Signal and Communications Model for Beam Alignment Phase

pattern at angle θ̃i. Since the transmit BF vector f should cover the whole angular range

with a similar gain of approximately 0 dB, the individual b̄i should be set to this value

for all i = 1, . . . , G. The transmit BF vector f ∈ CNa of unit norm is then found as the

solution to the magnitude least-squares problem denoted by

min
f

∥∥AHf − b̄
∥∥2

2

s.t. ‖f‖2 = 1
. (2.18)

Hybrid Beamforming Architecture

As described in [2], due to hardware constraints, it is impractical for mmWave systems

to equip each antenna element with a separate RF chain. A common approach to tackle

this problem is to use hybrid architectures which employ a much smaller number of

RF chains than antenna elements. These architectures then implement an additional

combining stage which connects the high-dimensional analog domain, given by the number

of antenna elements, to the low-dimensional digital domain, given by the number of RF

chains. Within this combining stage, each RF chain can be either connected to each

antenna element or only to a subset of antenna elements.

To include this hardware constraint in the present system model, both the BS and the UE

are assumed to implement a hybrid BF architecture meaning that for both, the number

of RF chains is much smaller than the number of antenna elements. Additionally, it is

assumed for both that in the implemented hybrid architecture, each RF chain is connected

to each antenna element. Therefore, to model the combining stage, both the BS and the

UE apply a combining matrix to the signal received at their ULA such that they only

have access to a low-dimensional observation of the channel. This combining stage is also

illustrated in Fig. 2.1. The combining matrix is denoted by UBS ∈ CNa×Nrf for the BS

and by UUE ∈ CLa×Lrf for the UE. In addition, since these combining matrices can be

reconfigured in each slot, UBS,i and UUE,i refer to the respective combining matrix in

the i-th slot of BA at the BS and at the UE.

Received Signal at UE

Note that before transmitting the signals for BA, the UE first needs to synchronize

and obtain a meaningful signal model. However, as synchronization is not the main

focus of this work and numerous literature exists on the subject, see for example [1,

24], synchronization is not considered and it is assumed that this step has already been

performed and that the output of this step, that is the discrete delay estimate, is known

and correct.
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Under the presence of additive white gaussian noise (AWGN) w̃i(t) ∼ N (0, σ2ILa), where

σ2 = N0B is the noise power at bandwidth B and N0 = −4× 1021 W/Hz is the noise

power density, the received signal at the UE in the i-th slot is given by

ỹi(t) = DH
i

∫
Hdl(t, τ)si(t− τ)dτ + w̃i(t), (2.19)

with Di denoting the sensing matrix of the IRS configured by the UE in the i-th slot, see

Eq. (2.4). Using the expression for the DL channel and for the transmitted signal, see

Eqs. (2.11) and (2.17), respectively, Eq. (2.19) can be rewritten as

ỹi(t) = hdlDH
i b(φ)aT(θ)ejπν0tf

N−1∑
n=0

M−1∑
m=0

xi[n,m]rect

(
t− τ0/2− nTo

To

)
ej2πm∆f(t−τ0/2−Tcp−nTo) + w̃i(t).

Due to the hybrid BF architecture, the UE applies its combining matrix to ỹi(t) to obtain

yi(t) = UH
UE,i ỹi(t)

= hdlUH
UE,i D

H
i b(φ)aT(θ)ejπν0tf

N−1∑
n=0

M−1∑
m=0

xi[n,m]rect

(
t− τ0/2− nTo

To

)
ej2πm∆f(t−τ0/2−Tcp−nTo) + wi(t),

with wi(t) = UH
UE,iw̃i(t) ∼ N (0,UH

UE,iUUE,i) denoting the noise after the combining

matrix. Note that, depending on the structure of the combining matrix, wi(t) does not

necessarily represent white noise. However, as the combining matrix is designed by the

UE in every slot i, it is assumed that the UE always aims to choose the combining matrix

as a semi-unitary matrix such that UH
UE,iUUE,i ≈ ILrf

, and hence wi(t) ∼ N (0, σ2ILrf
)

holds in good approximation.

Next, by sampling the observed signal with the sampling interval T
M and taking into

account the estimated discrete delay l̂0
T
M from the synchronization, the received signal

yi(t) is sampled at t = nTo +(l̂0 +m)T/M , where n = 0, . . . , N−1 and m = 0, . . . ,M−1.
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The sampled signal at the UE yields NM discrete observations given by

ȳi[n,m] = yi(t)|t=nTo+(l̂0+m)T/M

= hdlUH
UE,i D

H
i b(φ)aT(θ)ejπν0(nTo+(l̂0+m)T/M)f

N−1∑
n′=0

M−1∑
m′=0

xi[n
′,m′]rect

(
(n− n′)To + (l̂0 +m)T/M − τ0

2

To

)
(2.20)

ej2πm
′∆f((n−n′)To+(l̂0+m)T/M− τ0

2
−Tcp) + w̄i[n,m],

where w̄i[n,m] has the same statistics as wi(t).

Under the assumption that l̂0 is chosen s.t. l̂0
T
M > τ0

2 during synchronization, it follows

that (l̂0 + m) TM − τ0
2 ∈ (0, T ), for m = 0, . . . ,M − 1. Then, since T < To, the argument

of the rect(·)-function in Eq. (2.20) is in the range [0, 1] if and only if n′ = n. Hence, the

sum over n′ collapses and the rect(·)-function can be omitted by setting n′ = n as this

yields the only nonzero term.

Denoting Vi = DiUUE,i as the overall combining matrix at the UE in the i-th slot and

setting n′ = n, Eq. (2.20) simplifies to

ȳi[n,m] = hdlVH
i b(φ)aT(θ)ejπν0(nTo+(l̂0+m)T/M)f

M−1∑
m′=0

xi[n,m
′]ej2πm

′∆f((l̂0+m)T/M− τ0
2
−Tcp) + w̄i[n,m]

= hdlejπν0 l̂0T/MVH
i b(φ)aT(θ)ejπν0nTof

M−1∑
m′=0

xi[n,m
′]ej2π

m
M

(m′+
ν0
2
T )ej2πm

′∆f(l̂0T/M−τ0/2−Tcp) + w̄i[n,m]

= h̃dlVH
i b(φ)aT(θ)ejπν0nTof

M−1∑
m′=0

xi[n,m
′]ej2π

m
M

(m′+
ν0
2
T )e−j2πm

′∆f(τ0/2+γ) + w̄i[n,m],
(2.21)

where h̃dl = hdlejπν0 l̂0
T
M and γ = − l̂0

∆fM + Tcp.

Note that since the received symbol ȳi[n,m] only depends on pilot symbols sent at time n,

i.e. xi[n,m
′], there is no inter-symbol interference present in the system. Also, rewriting

the expression ej2π
m
M

(m′+
ν0
2
T ) as

ej2π
m
M

(m′+
ν0
2
T ) = e

j2πmm
′

M
(1+

ν0
2m′∆f )

(2.22)
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shows that due to the term 1 + ν0
2m′∆f the subcarriers are no longer orthogonal to each

other, and hence there is inter-carrier interference present in the system. However, due to

the assumption in (2.14), the term ν0
2m′∆f is negligible and the expression (2.22) simplifies

to ej2π
mm′
M such that the subcarriers are approximately orthogonal. Equation (2.21) then

reads

ȳi[n,m] = h̃dlVH
i b(φ)aT(θ)ejπν0nTof

M−1∑
m′=0

xi[n,m
′]ej2π

mm′
M e−j2πm

′∆f(
τ0
2

+γ) + w̄i[n,m].

(2.23)

Finally, applying the discrete Fourier transform (DFT) with respect to m to (2.23) yields

the observed signal at the UE as

yi[n,m] =
1

M

M−1∑
k=0

ȳi[n, k]e−j2π
mk
M

=
1

M
h̃dlVH

i b(φ)aT(θ)ejπν0nTof

M−1∑
m′=0

xi[n,m
′]e−j2πm

′∆f(
τ0
2

+γ)
M−1∑
k=0

ej2π
k
M

(m′−m) +wi[n,m]

= gdlVH
i b(φ)xi[n,m]e−j2πm∆f(

τ0
2

+γ)ejπν0nTo +wi[n,m], (2.24)

where wi[n,m] = 1
M

∑M−1
k=0 w̄i[n, k]e−j2π

mk
M ∼ NC(0, σ2ILrf

) is the noise after the DFT

that has the same statistics as w̄i[n,m], gdl = h̃dlaT(θ)f is the overall complex DL channel

coefficient, and the last equality follows from the orthogonal property of the DFT of which

the proof can be found in [25]. Based on the expression for the observed signal at the UE

in Eq. (2.24), the notation

yi = [yT
i [0, 0],yT

i [0, 1], . . . ,yT
i [N − 1,M − 1]]T ∈ CNMLrf×1

is introduced for subsequent chapters to denote the overall received signal at the UE in

the i-th slot over all subcarriers and OFDM symbols.

Received Signal at BS

Similar to the received signal at the UE, AWGN ñi(t) ∼ N (0, σ2INa) of power σ2 = N0B

is assumed at the BS such that the received signal in the i-th slot after the combining
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matrix is

ri(t) = UH
BS,i

∫
Hi(t, τ)si(t− τ)dτ + UH

BS,iñi(t)

= h(Φi)U
H
BS,ia(θ)aT(θ)si(t− τ0)ej2πν0t + ni(t)

= h(Φi)U
H
BS,ia(θ)aT(θ)ej2πν0tf

N−1∑
n=0

M−1∑
m=0

xi[n,m]rect

(
t− τ0 − nTo

To

)
ej2πm∆f(t−τ0−Tcp−nTo) + ni(t),

where ni(t) = UH
BS,iñi(t) ∼ N (0,UH

BS,iUBS,i) is the noise after the combining matrix

and h(Φi) is the overall channel coefficient defined in Eq. (2.9). Note that similar to the

combining matrix at the UE, it is assumed that the combining matrix at the BS is designed

in every slot i with the aim to obtain a semi-unitary matrix such that ni(t) ∼ N (0, σ2INrf
)

holds in good approximation.

By using a sampling interval of T
M and removing the CP in each OFDM symbol, the

received signal ri(t) is sampled at t = nTo + Tcp + mT/M , for n = 0, . . . , N − 1 and

m = 0, . . . ,M − 1. The sampled signal at the BS reads

r̄i[n,m] = ri(t)|t=nTo+Tcp+mT/M

= h(Φi)U
H
BS,ia(θ)aT(θ)ej2πν0(nTo+Tcp+mT/M) f

N−1∑
n′=0

M−1∑
m′=0

xi[n
′,m′]rect

(
(n′ − n)To + Tcp +mT/M − τ0

To

)
(2.25)

ej2πm
′∆f((n−n′)To+mT/M−τ0) + n̄i[n,m],

where n̄i[n,m] = ni(nTo + Tcp + mT/M) ∼ NC(0, σ2INrf
). Similar to the derivation for

the received signal at the UE, the argument of the rect(·)-function in Eq. (2.25) is in the

range [0, 1] if and only if n′ = n, and thus the sum over n′ as well as the rect(·)-function

can be omitted by setting n′ = n. Equation (2.25) becomes

r̄i[n,m] = h(Φi)U
H
BS,ia(θ)aT(θ)ej2πν0(nTo+Tcp+mT/M) f

M−1∑
m′=0

xi[n,m
′]ej2π

m
M
m′e−j2πm

′∆fτ0 + n̄i[n,m],
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which can be further simplified by recalling assumption (2.14) and the fact that Tcp < T

to
r̄i[n,m] = h(Φi)U

H
BS,ia(θ)aT(θ)ej2πν0nTo f

M−1∑
m′=0

xi[n,m
′]ej2π

m
M
m′e−j2πm

′∆fτ0 + n̄i[n,m].
(2.26)

By applying the DFT with respect to m to Eq. (2.26), the observed signal at the BS in

the i-th slot and at the m-th subcarrier and n-th OFDM symbol is

ri[n,m] =
1

M

M−1∑
k=0

r̄i[n, k]e−j2π
mk
M

=
1

M
h(Φi)U

H
BS,ia(θ)aT(θ)ej2πν0nTof

M−1∑
m′=0

xi[n,m
′]e−j2πm

′∆fτ0

M−1∑
k=0

ej2π
k
M

(m′−m) + ni[n,m]

= gul
i UH

BS,ia(θ)xi[n,m]ej2πnToν0e−j2πm∆fτ0 + ni[n,m], (2.27)

where ni[n,m] = 1
M

∑M−1
k=0 n̄i[n, k]e−j2π

mk
M ∼ NC(0, σ2INrf

) is the noise after the DFT

that has the same statistics as n̄i[n,m], gul
i = h(Φi)a

T(θ)f is the overall complex UL

channel coefficient and the last equality follows from the orthogonal property of the

DFT, as derived in [25]. Based on the expression for the observed signal at the BS in

Eq. (2.27), the notation

ri = [rT
i [0, 0], rT

i [0, 1], . . . , rT
i [N − 1,M − 1]]T ∈ CNMNrf×1

is introduced for subsequent chapters to denote the overall received signal at the BS in

the i-th slot over all subcarriers and OFDM symbols.

SNR before beamforming

Recalling Eq. (2.24), the SNR at the UE before BF is given by

SNRUE,BBF =
λ2

(4πd)2

Pt

σ2
, (2.28)

where λ2/(4πd)2 =
∣∣hdl

∣∣2 is the attenuation for a given distance d between the BS and

the UE, Pt is the transmit power of the BS defined in Eq. (2.16) and σ2 is the noise

power introduced in Eq. (2.19). For the definition of the SNR as in Eq. (2.28), the IRS
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2.4. Signal and Communications Model for Communications Phase

is assumed to be deactivated, i.e. β = 0, as otherwise an additional factor of (1− β)2 is

required. Similarly, by considering Eq. (2.27), the SNR at the BS before BF reads

SNRBS,BBF =
λ2σrcs,bbf

(4π)3d4

Pt

σ2
, (2.29)

where
λ2σrcs,bbf

(4π)3d4 is the attenuation coefficient for the radar reflected signal after the two-

way channel [26], σrcs,bbf denotes the radar cross-section (RCS) of the IRS before BF

and d, Pt and σ2 are defined as in Eq. (2.28). For more information on the RCS of the

IRS, refer to Sec. 5.1. To define the SNR at the BS before BF as in Eq. (2.29), the UE

is assumed to not apply any BF to its reflected signal. For this reason, the reflection

matrix at the IRS is set to Φ = diag
(√
La, 0, . . . , 0

)
. Note that, although this reflection

matrix is not possible from the definition in Eq. (2.3), it is used for Eq. (2.29) to obtain

a meaningful definition of the SNR at the BS before BF.

Observe that these SNRs before BF illustrate the fundamental challenge that communi-

cation at mmWave brings along and the main reason BA is required. On the one hand,

due to the high operating frequency at mmWave bands, or equivalently the small wave-

length λ, a severe path loss occurs. On the other hand, utilizing the large bandwidth

available at mmWave frequencies increases the noise power σ2 noticeably compared to

conventional sub-6 GHz systems. Both these aspects have a negative impact on the SNR

and combined with the fact that the transmit power Pt is limited, the resulting SNRs

before BF are very low, especially at the BS due to the two-way channel. These low

initial SNRs motivate the need for BA which establishes a directional BF between the

BS and the UE to overcome the high path loss and ensures a reliable communication.

2.4. Signal and Communications Model for

Communications Phase

The communications phase, used for the DL transmission of payload data, follows directly

after BA and is the main reason BA is performed in the first place. At the beginning of

the communications phase, the AoAs estimated during BA are used to construct the BF

vectors at the BS and the UE respectively as

fcomm =
1√
Na

a∗(θ̂Nslot
)

ucomm =
1√
La

b(φ̂Nslot
)

, (2.30)
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where θ̂Nslot
and φ̂Nslot

denote the final estimate of the AoA at the BS and the UE,

respectively, after performing BA forNslot slots and the subscript here and in the following

refers to the communications phase. Note that in Eq. (2.30), for simplicity, both the BS

and the UE are assumed to only use a single RF chain during the communications phase,

i.e. Lrf = Nrf = 1, and hence ‖fcomm‖22 = ‖ucomm‖22 = 1 holds.

For the signal model, similar to the BA phase, see Sec. 2.3, an OFDM modulated signal

over M subcarriers with subcarrier spacing ∆f and over N symbols with CP duration

Tcp is considered for the communications phase. Further, the IRS is switched off after

BA, meaning Dcomm = ILa holds for the sensing matrix and no signal is reflected back

to the BS, i.e. there is no two-way channel during the communications phase. Then,

assuming the same DL channel as during BA and denoting the sent data symbols by

xcomm[n,m] ∀ n,m, the received signal at the UE is found similar to Eq. (2.24) as

ycomm[n,m] = h̃dlaT(θ)fcomm uH
commb(φ)xcomm[n,m]e−j2π∆f(

τ0
2

+γ)ejπν0nTo + wcomm[n,m]

= aT(θ)fcomm uH
commb(φ) x̃[n,m] + wcomm[n,m], (2.31)

where wcomm[n,m] ∼ NC(0, σ2) is AWGN with the same noise power σ2 = BN0 as during

BA and x̃[n,m] := h̃dlxcomm[n,m]e−j2π∆f(
τ0
2

+γ)ejπν0nTo . From Eq. (2.31), the SNR for

DL transmission in the communications phase, i.e. after BF, can be calculated as

SNRABF =
|x̃|2 |aT(θ)fcomm uH

commb(φ)|2
σ2

=
λ2

(4πd)2

Pt

σ2
|aT(θ)fcomm uH

commb(φ)|2 . (2.32)

This expression justifies the design of the BF vectors for the communications phase in

Eq. (2.30), since then, the SNR after BF is maximized if the estimated AoAs equal

the true AoAs. Denoting the transmit gain by gtx = aT(θ)fcomm, the receive gain by

grx = uH
commb(φ) and recalling Eq. (2.28), the SNR after BF for the DL transmission can

be rewritten as

SNRABF =
λ2

(4πd)2

Pt

σ2
|gtxgrx|2 = SNRUE,BBF |gtxgrx|2 . (2.33)

where the expression |gtxgrx|2 := |aT(θ)fcomm uH
commb(φ)|2 defines the overall BF gain.

Equation (2.33) illustrates the general aim of BA, namely maximizing the SNR after BF

by maximizing the overall BF gain |gtxgrx|2 = |aT(θ)fcomm uH
commb(φ)|2.
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3. General Problem Formulation

After describing the system model in Ch. 2, the overall problem considered in the present

work is introduced in this chapter. In general, the main objective of any BA scheme is to

find the best beam pair between the BS and the UE to ensure a reliable communication

in a timely manner. To accomplish this in the present system model, it is sufficient

that both the BS and the UE estimate their respective AoA within a predefined target

accuracy and afterwards, perform a handshake to indicate the end of the BA protocol.

In this chapter, Sec. 3.1 first provides a high-level description of the general BA problem in

mmWave systems and afterwards, introduces the current standard as well as the approach

that is taken in this thesis to solve the BA problem. At the end, Sec. 3.2 derives a

mathematical formulation for the general BA problem and discusses the found results.

3.1. High-Level Formulation

As briefly explained in Sec. 2.3, the SNR before suitable BF is very low in mmWave

systems, especially when compared to systems operating in the traditional sub-6 GHz

spectrum. The main reason for this is that due to the high operating frequency, mmWave

systems are subject to severe propagation and penetration losses. Yet, since for these sys-

tems electrically large antenna arrays can be constructed on a small physical size, highly

directional BF gains can and have to be utilized to significantly increase the operating

SNR, and thus to overcome the high losses. To utilize these BF gains in the system

introduced in Ch. 2, both the UE and the BS must determine their respective AoA since

the spatial characteristics of the communication channels, see Eqs. (2.6) – (2.8), are fully

determined by these AoAs. Then, by tuning their respective antenna aperture for BF

towards their respective AoA, a reliable communication can be established. The task of

finding these AoAs and aligning the highly directional beams of the UE and the BS is

referred to as the BA problem or as the overall objective of BA.

Since the BA problem in general is very difficult to solve, the standard defined by the

3rd Generation Partnership Project (3GPP) for 5G resorts to a three-phase heuristic

approach to tackle the problem [27]. In the first phase, called beam sweep and measure-

ment, an exhaustive search over all beam pairs that are based on a predefined codebook
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3. General Problem Formulation

is conducted. For each beam pair, the quality of the received signal is measured with

respect to a certain metric at the UE or at the BS. Then, in the second phase, called

beam determination, either the UE or the BS identifies the best beam pair if a predefined

threshold is exceeded, for example by choosing the pair that maximizes the SNR. Finally,

the heuristic approach concludes with the beam reporting phase in which the entity which

determined the best beam pair informs the other entity about the final beam pair for the

subsequent communication. Note that for this reporting only a one-sided BF gain can

be utilized. Similar to this approach defined by 3GPP, the heuristic approach proposed

in this thesis can also be partitioned into three phases. For this, first recall from Sec. 2.3

that during the entire time of BA, the BS is assumed to transmit a fixed wide beam that

yields a similar gain over the whole angular range of interest. Then, the three phases of

the proposed BA scheme can be categorized as follows:

1) UE measurement + AoA estimation

In the first phase, the UE keeps the IRS deactivated by setting β = 0, meaning that

no signal is reflected back to the BS. With this setting, the SNR before BF at the

UE, see Eq. (2.28), is maximized, and thus the highest estimation accuracy can be

achieved. Then, during every slot within this phase, the UE chooses its combining

matrix with respect to its design strategy and ultimately obtains an observation of

the transmitted signal. After that, using all observations up to the present slot, the

UE estimates its AoA according to its employed estimation method. This process

is repeated until in a certain slot, a target estimation accuracy is obtained or, since

this accuracy can not be directly measured, until the UE is confident in its estimate.

To capture this confidence, the fluctuation of the AoA estimate across multiple slots

is considered and it is assumed that the estimation is successful if the estimate stays

within a certain interval for a predefined number of slots.

2) IRS activation, BS measurement + AoA estimation

At the beginning of this phase, the UE configures the IRS for reflection towards its

estimated AoA. While this configuration determines the applied phase shifts ψl, for

l = 1, . . . , La, as shown later in Sec. 4.3, different values for β are possible. The UE

can either set β to one to maximize the SNR before BF at the BS, see Eq. (2.29),

or to any value in the open interval (0, 1) if the UE wants to further receive a signal

and refine its estimate by continuing the strategy described in 1). Regardless of

the ultimately chosen value of β, this illustrates that first the UE needs to estimate

its AoA up to a certain accuracy in order to be able to reflect the signal back to

the BS with a large BF gain. Then, similar to the first phase, during every slot

within this phase, the BS chooses its combining matrix, obtains a new observation
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and finds its AoA estimate from its employed estimation method by considering all

past and present observations. The second phase is concluded once the predefined

maximum number of slots is exceeded or, alternatively, once the BS is confident in

its estimate, with the confidence being defined exactly as in 1).

3) BA completion

The BS informs the UE about the end of the BA scheme by sending a predefined

signal that terminates the BA protocol. Contrary to the approach defined by 3GPP,

a two-sided BF gain can be utilized for this reporting since both the BS and the UE

have already estimated their respective AoA. Note that this reporting is in theory

only possible if, in the second phase, the UE chooses a value for β that allows

itself to still be able to understand the termination request of the BS, i.e. β < 1.

However, as this detail has only a very minor impact on the final performance, it

is mentioned here for completeness but discarded for the simulations in Ch. 5.

Observe that the achieved accuracy of the considered BA scheme heavily depends on the

employed estimation methods and the strategies for the design of the combining matrices

as well as the value of β across all slots of BA. For this reason, these components are

considered individually in Ch. 4 in detail to optimize the performance of the BA scheme.

3.2. Mathematical Formulation

After explaining the general BA problem as well as the considered approach from a high-

level perspective in Sec. 3.1, these aspects are now discussed from a more technical point

of view in the following. To find a formulation for the general BA problem, recall from

Sec. 2.4 that the overall objective to be solved during BA is to maximize the SNR after

BF, see Eq. (2.33), by maximizing the BF gain given by

|gtxgrx|2 = |aT(θ)fcomm uH
commb(φ)|2 =

∣∣∣∣∣aT(θ)
a∗(θ̂Nslot

)√
Na

bH(φ̂Nslot
)√

La
b(φ)

∣∣∣∣∣
2

,

where θ̂Nslot
and φ̂Nslot

refer to the final AoA estimate at the BS and the UE, respectively.

To find these estimates in any slot i of BA, both the BS and the UE employ an estimation

method denoted by

φ̂i = EUE

(
y(i),

(
U

(i)
UE, β

(i),ψ(i), f (i)
))

,
(3.1)

θ̂i = EBS

(
r(i),

(
U

(i)
BS, β

(i),ψ(i), f (i)
))

(3.2)
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where the superscript (i) = {1, . . . , i} indicates that all observations and used parameters

up to the i-th slot are relevant to the estimation methods, e.g. y(i) = {y1, . . . ,yi} with yi

referring to the signal received at the UE over all subcarriers and all time symbols in the

i-th slot. Note that, although the transmit BF vector f , see Eq. (2.18), is assumed to be

constant during BA within the scope of this thesis, the dependency on f (i) = {f1, . . . , fi}
in Eqs. (3.1) and (3.2) is made explicit for the case of slot-varying transmit BF vectors

to obtain a more general formulation.

Then, the general BA problem can be stated as the maximization of the (unnormalized)

BF gain as

max
s∈S, EUE(·,·), EBS(·,·)

E
[∣∣∣aT(θ) a∗(θ̂Nslot

) bH(φ̂Nslot
)b(φ)

∣∣∣2]
s.t. ∀i = 1, . . . , Nslot

si = {UUE,i,UBS,i, βi,ψi, fi}

φ̂i = EUE

(
y(i), s(i)

)
θ̂i = EBS

(
r(i), s(i)

)
‖fi‖22 = 1∥∥[UUE,i]m

∥∥2

2
=

1

Lrf
∀ m = 1, . . . , Lrf∥∥[UBS,i]n

∥∥2

2
=

1

Nrf
∀ n = 1, . . . , Nrf

βi ∈ [0, 1]

[ψi]l ∈ [−π, π] ∀ l = 1, . . . , La(
βj+1,ψj+1

)
= Gj

(
y(j), s(j)

)
∀ j = 1, . . . , Nslot − 1

, (3.3)

where the expectation is taken over all stochastic parameters,

S =
{

U
(Nslot)
UE ,U

(Nslot)
BS , β(Nslot),ψ(Nslot), f (Nslot)

}
denotes the set of all strategies for the design of the sequence of combining matrices, the

sequence of IRS parameters and the sequence of transmit BF vectors across all Nslot slots

of BA, s is the strategy ultimately chosen across all Nslot slots, si the strategy chosen in

the i-th slot and s(i) denotes all strategies chosen up to the i-th slot. Further, EUE(·, ·)
and EBS(·, ·) are the employed estimation methods of the BS and the UE introduced in

Eqs. (3.1) and (3.2), respectively, and Gj(·, ·) is the strategy chosen in the j-th slot to

determine the IRS parameters of the subsequent slot j+1. Finally, the notation yi and ri
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respectively refers to the received signal at the UE and the BS in the i-th slot over all M

subcarriers and N time symbols, as introduced in Sec. 2.3. Note that Eq. (3.3) describes

the general BA problem between a BS and a UE that is equipped with a hybrid IRS.

To obtain the corresponding formulation for BA without an IRS, the IRS parameters β

and ψ as well as the design strategy Gj(·, ·) can be simply omitted from the optimization

problem and from the set S.

Since the objective in Eq. (3.3) is infeasible to be solved analytically, common approaches

to BA, such as standard defined by 3GPP for 5G, resort to a heuristic approach to

solve the general BA problem [27], as explained in Sec. 3.1. Such heuristic approach is

usually only used to find the best design strategy s ∈ S rather than to optimize the

estimation methods EUE(·, ·) and EBS(·, ·), respectively, since these estimation methods

can be optimized separately from the design strategy s and are often decided on before

the actual BA. Then, to determine the best design strategy s ∈ S for the case that

no IRS is used, most heuristic approaches restrict the space from which the transmit

BF vectors and combining matrices can be chosen to a so called beamforming codebook

V̄ = {v̄1, . . . , v̄K}, i.e. a set of predefined BF vectors v̄1, . . . , v̄K , where K = |V̄| denotes

the size of the codebook. Usually, such codebook is constructed before the start of the

BA protocol by first discretizing the angular range into K equally spaced angles and

afterwards, computing a BF vector for each obtained angle. For these codebook-based

approaches, the individual BF vectors are computed in a way that each of them yields

a certain gain towards their corresponding angle as well as small region around it and

almost no gain over the remaining angular space. The idea of such approach is then to

sample a subset V̄i from V̄ in every slot i of BA and use this subset as combining matrix

in the current slot. More precisely, by denoting the beamforming codebook of the BS

and the UE by UBS and UUE, respectively, a codebook-based approach to BA proceeds as

follows. In every slot i, the BS randomly chooses one vector from UBS as its transmit BF

vector fi and Nrf vectors from UBS as its combining matrix UBS,i, while the UE randomly

chooses Lrf vectors from UUE as its combining matrix UUE,i. Using this method, the

whole angular range of interest is explored after a certain number of slots and the AoA

can be estimated at the BS and the UE, respectively.

While the design strategy for the combining matrices in this thesis can be derived similar

to the just discussed conventional approach for finding the best strategy s ∈ S when no

IRS is used, the employed estimation methods as well as the IRS parameters must be

designed as well. For this reason, Ch. 4 discusses each of these components individually

in detail to optimize the performance of the proposed BA scheme.
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While discussing the general BA problem in Ch. 3, it has been shown that the approach

taken in this thesis heavily depends on the employed estimation methods as well as on

the strategies for designing the combining matrices and the IRS parameters. For this

reason, this chapter introduces the proposed scheme to design each of these components.

First, in Sec. 4.1, the employed methods for the AoA estimation at the UE and at the

BS, respectively, are derived. Next, Sec. 4.2 discusses the used strategy for designing

the combining matrices both at the BS as well as the UE, before Sec. 4.3 introduces

the design strategy for the IRS parameters. Afterwards, a performance analysis of the

overall system is conducted by deriving the CRLB of the AoA estimation at the UE in

Sec. 4.4. The chapter concludes by summarizing the proposed BA scheme in the form of

an algorithm in Sec. 4.5.

4.1. Multi-slot Maximum Likelihood Estimation

As discussed in Sec. 3.1, in order to solve the BA problem for the considered system and

to establish a reliable communication, the BS as well as the UE are required to estimate

their respective AoA. For this reason, a maximum likelihood (ML) scheme is derived

for the AoA estimation at the BS and the UE. To further increase the accuracy of the

ultimately implemented estimation methods, in a certain slot of BA, all observations up

to the current slot are taken into account for the AoA estimation such that the accuracy

of the estimate improves over time. Then, in every slot of BA, the employed multi-slot

ML estimation methods find the AoA at the BS and at the UE as the angles that make

the set of all observations made up to the current slot most probable.

Since the expressions for the received signal at the UE and the BS differ by the fact that at

the BS the overall complex channel coefficient is varying in each slot, compare Eq. (2.24)

and Eq. (2.27), the ML estimate is derived for each entity separately. Nevertheless, as

this coefficient is the only difference in the respective expressions for the received signals,

part of the derivation is similar for both the UE and the BS, and thus results are reused

whenever possible. Note that part of the derivation is moved to Appendix A for the sake

of clarity.
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4.1.1. ML estimation at UE

To derive the multi-slot ML estimate at the UE, the expression for the observed signal

at the UE in Eq. (2.24) is rewritten as

yi[n,m] = gdlVH
i b(φ)xi[n,m] e−j2πm∆f( τ02 +ψ)ejπν0nTo︸ ︷︷ ︸

:=tn,m(τ0,ν0)

+wi[n,m]

= gdlVH
i b(φ)xi[n,m]tn,m(τ0, ν0) +wi[n,m]. (4.1)

Based on Eq. (4.1), the expression for the signal received in the i-th slot over all M sub-

carriers and N OFDM symbols can then be formulated by stacking all NM observations

yi[n,m], for n = 0, . . . , N −1 and m = 0, . . . ,M −1, into a column vector yi ∈ CNMLrf×1

which yields

yi =


yi[0, 0]

yi[0, 1]
...

yi[N − 1,M − 1]



=


xi[0, 0] t0,0(τ0, ν0)

xi[0, 1] t0,1(τ0, ν0)
...

xi[N − 1,M − 1] tN−1,M−1(τ0, ν0)

⊗
(
gdlVH

i b(φ)
)

+


wi[0, 0]

wi[0, 1]
...

wi[N − 1,M − 1]


=
(
T(τ0, ν0)⊗ gdlVH

i b(φ)
)
xi +wi

= gdlGi(τ0, ν0, φ)xi +wi, (4.2)

where

xi := [xi[0, 0], xi[0, 1], . . . , xi[N − 1,M − 1]]T ∈ CNM×1,

wi := [wT
i [0, 0],wT

i [0, 1], . . . ,wT
i [N − 1,M − 1]]

T ∈ CNMLrf×1,

T(τ0, ν0) := diag (t0,0(τ0, ν0), . . . , tN−1,M−1(τ0, ν0)) ∈ CNM×NM ,

Gi(τ0, ν0, φ) := T(τ0, ν0)⊗VH
i b(φ) ∈ CNMLrf×NM .

Recall from Sec. 2.3 that the UE aims to design its combining matrix in every slot i of

BA as a semi-unitary matrix such that the AWGN assumption for the observed signal

in Eq. (4.1) holds in good approximation. For this reason, wi ∼ NC(0, σ2INMLrf
) also
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holds, and hence yi ∼ NC
(
gdlGi(τ0, ν0, φ)xi, σ

2INMLrf

)
. Thus, the likelihood-function

of yi is given by

L(yi; (gdl, τ0, ν0, φ)) =
1

det(2πσ2INMLrf
)1/2

exp

(
− 1

2σ2

(
(yi − gdlGixi)

H(yi − gdlGixi)
))

,

(4.3)

where the dependency of Gi on τ0, ν0 and φ is omitted here and in the following for

the sake of clarity. Collecting all observations made up to the i-th slot, denoted by

y(i) = {y1, . . . ,yi}, the log-likelihood function of y(i) is defined by

`(y(i); (gdl, τ0, ν0, φ)) = log
(
L(y(i); (gdl, τ0, ν0, φ))

)
= log

( i∏
s=1

L(yi; (gdl, τ0, ν0, φ))
)

=
i∑

s=1

log
(
L(yi; (gdl, τ0, ν0, φ))

)
. (4.4)

Using Eq. (4.4), the ML estimate of the unknown parameters is given in the i-th slot

according to [28] by

(ĝdl
i , τ̂i, ν̂i, φ̂i) = arg max

gdl,τ0,ν0,φ

`(y(i); (gdl, τ0, ν0, φ))

= arg min
gdl,τ0,ν0,φ

i∑
s=1

∥∥∥ys − gdlGsxs

∥∥∥2

2

= arg min
gdl,τ0,ν0,φ

i∑
s=1

yH
sys +

∣∣gdl
∣∣2(Gsxs)

HGsxs − 2Re
{

(gdl)HxH
sG

H
sys

}
= arg min

gdl,τ0,ν0,φ

i∑
s=1

∣∣gdl
∣∣2xH

sG
H
sGsxs − 2Re

{
(gdl)∗xH

sG
H
sys

}
. (4.5)

Denoting Ys = [ys[0, 0], . . . ,ys[N − 1,M − 1]] ∈ CLrf×NM as the matrix containing all

observations of the UE in the s-th slot as its columns and defining

V(i) :=

i∑
s=1

‖xs‖22VsV
H
s ,

c(i)(τ0, ν0) :=

[
i∑

s=1

xT
sT(τ0, ν0)YH

sV
H
s

]H

,

(4.6)
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the ML estimate in Eq. (4.5) simplifies to

(ĝdl
i , τ̂i, ν̂i, φ̂i) = arg max

gdl,τ0,ν0,φ

Re
{

2gdlcH

(i)(τ0, ν0)b(φ)−
∣∣gdl
∣∣2bH(φ)V(i)b(φ)

}
, (4.7)

where the derivation can be found in Appendix A in Eqs. (A.1) - (A.6).

Further, for a given τ0, ν0 and φ, the optimal gdl, i.e. the one that maximizes Eq. (4.7),

is found by

∂

∂Re{gdl}Re
{

2gdlcH

(i)(τ0, ν0)b(φ)−
∣∣gdl
∣∣2bH(φ)V(i)b(φ)

}
= 0 (4.8a)

∂

∂Im{gdl}Re
{

2gdlcH

(i)(τ0, ν0)b(φ)−
∣∣gdl
∣∣2bH(φ)V(i)b(φ)

}
= 0 (4.8b)

which results in

gdl
opt =

bH(φ)c(i)(τ0, ν0)

bH(φ)V(i)b(φ)
, (4.9)

as derived in Appendix A in Eqs. (A.7) - (A.9).

Substituting expression (4.9) into Eq. (4.7) yields the ML estimate at the UE in the i-th

slot as

(τ̂i, ν̂i, φ̂i) = arg max
τ0,ν0,φ

Re

{
2

∣∣bH(φ)c(i)(τ0, ν0)
∣∣2

bH(φ)V(i)b(φ)
−
∣∣bH(φ)c(i)(τ0, ν0)

∣∣2
bH(φ)V(i)b(φ)

}

= arg max
τ0,ν0,φ

∣∣bH(φ)c(i)(τ0, ν0)
∣∣2

bH(φ)V(i)b(φ)
. (4.10)

Note that for the derived ML estimate the information about past observations is con-

tained within c(i)(τ0, ν0) and V(i). As in every slot i, these two quantities can be com-

puted using only Yi, xi and Vi as well as c(i−1)(τ0, ν0) and V(i−1), the ML estimate in

Eq. (4.10) can be implemented to have the same computational complexity in each slot.

Further, although for the present thesis only the AoA estimate is of interest, the delay

and Doppler estimate are obtained from the derived estimation method without further

expense. These two estimates could, for instance, be relevant to beam tracking or beam

refinement techniques that might be used after successful BA.

4.1.2. ML estimation at BS

Note that Eq. (2.27) is of the same form as Eq. (2.24) with the minor difference that the

complex channel coefficient depends on the slot index in the expression for the received

signal at the BS. Therefore, the results derived for ML estimation at the UE can be
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reused up to the point where the slot dependent channel coefficient has to be taken into

account. By defining

ri := [rT
i [0, 0], rT

i [0, 1], . . . , rT
i [N − 1,M − 1]]

T ∈ CNMNrf×1,

xi := [xi[0, 0], xi[0, 1], . . . , xi[N − 1,M − 1]]T ∈ CNM×1,

ni := [nT
i [0, 0],nT

i [0, 1], . . . ,nT
i [N − 1,M − 1]]

T ∈ CNMNrf×1,

t̃n,m(τ0, ν0) := ej2πnToν0e−j2πm∆fτ0 ∈ C,

T̃(τ0, ν0) := diag(t̃0,0(τ0, ν0), . . . , t̃N−1,M−1(τ0, ν0)) ∈ CNM×NM ,

the overall received signal at the BS over all M subcarriers and N OFDM symbols in the

i-th slot is denoted by

ri =
(
T̃(τ0, ν0)⊗ gul

i UH
BS,ia(θ)

)
xi + ni. (4.11)

The expression for the ML estimate of the unknown parameters is given the cost function

found in Appendix A in Eq. (A.4) as up to this step the results are the same for the

constant and the varying complex channel coefficient. Formally, the ML estimate reads

({ĝul}is=1, τ̂i, ν̂i, θ̂i) = arg min
{gul}is=1,τ0,ν0,θ

Re

{
i∑

s=1

∣∣gul
s

∣∣2‖xs‖22 aH(θ)UBS,sU
H
BS,sa(θ)

− 2gul
s x

T
sT̃(τ0, ν0)RH

sU
H
BS,sa(θ)

}
,

(4.12)

where Rs = [rs[0, 0], . . . , rs[N − 1,M − 1]] ∈ CNrf×NM is the matrix containing all

observations of the BS in the s-th slot as its columns and {gul}is=1 is the set of all

complex channel coefficients up to the i-th slot.

Now, assume that the configuration of the IRS did not change during the AoA estimation

at the BS, i.e. Φs is fixed to Φ. Then, the complex UL channel coefficient gul
s =

h(Φs)a
T(θ)f simplifies to gul = h(Φ)aT(θ)f , i.e. becomes independent of the slot index.

For this case, gul is a constant complex channel coefficient, and thus Eq. (4.12) has the

exact same form as the expression derived for the estimation at the UE such that the ML

estimate in Eq. (4.12) can be simplified to an expression similar to Eq. (4.10).

However, for the general case that gul
s depends on the slot index s, a different solution

must be derived. Therefore, by defining

Ũs := ‖xs‖22 UBS,sU
H
BS,s ,

c̃s(τ0, ν0) :=
[
xT
sT̃(τ0, ν0)RH

sU
H
BS,s

]H
,

(4.13)
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Eq. (4.12) can be rewritten as

({ĝul}is=1, τ̂i, ν̂i, θ̂i) = arg min
{gul}is=1,τ0,ν0,θ

Re

{
i∑

s=1

∣∣gul
s

∣∣2aH(θ)Ũs a(θ)− 2gul
s c̃H

s(τ0, ν0)a(θ)

}

= arg max
{gul}is=1,τ0,ν0,θ

Re

{
i∑

s=1

2gul
s c̃H

s(τ0, ν0)a(θ)−
∣∣gul
s

∣∣2aH(θ)Ũsa(θ)

}
.

(4.14)

Then, for a given τ0, ν0, θ and {gul}i−1
s=1, the gul

i that maximizes Eq. (4.14) is found by

∂

∂Re{gul
i }

Re

{
i∑

s=1

2gul
s c̃H

s(τ0, ν0)a(θ)−
∣∣gul
s

∣∣2aH(θ)Ũs a(θ)

}
= 0

∂

∂Im{gul
i }

Re

{
i∑

s=1

2gul
s c̃H

s(τ0, ν0)a(θ)−
∣∣gul
s

∣∣2aH(θ)Ũs a(θ)

}
= 0

which have the same form as Eqs. (4.8a) and (4.8b), and thus results in

gul
i,opt =

aH(θ)c̃i(τ0, ν0)

aH(θ)Ũi a(θ)
. (4.15)

Furthermore, substituting expression (4.15) into Eq. (4.14), the optimal gul
i−1 can then

be found for a given τ0, ν0, θ and {gul}i−2
s=1. Repeating this procedure for every complex

UL channel coefficient, the optimal gul
s , for s = 1, . . . , i, is given by

gul
s,opt =

aH(θ)c̃s(τ0, ν0)

aH(θ)Ũs a(θ)
. (4.16)

Replacing every gul
s in Eq. (4.14) by the expression found in Eq. (4.16), the ML estimate

at the BS in the i-th slot is given by

(τ̂i, ν̂i, θ̂i) = arg max
τ0,ν0,θ

Re

{
i∑

s=1

2
|aH(θ)c̃s(τ0, ν0)|2

aH(θ)Ũsa(θ)
− |a

H(θ)c̃s(τ0, ν0)|2

aH(θ)Ũsa(θ)

}

= arg max
τ0,ν0,θ

i∑
s=1

|aH(θ)c̃s(τ0, ν0)|2

aH(θ)Ũsa(θ)
. (4.17)

Note that similar to the ML estimate at the UE, see Eq. (4.10), the ML estimate at the

BS can also be implemented to have the same computational complexity in each slot.

Also, only the AoA estimate of Eq. (4.17) is of interest for the proposed BA scheme. Yet,
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the delay and Doppler estimate are obtained without further expense and could be used

potentially for beam tracking or beam refinement techniques that might be applied after

successful BA.

4.2. Design Strategy for Combining Matrices

Recall from Sec. 2.3 that both the BS and the UE apply a combining matrix to the signal

received at their ULA due to their implemented hybrid BF architecture. Since these

combining matrices are chosen in every slot of BA, as discussed in Sec. 3.1, a strategy

must be found to design the sequence of combining matrices across all Nslot slots of BA for

both the BS and the UE. Since in every slot of BA the derived multi-slot ML estimation

methods, see Sec. 4.1, consider all received signals up to the current slot, the idea for the

design strategy for the combining matrices is to probe different narrow angular ranges of

the beam space across different slots. There are two reasons for this idea. On the one

hand, by always probing a narrow range at a time a larger BF gain can be leveraged

within this angular range, and hence a signal that is less corrupted by noise is obtained

in that slot. On the other hand, by also changing the probed direction in every slot, the

AoA estimate of the multi-slot ML method should converge to the true AoA after the

whole beam space has been explored. To find such design strategy the method that has

been used for the design of the transmit BF vector f in Sec. 2.3 is recalled and extended

to prioritize certain directions of the beam space, as introduced in [23]. In the following,

the used strategy is only described for the design of the combining matrices at the UE,

yet, the same strategy is implemented at the BS as well.

First, the whole FoV Ω = [−π
2 ,

π
2 ] is divided into G equidistant angles φ̃i and the matrix

B = [b(φ̃1), . . . ,b(φ̃G)] ∈ CLa×G is defined, where b(·) is the ULA response vector

at the UE defined in Eq. (2.5). Further, the desired radiation pattern is defined by

b̄ = [b̄1, . . . , b̄G]T ∈ RG, where b̄i corresponds to the magnitude of the desired radiation

pattern at angle φ̃i. Next, the FoV Ω is divided into a central section Ωm covering Gm

discrete directions each with power ϕm and a peripheral section Ωp covering Gp discrete

directions each with power ϕp. This partitioning of Ω enables prioritizing certain sections

of the FoV by choosing the section to prioritize as the central section and increasing its

assigned power ϕm, while decreasing the power ϕp of the resulting peripheral section. By

allowing only small ripples within the main beam, the result of this procedure is a flat

beam in the direction of the central section. In other words, the desired beam pattern

b̄ yields an increased total power of Gmϕm over the central section and a reduced total

power Gpϕp = 1 − Gmϕm over the peripheral section. A corresponding BF vector u of
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unit norm is then given as the solution of the magnitude least-squares problem

min
u

∥∥BHu− b̄
∥∥2

2

s.t. ‖u‖2 = 1
, (4.18)

where the desired beam pattern b̄ can be designed such that certain sections of the FoV

are prioritized. Considering Eq. (4.18), the following design strategy is used for designing

the sequence of combining matrices at the UE during BA.

At first, the FoV Ω = [−π
2 ,

π
2 ] is discretized into K equidistant angles and for each angle

αk, for k = 1, . . . ,K, a corresponding BF vector uk is computed that yields a gain towards

its respective angle αk as well as a small region ∆α around it and almost no gain over the

remaining angular range. This can be achieved by designing the desired beam pattern b̄

in Eq. (4.18) for a given αk such that the central section, i.e. the region to prioritize, is

given by Ωm,k = [αk −∆α/2, αk + ∆α/2]. The so obtained BF vectors are then used to

construct the UE’s BF codebook defined by

UUE = {u1, . . . ,uK}. (4.19)

Note that the process of generating UUE is done once before the start of BA, and hence

does not introduce any additional overhead to the protocol. The final design strategy for

the sequence of combining matrices can then be described as follows. In every slot i of

BA, the UE randomly samples Lrf BF vectors ū1, . . . , ūLrf
from the set UUE and finds its

combining matrix as UUE,i = 1√
Lrf

[ū1, . . . , ūLrf
]. Then, after a certain number of slots

have passed, the whole FoV is explored by the UE with narrow and directive beams such

that the employed multi-slot ML estimate, which accumulates the observations across

different slots, should yield a precise estimate of the AoA. Note that by designing the

combining matrices in each slot as described, the assumption used in Sec. 2.3 that the

combining matrix of every slot is chosen as a semi-unitary matrix holds in good approx-

imation, and hence the AWGN assumption is valid. Further, observe that although a

codebook-based approach is used in this thesis for designing the sequence of combining

matrices, the accuracy of the AoA estimation is only partially limited by the accuracy of

the codebook. The reason for this is that a separate estimation method is employed that

is not based on the BF codebook. However, if very few low-directional beams were used

in the codebook, i.e. if K is chosen small and ∆α large, the estimation accuracy dete-

riorates since the received signals are more corrupted with noise. Finally, recall that to

design the sequence of combining matrices at the BS, the same design strategy is adopted

as the one described for the UE.
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4.3. Design Strategy for IRS Parameters

As discussed in Ch. 3, once the UE’s AoA estimate is reliable, i.e. once the fluctuation

of the estimate is less than a predefined value for a predefined number of slots, the UE

activates the IRS by configuring the phase shifts ψ and the reflection coefficient β for

reflection towards its estimated AoA. Although this procedure determines the framework

for the IRS configuration, it remains to define the parameters to when exactly activate

the IRS and how to then tune the IRS parameters.

First, to find a heuristic for the activation of the IRS, consider the definition of the half

power beam width (HPBW) Θh of a ULA with L elements and half wavelength spacing

from [29, Ch. 6] as

Θh = 2

[
π

2
− arccos

(
2 · 1.391

πL

)]
. (4.20)

Further, to capture the fluctuation of the AoA estimates in the i-th slot of BA, the

standard deviation of the last Ne AoA estimates at the UE, where i ≥ Ne, can be

computed by

σφ,i =

√√√√ 1

Ne − 1

Ne−1∑
j=0

(
φ̂i−j − µφ,i

)2
, (4.21)

where φ̂j denotes the estimated AoA at the UE in the j-th slot and µφ,i = 1
Ne

∑Ne
j=0 φ̂i−j

is the mean of the last Ne estimates. Note that Eq. (4.21) defines a moving standard

deviation, similar to a moving average, that is computed by using a sliding window of

the last Ne AoA estimates. Considering the expressions in Eqs. (4.20) and (4.21), it is

assumed that the AoA estimation at the UE is successful in the i-th slot if

σφ,i ≤ Θh . (4.22)

To understand the reason for this critera, first note that the HPBW approximates the

best possible angular resolution of a ULA for signals coming from boresight, i.e. from

the axis of maximum gain, as shown in [26, Ch. 1]. Hence, activating the IRS after the

criteria in Eq. (4.22) is fulfilled means that the AoA estimation at the UE varies between

so similar angles that the IRS can not distinguish them anyway due to its limited angular

resolution. For this reason, using Eq. (4.22) as IRS activation criteria is justified. Once

this criteria is fulfilled, the UE activates the IRS by setting β > 0 and applying the phase

shifts ψ to the reflected signal. To understand how the phase shifts ψ should be chosen,

recall the definition of the IRS gain from Eq. (2.10) as

Girs(Φi) := |bT(φ)ΦH
i b(φ)| .
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On-Off scheme Linear scheme Confidence scheme

ψ [ψ]l = ψl = 2π(l − 1) sin(φ̂) ∀ l
β βj = 1 βj = min (1, βj−1 + 0.2) βj = max(βj−1, 1− σφ,j/Θh)

Table 4.1.: Overview of considered IRS design strategies. Note that the chosen values for
β are given starting from the j-th slot, where j denotes the index of the first
slot in which the IRS is activated.

Then, for any given β, the phase shifts at the IRS should be chosen as

[ψopt]l = ψopt,l = 2π(l − 1) sin(φ) ∀ l, (4.23)

since then

Girs(Φopt) =
∣∣bT(φ)ΦH

optb(φ)
∣∣

=

La∑
l=1

∣∣[b(φ)]l [ΦH
opt]l,l [b(φ)]l

∣∣
= β

La∑
l=1

∣∣∣[b(φ)]l e
−jψopt,l [b(φ)]l

∣∣∣
= β

La∑
l=1

∣∣∣ejπ(l−1) sin(φ)e−j2π(l−1) sin(φ)ejπ(l−1) sin(φ)
∣∣∣

= β

La∑
l=1

1 = βLa, (4.24)

i.e. the IRS gain is maximized. Since the phase shifts used in Eq. (4.23) can, however,

not be configured as the true AoA φ is unknown, the phase shifts are instead set to

[ψ]l = ψl = 2π(l − 1) sin(φ̂) ∀ l . (4.25)

Note that the phase shifts ψ are not configured before the criteria in Eq. (4.22) is fulfilled,

that is before the AoA estimation at the UE is assumed to be successful. Hence, using

the setting shown in Eq. (4.25) should yield a good approximation of the optimal setting

in Eq. (4.23).

Contrary to the configuration of the phase shifts ψ, there is no universal solution to the

configuration of β that leads to the best overall system performance for any scenario.

For this reason, different strategies are proposed in the following and compared later on

in Ch. 5 to find the best performing one. For the first considered strategy, referred to
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as On-Off scheme, β = 1 is set as soon as the UE activates the IRS, i.e. as soon as the

criteria in Eq. (4.22) is fulfilled. The idea behind setting β directly to one is that then

the SNR at the BS before BF, see Eq. (2.29), is maximized during the whole period in

which the BS estimates its AoA. Also, note that for this strategy, the applied phase shifts

ψ and the magnitude of the reflection coefficient β are constant over all slots of BA,

and consequently the reflection matrix Φ is constant across all remaining slots of BA.

Hence, the overall complex UL channel coefficient gul
i is constant across all remaining slots

and the BS can implement a multi-slot ML estimation method that assumes a constant

channel coefficient similar to the UE. The second considered strategy, referred to as linear

scheme, starts by setting β = 0.2 once the UE activates the IRS and afterwards, linearly

increases β by 0.2 in every subsequent slot until β = 1 is reached. This strategy is

considered since within the time where β ∈ (0, 1) the BS can start estimating its AoA

while the UE can refine its estimate to obtain a more accurate result and further increase

the IRS gain. For the same reason, the third design strategy, called confidence scheme, is

considered which chooses β in each slot as β = 1−σφ,i/Θh, where Θh and σφ,i are defined

in Eqs. (4.20) and (4.21), respectively. The idea for this is that as the UE further refines

its estimate the fluctuation of the estimate continuously decreases such that β increases

over time. To also ensure that β does not decrease at any point during BA, β is only

updated in the confidence scheme if its value increased compared to the previous slot.

An overview of the considered design strategies is shown in Tab. 4.3.

Recall from Ch. 3 that after both the BS and the UE have estimated their AoA, the

BS sends a predefined request to the UE to terminate the BA protocol. Thus, for the

UE to understand this request, the UE must not set β = 1 as it otherwise reflects all

incoming signals and can not process the request of the BS. However, since setting β to

a rather high value, e.g., 0.9, would achieve very similar results as setting β = 1 and still

allow the UE to understand the termination request of the BS, this is mentioned here for

completeness but not considered further for the simulations in Ch. 5.

4.4. Performance Analysis

After introducing the employed estimation methods as well as the design strategies for

the combining matrices and the IRS parameters, the performance of the overall system

is investigated on the basis of the Cramér-Rao lower bound (CRLB) of the AoA. The

CRLB provides a lower bound on the variance of any estimator of the AoA, and hence

shows how accurate the AoA can be estimated at best in every slot of BA. The CRLB

is only derived for the AoA at the UE, however, since the expressions for the received

signal at the UE and BS, see Eq. (2.24) and Eq. (2.27), respectively, are of similar form,
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the conclusions found are assumed to be valid for both sides. Also, note that although

only the CRLB of the AoA is of interest, the respective bounds for the delay, the Doppler

shift as well as the complex channel coefficient are obtained during the derivation without

additional expense.

4.4.1. Exact CRLB

To derive the exact CRLB for the AoA at the UE, consider the following definition of the

CRLB for unbiased estimators [28, 30].

Definition 1 (CRLB for unbiased estimators). Let ξ = [ξ1, . . . , ξn] be the parameter

vector containing all deterministic but unknown parameters of a system. The CRLB of

any unbiased estimator of the individual parameters in ξ is then given by the diagonal

elements of I(ξ)−1, where I(ξ) denotes the Fisher information matrix (FIM).

Therefore, to first compute the FIM, Eq. (2.24) is rewritten as

yi[n,m; ξ] = gdlVH
i b(φ)xi[n,m]e−j2πm∆f(

τ0
2

+γ)ejπν0nTo +wi[n,m]

= gejψgVH
i b(φ)xi[n,m]e−j2πm∆fτ ′0ejπν0nTo︸ ︷︷ ︸

si[n,m;ξ]

+wi[n,m]

= si[n,m; ξ] +wi[n,m], (4.26)

where ξ = [g, ψg, φ, τ
′
0, ν0] is the parameter vector containing all unknown but determin-

istic parameters, τ ′0 = τ0
2 +γ and the complex DL channel coefficient gdl is represented in

its polar form as gdl = gejψg . Then, by considering all observations up to the i-th slot, as

with the estimation methods, and using the fact that Eq. (4.26) describes a multivariate

normal distribution with mean vector si[n,m; ξ] and covariance matrix ILrf
, the FIM is

computed according to [31] by

[I(ξ,X)]k,l = 2
i∑

s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂ξk
σ−2I−1

Lrf

∂ss[n,m; ξ]

∂ξl

}
+ iNM

[
I−1
Lrf

∂ILrf

ξk
I−1
Lrf

∂ILrf

ξl

]

=
2

σ2

i∑
s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂ξk

∂ss[n,m; ξ]

∂ξl

}
, (4.27)

where X = {X1, . . . ,Xi} denotes the set of all pilot symbols sent up to the i-th slot,

Xs = {xs[n,m]} ∀ n,m the set of all pilot symbols sent in the s-th slot and
∑

n,m =∑N−1
n=0

∑M−1
m=0 is used here and in the following to shorten the notation. Using the result in

Eq. (4.27) as well as the fact that the the FIM is symmetric, i.e. [I(ξ,X)]k,l = [I(ξ,X)]l,k,
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the individual elements of the FIM are defined by

I(ξ,X) =
1

σ2


Igg Igψg Igφ Igτ ′0 Igν0

Igψg Iψgψg Iψgφ Iψgτ ′0 Iψgν0

Igφ Iψgφ Iφφ Iφτ ′0 Iφν0

Igτ ′0 Iψgτ ′0 Iφτ ′0 Iτ ′0τ ′0 Iτ ′0ν0

Igν0 Iψgν0 Iφν0 Iτ ′0ν0
Iν0ν0

 . (4.28)

Further, since all elements of ξ are real-valued,

∂sH
s [n,m; ξ]

∂ξk
=

[
∂ss[n,m; ξ]

∂ξk

]H
holds, and thus only the derivatives of ss[n,m; ξ] with respect to the individual elements

in ξ are required to compute Eq. (4.27). From Eq. (4.26), these derivatives are computed

as

∂ss[n,m; ξ]

∂g
=

1

g
ss[n,m; ξ], (4.29a)

∂ss[n,m; ξ]

∂ψg
= jss[n,m; ξ], (4.29b)

∂ss[n,m; ξ]

∂φ
= jπ cos(φ)gejψgVH

s b̃(φ)xs[n,m]e−j2πm∆fτ ′0ejπν0nTo , (4.29c)

∂ss[n,m; ξ]

∂τ ′0
= −2jmπ∆fss[n,m; ξ], (4.29d)

∂ss[n,m; ξ]

∂ν0
= jnπToss[n,m; ξ], (4.29e)

where b̃(φ) in Eq. (4.29c) is defined as b̃(φ) := diag(0, . . . , La − 1) b(φ).

Considering the derivatives found in Eqs. (4.29a) - (4.29e), the individual elements of the

FIM can be computed using Eq. (4.27) such that the expression for the FIM in Eq. (4.28)

simplifies to

I(ξ,X) =
1

σ2


Igg 0 Igφ 0 0

0 Iψgψg Iψgφ Iψgτ ′0 Iψgν0

Igφ Iψgφ Iφφ Iφτ ′0 Iφν0

0 Iψgτ ′0 Iφτ ′0 Iτ ′0τ ′0 Iτ ′0ν0

0 Iψgν0 Iφν0 Iτ ′0ν0
Iν0ν0

 , (4.30)

where the computation of the individual elements of the FIM can be found in Appendix B

in Eqs. (B.1) - (B.16). The CRLB of the AoA φ is then found in the i-th slot of BA from
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the expression in Eq. (4.30) as

Var{φ̂}i ≥ [I(ξ,X)−1]3,3 =
nφ(X)

det(I(ξ,X))
(4.31)

where φ̂ refers to any unbiased estimator of φ,

nφ(X) = −Igg
(
Iν0ν0I

2
ψgτ ′0
− 2Iψgτ ′0Iψgν0Iτ ′0ν0

+ Iτ ′0τ ′0I
2
ψgν0

+ IψgψgI
2
τ ′0ν0
− IψgψgIτ ′0τ ′0Iν0ν0

)
is the numerator in Eq. (4.31) and

det(I(ξ,X)) =
1

σ2

(
Iν0ν0 I

2
gφ I

2
ψgτ ′0
− 2 I2

gφ Iψgτ ′0 Iψgν0 Iτ ′0ν′0 + Iτ ′0τ ′0 I
2
gφ I

2
ψgν0

− Iψgψg Iτ ′0τ ′0 Iν0ν0 I
2
gφ + Igg I

2
ψgφ I

2
τ ′0ν
′
0
− Igg Iτ ′0τ ′0 Iν0ν0 I

2
ψgφ + Iψgψg I

2
gφ I

2
τ ′0ν
′
0

+ 2 Igg Iν0ν0 Iψgφ Iψgτ ′0 Iφτ ′0 − 2 Igg Iψgφ Iψgτ ′0 Iφν′0 Iτ ′0ν′0 + Igg I
2
φτ ′0

I2
ψgν0

+ 2 Igg Iτ ′0τ ′0 Iψgφ Iψgν0 Iφν′0 + Igg I
2
ψgτ ′0

I2
φν′0
− 2 Igg Iψgφ Iφτ ′0 Iψgν0 Iτ ′0ν′0

− 2 Igg Iψgτ ′0 Iφτ ′0 Iψgν0 Iφν′0 + 2 Igg Iφφ Iψgτ ′0 Iψgν0 Iτ ′0ν′0 − Igg Iφφ Iν0ν0 I
2
ψgτ ′0

− Igg Iψgψg Iν0ν0 I
2
φτ ′0

+ 2 Igg Iψgψg Iφτ ′0 Iφν′0 Iτ ′0ν′0 − Igg Iφφ Iτ ′0τ ′0 I
2
ψgν0

− Igg Iψgψg Iτ ′0τ ′0 I
2
φν′0
− Igg Iψgψg Iφφ I2

τ ′0ν
′
0

+ Igg Iψgψg Iφφ Iτ ′0τ ′0 Iν0ν0

)
is the determinant of I(ξ,X).

Since the expression for the exact CRLB of the AoA φ in Eq. (4.31) is very complex and

further depends on the sent pilot signals X, the CRLB is approximated in the following

by assuming that both the number of subcarriers M and the number of OFDM symbols

per slot N become large.

4.4.2. Approximated CRLB

To derive an approximation for the exact CRLB of φ that does not depend on the sent

pilot symbols X, the fact that these symbols only occur in summations over m and n,

see Eqs. (B.2) - (B.16), is utilized, as shown in [32]. For this purpose, the identities

n−1∑
k=0

k =
n(n− 1)

2
,

n−1∑
k=0

k2 =
n(n− 1)(2n− 1)

6
,

(4.32)
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are considered and the average power constraint defined in Eq. (2.16) is recalled. Then, by

assuming M and N to be large, the summations over n and m in Eqs. (B.2) - (B.16) can

be approximated, and hence the individual elements of the FIM as well as the numerator

and denominator of the CRLB in Eq. (4.31) can be approximated. The detailed derivation

of this approximation can be found in Appendix B in Eqs. (B.17) - (B.25).

Using the derived approximations, the approximated CRLB can be stated as

Var{φ̂}i ≥
nφ(X)

det(I(ξ,X))
≈ nφ,approx

dφ,approx
, (4.33)

where

nφ,approx = −C(i)
φ M

and

dφ,approx =
2M2NPtg

2π2 cos2(φ)

σ2

·
((

Re
{
C̃

(i)
φ

})2 [
3 (1− cos(φ))2 + 1

]
+
(

Im
{
C̃

(i)
φ

})2
− C(i)

φ
˜̃C

(i)
φ

)
are the numerator and denominator of the approximated CRLB, respectively, and the

identities

C
(i)
φ :=

i∑
s=1

‖VH
sb(φ)‖22 ,

C̃
(i)
φ :=

i∑
s=1

b̃H(φ)VsV
H
sb(φ),

˜̃C
(i)
φ :=

i∑
s=1

∥∥∥VH
s b̃(φ)

∥∥∥2

2
,

(4.34)

are defined to shorten the notation, where b̃(φ) = diag(0, . . . , La−1) b(φ). The obtained

expression in Eq. (4.33) can be further simplified to yield the approximated CRLB in the
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i-th slot of BA as

Var{φ̂}i

≥
−C(i)

φ Mσ2

2M2NPtg2π2 cos2(φ)

((
Re
{
C̃

(i)
φ

})2
[3 (1− cos(φ))2 + 1] +

(
Im
{
C̃

(i)
φ

})2
− C(i)

φ
˜̃C

(i)
φ

)
=

−C(i)
φ σ2

2MNPtg2π2 cos2(φ)

((
Re
{
C̃

(i)
φ

})2
[3 (1− cos(φ))2 + 1] +

(
Im
{
C̃

(i)
φ

})2
− C(i)

φ
˜̃C

(i)
φ

)
=

C
(i)
φ σ2

2MNPtg2π2 cos2(φ)

(
C

(i)
φ

˜̃C
(i)
φ −

(
Re
{
C̃

(i)
φ

})2
[3 (1− cos(φ))2 + 1]−

(
Im
{
C̃

(i)
φ

})2
) .

(4.35)

After deriving the approximated CRLB, it is investigated which quantities have the most

impact on the estimation accuracy of the proposed scheme. First, by recalling the fact

that g = |gdl| as well as the expression for gdl from Eq. (2.24) as gdl = h̃dlaT(θ)f , observe

that the term Ptg
2/σ2 in Eq. (4.35) is of very similar form as the SNR at the UE before

BF defined in Eq. (2.28). More precisely, the only difference between the two expressions

is that the term Ptg
2/σ2 includes the transmit BF gain aT(θ)f of the BS. Since during

the whole BA protocol the BS is assumed to transmit a fixed wide beam, see Sec. 2.3,

there is almost no transmit BF gain, i.e. aT(θ)f ≈ 1, and hence SNRUE,BBF ≈ Ptg
2/σ2

holds in good approximation. As a consequence, the CRLB is found to be proportional to

1/SNRUE,BBF which illustrates that the higher the initial SNR before BF, the lower the

CRLB, or in other words, the achievable estimation accuracy increases with increasing

SNR before BF. Further, the CRLB also decreases with an increasing number of pilot

symbols per slot due to the term MN in the denominator of Eq. (4.35).

Next, the dependency on the AoA φ is considered. Looking at the denominator in

Eq. (4.35), observe that the CRLB is proportional to 1/ cos2(φ), which is a consequence

of assuming a ULA at the UE that is configured as a broadside array, i.e. the main beam

is perpendicular to the axis of the antenna array. This illustrates that the estimation

accuracy varies for different signals that arrive from different AoAs. More precisely, the

CRLB attains its minimum value for signals coming from boresight, i.e. φ = 0, and mono-

tonically increases when moving away towards the end-fire directions, i.e. φ = ±π/2. The

reason for this is that the ULA at the UE, see Eq. (2.5), yields the largest gain, and thus

the highest sensitivity towards φ = 0 and almost no gain towards φ = ±π/2. In general,

this also shows that the CRLB of the AoA in general depends on the used array geometry,
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4.5. Resulting Algorithm

and thus using an array geometry different to a ULA will either improve or degrade the

overall system performance. Note that there is also a second dependency of the CRLB

on the AoA due to the term (1− cos(φ))2 which, however, only controls the influence of

the term (Re{C̃(i)
φ })2 on the overall CRLB, and thus can be neglected compared to the

term 1/ cos2(φ).

Last, the influence of the quantities C
(i)
φ , C̃

(i)
φ and ˜̃C

(i)
φ is investigated. Looking at

Eq. (4.35), observe that the CRLB decreases most noticeable with increasing ˜̃C
(i)
φ and

slightly with increasing C
(i)
φ , while it increases quadratically with the real and imaginary

part of C̃
(i)
φ . Further, recall from the respective definitions in Eq. (4.34) that these three

quantities depend on the sequence of overall combining matrices Vs, for s = 1, . . . , i.

Since Vs = DsUUE,s and Ds is a scaled identity matrix, see Eq. (2.4), the influence

of the quantities C
(i)
φ , C̃

(i)
φ and ˜̃C

(i)
φ can equivalently be seen as the influence of the se-

quence of combining matrices UUE,s, for s = 1, . . . , i. Hence, to minimize the CRLB,

the combining matrix UUE,s should be chosen in each slot s such that C
(i)
φ and ˜̃C

(i)
φ are

maximized, while the overall magnitude of C̃
(i)
φ should be minimized. Also, when the

combining matrices are designed appropriately, the CRLB decreases with an increasing

number of slots.

4.5. Resulting Algorithm

After discussing the estimation methods and design strategies in Secs. 4.1 - 4.3 in detail,

the proposed BA scheme is summarized in Algorithm 1. To be consistent with the

notation introduced in Sec. 3.2, EUE(·, ·) and EBS(·, ·), respectively denote the estimation

method of the UE and the BS, i.e. the respective employed multi-slot ML estimation. For

the same reason, the IRS design strategy is denoted by Gi(·). The notation UUE,i
Lrf← UUE

indicates that the UE obtains its combining matrix in the i-th slot by randomly choosing

Lrf vectors from its codebook UUE. The same applies to the notation used for the BS.

The input parameters to the proposed BA scheme are made explicit for description of

the algorithm. Also, note that the lines 16-21 in Algorithm 1 are added to illustrate how

the algorithm could be extended to allow the BS to terminate the BA scheme before

reaching the maximum number of slots. This could be particularly useful if the time

required for BA should be minimized, as the BS could save time resources in exchange

for the accuracy of the estimation. However, this part is not implemented in the final

scheme used for the simulations in Ch. 5 since the main objective in this thesis is the

maximization of the SNR after BF.
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4. Proposed Scheme

Algorithm 1: Proposed BA scheme

Input: Grid size for multi-slot ML estimation (Γ), codebook parameters (K,∆α),

number of estimates for IRS activation (Ne)

Output: φ̂Nslot
, θ̂Nslot

Initialize: β1 = 0, ψ1 = 0, UUE(K,∆α), UBS(K,∆α)

1 for i = 1 to Nslot do

// If portion of signal is sensed, UE estimates its AoA

2 if βi < 1 then

3 UUE,i
Lrf← UUE

4 UE receives yi

5 φ̂i ← EUE

(
y(i),

(
U

(i)
UE, β

(i),Γ
))

6 end

// If portion of signal is reflected, BS estimates its AoA

7 UBS,i
Nrf← UBS // BS always assumes to receive signal

8 if βi > 0 then

9 BS receives ri

10 θ̂i ← EBS

(
r(i),

(
U

(i)
BS, β

(i),ψ(i),Γ
))

11 end

12 if i ∈ {Ne, . . . , Nslot − 1} then

// UE checks if IRS should be activated

13 if σφ,i(Ne) ≤ Θh or βi > 0 then

14 (βi+1,ψi+1)← Gi
(
φ̂(i)
)

15 end

// BS checks if estimate is reliable (not implemented)

16 if σθ,i(Ne) ≤ Θh then

17 φ̂Nslot
← φ̂i

18 θ̂Nslot
← θ̂i

19 BS informs UE about completion of BA

20 break

21 end

22 end

23 end
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5. Simulation Results

After introducing the proposed scheme to approach the general BA problem in Ch. 4,

its performance is evaluated in this chapter via numerical simulations. For this reason,

Sec. 5.1 discusses the implementation details of the simulations by first introducing the

chosen system parameters as well as the considered performance measures, followed by

a brief description of the overall simulation procedure. Afterwards, Sec. 5.2 presents

the simulation results for different scenarios and in comparison to another approach

established in the literature.

5.1. Implementation Details

To assess the performance of the proposed scheme for BA in the considered commu-

nications system, various parameters have to be set for the simulations. Besides the

parameters of the overall system, see Ch. 2, other design parameters, e.g., for the design

strategy of the combining matrices and IRS parameters, have to be decided on as well.

5.1.1. System Paramters

A system operating at carrier frequency fc = 60 GHz over a bandwidth of B = 1 GHz is

considered. In compliance with the latest standard defined by 3GPP [33], the subcarrier

spacing is chosen to be ∆f = 480 kHz, and thus the number of subcarriers is set to

M = 2048 to utilize the full bandwidth. Again, in compliance with 3GPP, the number

of OFDM symbols per slot is set to N = 14 and the CP duration to Tcp∆f = 0.07, i.e.

to 7 % of the OFDM symbol duration. The BS is assumed to be equipped with Na = 64

antennas and Nrf = 4 RF chains, while the UE is equipped with La = 64 antennas,

given by the number of IRS elements, and Lrf = 4 RF chains. Further, in each slot of

BA, the BS transmits its pilot signals with a transmit power of Pt = 1 mW , 0 dBm.

Based on the considered bandwidth of B = 1 GHz, the resulting noise power is given by

σ2 = N0B = 4× 10−12 W , −84 dBm, where N0 = 4× 10−21 W/Hz ≈ −174 dBm/Hz

is the noise power density at 300 K. For the transmitted pilot signals, the channel state

information reference signal (CSI-RS) from 3GPP’s latest 5G standard [33] is taken into

account and the pilot signals are designed as complex valued signal that are obtained
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Parameter Value

Operating frequency fc = 60 GHz ⇔ λc = 5 mm

Bandwidth B ≈ 1 GHz

Subcarriers M = 2048

Subcarrier-spacing ∆f = 480 kHz

OFDM symbols per slot N = 14

CP duration Tcp = 0.07/∆f

BS antennas Na = 64

IRS antennas/elements La = 64

RF chains BS/UE Nrf = Lrf = 4

Transmit power Pt = 0 dBm , 1 mW

Noise power σ2 = −84 dBm ≈ 4× 10−12 W

Pilot signals similar to CSI-RS from [33]

Radar cross-section model of IRS σrcs,i = σrcs,bbf · cos(φ) ·Girs(Φi)

ML grid size (angle, delay, Doppler) 400× 20× 20

Codebook parameters K = 30, ∆α = 6.6°
Number of estimates for IRS activation Ne = 5

Table 5.1.: Overview of used system parameters.

from a random number sequence. In every slot i of BA, the RCS of the IRS is computed

by σrcs,i = σrcs,bbf · cos(φ) · Girs(Φi), where σrcs,bbf := 10−
5
10 m2 , −5 dBsm is defined.

A detailed derivation of this RCS model is provided in Sec. 5.1.2. For the multi-slot

ML estimation methods, the angular range
[
−π

2 ,
π
2

]
is discretized into 400 equally spaced

angles, while the range for the delay and the Doppler is only discretized into 20 values

each in order to reduce the computational complexity. Hence, the ML estimation is

always performed over a grid of 400× 20× 20. The BF codebooks of the BS and the UE

both contain K = 30 BF vectors, where each of these BF vectors is designed to cover a

range of roughly ∆α = 6.6°. Finally, the number of AoA estimates that are considered

to decide when the IRS is activated is set to Ne = 5. Note that the values used for the

parameters K,∆α and Ne, i.e. for the codebook and IRS parameter design, are from

initial preliminary simulations that have been conducted prior the simulations presented

later in this chapter. An overview of all used system parameters is provided in Tab. 5.1.

5.1.2. Radar cross-section of IRS

The monstatic RCS of the IRS is fundamental for modeling the two-way channel between

the BS and the UE. To see the reason for this, recall the SNR at the BS before BF in
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Eq. (2.29) as

SNRBS,BBF =
λ2σrcs,bbf

(4π)3d4

Pt

σ2
,

where σrcs,bbf denotes the radar cross-section (RCS) of the IRS before BF. Also, note

that once the IRS is configured for reflection towards a certain direction, its RCS should

increase towards this direction by the available IRS gain, while it should decrease for

other directions. Hence, the SNR after IRS configuration is also depending on the RCS

of the IRS. This illustrates that in order to find the SNR at the BS at any point during

the simulations, the RCS of the IRS must be known. However, as there are neither mea-

surements nor simulations available that yield numerical results for this RCS, a model

for the RCS of the considered IRS is derived in the following. To this end, various mea-

surements of the RCS of different similar sized objects at mmWave frequencies that have

been presented in the literature are examined. For the following derivation, the IRS is

considered to be approximately of a size that could fit on the back of conventional current

mobile phones.

First, measurements of the back of a human hand [34] at 60 GHz - 90 GHz or other

small sized objects such as a can or a small wooden board at 79 GHz [35] yield an aver-

age RCS between −20 dBsm and −15 dBsm. However, as all of these objects are more

curved and made of a less radar reflective material than an IRS, it is concluded that

the monostatic RCS of the IRS should be higher than these values before any BF, i.e.

σrcs,bbf > −15 dBsm.

Next, the results found in [36] at 40 GHz show that illuminating an area of size 128 mm×
53 mm of a trapezoidal cuboid that is made from aluminum yields a monostatic RCS

of up to 10 dBsm. The same result of 10 dBsm is also found at 40 GHz when using the

approximation σrcs,mp(λ) = 4πA2

λ2 , see [37], for the RCS of a flat metallic plate with the

same area A as the cuboid. Since the considered carrier frequency is fc = 60 GHz, see

Sec. 5.1.1, the RCS of the same flat metallic plate can be approximated at this frequency

by σrcs,mp(λc) = 13 dBsm, where λc corresponds to the wavelength at frequency fc. Then,

recall that an IRS that is configured for reflection towards a certain direction acts as a

directional beamformer towards this direction, similar to a perfectly conducting plate of

the same size, as shown in [12] and discussed in Sec. 2.1. Therefore, by assuming the IRS

to roughly have an area of A = 128 mm × 53 mm, its RCS after perfect BF, denoted by

σrcs,abf, should always be upper bounded by the RCS of a flat metallic plate with area A,

i.e. σrcs,abf ≤ σrcs,mp(λc) = 13 dBsm.

To summarize, the RCS of the IRS before BF should be larger than −15 dBsm, while the

RCS of the IRS after BF should be upper bounded by 13 dBsm. To then find a modeling

which allows the monostatic RCS of the IRS to attain its upper bound for the case of
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perfectly reflecting towards its AoA, the following model is proposed. In each slot i of

BA, the RCS of the IRS is computed by

σrcs,i = σrcs,bbf · cos(φ) ·Girs(Φi), (5.1)

where σrcs,bbf := 10−
5
10 m2 , −5 dBsm is defined as the RCS of the IRS before BF, the

term cos(φ) is included to account for the projected area of the IRS at a certain angle

φ and Girs(Φi) = |bT(φ)ΦH
i b(φ)| is the resulting IRS gain when applying the reflection

matrix Φi, as defined in Eq. (2.10). Note that −5 dBsm is chosen for σrcs,bbf since the

IRS gain is upper bounded by

Girs(Φi) = |bT(φ)ΦH
i b(φ)| ≤ La = 64 , 18 dB,

and thus the RCS of the IRS σrcs,i can attain its upper bound of 13 dBsm for φ = 0

and the case of perfect reflection. Also, when the phase shifts at the IRS are mistuned,

the IRS gain can yield values significantly less than 0 dB such that the RCS of the IRS

becomes very small, which is reasonable as the monostatic RCS of the IRS should decrease

significantly if the IRS reflects the signal towards a completely different direction.

5.1.3. Performance Measure and Simulation Procedure

Two different performance measures are considered for the evaluation of the simulation

results. At first, the root-mean-square error (RMSE) between the true and the estimated

AoA is used to demonstrate the estimation accuracy at the UE. Denoting the set of true

AoAs by φt and the set of estimated AoAs by φ̂t, for t = 1, . . . , T , the RMSE is defined

by

RMSE
(
φ(T ), φ̂(T )

)
=

√√√√ 1

T

T∑
t=1

(φt − φ̂t)2, (5.2)

where the superscript (T ) is used to denote (T ) = {1, . . . , T}.
As second performance measure, the spectral efficiency is considered to infer the per-

formance of the proposed scheme for various scenarios and in comparison to other ap-

proaches. Recalling the definition of the SNR after BF from Eq. (2.33), the spectral

efficiency is computed by

η (θ, φ,Nslot,SNRBBF) = log2

(
1 + SNRABF

(
θ̂, φ̂, Nslot,SNRBBF

))
, (5.3)

where the dependency on various parameters is made explicit and SNRBBF refers to

the SNR at the UE before BF, i.e. the SNR after the one-way channel, defined in
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Eq. (2.28). Note that Eq. (5.3) yields the spectral efficiency for a fixed pair of angles as

well as for a fixed number of slots and a fixed SNR before BF. To obtain more general

results, the considered angular range
[
−π

2 ,
π
2

]
is divided into 180 equidistant angles A =

{α1, . . . , α180} and for both the BS and the UE a set is created that contains a randomly

shuffled version of A. This array is denoted by Θ = {θ1, . . . , θ180} for the BS and by

Φ = {φ1, . . . , φ180} for the UE. Note that the angles ±π
2 are excluded from this range since

the discussion of the CRLB has shown that the estimation fails for these AoAs. Then,

for a given number of slots Nslot and a given SNR before BF SNRBBF, 180 simulations

are performed, where in each simulation s, the AoA at the BS and UE are respectively

set to θs and φs. Using this procedure, the whole angular range is probed both at the

BS and at the UE. The performance of the proposed system can then be evaluated in a

meaningful way by computing the average spectral efficiency as

η̄ (Nslot,SNRBBF) =
1

|A|

|A|∑
s=1

η
(
θ̂s, φ̂s, Nslot,SNRBBF

)
, (5.4)

where |A| = 180 is the cardinality of A. To obtain an upper bound on the achievable

spectral efficiency, the optimum beamformer is defined for which the estimated AoAs in

Eq. (5.4) are replaced by the true AoAs. The same sets Φ and Θ are also used in Sec. 5.2.1

to compute the RMSE of the AoA estimation at the UE.

5.2. Numerical Results

After describing the implementation details of the simulations in the previous section, the

obtained numerical results are presented in the following. First, the estimation accuracy

is investigated for the UE to understand in which SNR regimes a reliable AoA estimation

is possible. Afterwards, the different IRS design strategies introduced in Sec. 4.3 are

evaluated before a final one is chosen and the performance of the proposed scheme is

demonstrated. Finally, a performance comparison between the proposed BA scheme and

the non-adaptive random code based BA approach from [1] is provided.

5.2.1. Estimation Performance

First, the AoA estimation accuracy at the UE is evaluated to demonstrate the perfor-

mance of the proposed estimation method and the proposed combining matrix design

strategy. For this reason, Fig. 5.1 shows the RMSE of the AoA estimation at the UE as

well as of the CRLB as a function of SNRUE,BBF using the simulation procedure described

in Sec. 5.1.3. Note that since the RMSE is shown in Fig. 5.1, the shown CRLB actually
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Figure 5.1.: Comparison of the RMSE and the CRLB for the AoA estimation at the UE
shown as a function of SNRUE,BBF for two different numbers of slots.

refers to the square root of the CRLB to provide a fair comparison. Yet, it is simply

denoted and referred to as CRLB for the sake of clarity. The results are presented for

two different number of slots Nslot = {25, 50}. Additionally, the discretization error of

the ML estimation, i.e. the lowest achievable RMSE due to the discretized grid of the

ML estimation, is shown to evaluate the general quality of the multi-slot ML estimation

method of the UE. Note that for the results in Fig. 5.1, the probed angular range is ad-

justed to [−87°, 87°] as probing even larger angles produced large outliers that distorted

the results.

The results show that for SNRs less than −27 dB the AoA estimation is inaccurate for

both considered scenarios as the RMSE is about 13°. Yet, for a slightly higher SNR of

−26.5 dB, the AoA estimation becomes accurate when 50 slots are used for the estima-

tion which can be seen by the low RMSE of roughly 0.5°. Contrary to that, when the

number of slots is fixed to 25, an accurate and reliable AoA estimation is only possible

if the SNR is larger than −22.5 dB. This observation demonstrates that the proposed

scheme benefits significantly from using a larger number of slots for BA. On the one

hand, this is because the multi-slot ML estimation can base its estimation on a larger
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set of received signals. On the other hand, by using a larger number of slots, the used

combining matrix design strategy probes each direction more often but every time under

slightly different noise conditions such that the influence of noise is mitigated over time

and the estimation accuracy improves. The fact that a higher estimation accuracy can

be achieved for a larger number of slots can also be seen by comparing the respective

CRLBs, since the RMSE achieved by the CRLB for a given SNRUE,BBF decreases when

the number of slots is increased. Although this does not necessarily mean that the esti-

mation accuracy improves when using a larger number of slots, it indicates that a higher

estimation accuracy is possible since the CRLB yields a lower bound on the achievable

estimation accuracy. Further, comparing the CRLBs with the discretization error of the

multi-slot ML estimation shows the quality of the employed estimation method. Since

the ML discretization error does not attain the RMSE the CRLBs, the AoA estimation

accuracy of the proposed scheme is limited by the finite discretized grid of the ML es-

timation. However, as the employed estimation method still enables an RMSE of only

0.13°, the achievable estimation accuracy is more than sufficient for BA.

In summary, the AoA estimation accuracy at the UE is found to improve with an increas-

ing number of slots. This is shown by the RMSE achieved by the proposed scheme as

well as by the evolution of the CRLB for different numbers of slots. The results illustrate

that the proposed scheme works as initially expected when introducing the individual

components of it in Ch. 4. In order to evaluate the performance of the proposed scheme

also at the BS and consequently overall, different IRS design strategies are examined in

Sec. 5.2.2 to find the best performing one, and hence determine the final BA scheme.

5.2.2. Comparison of IRS design strategies

To find the best IRS design strategy in terms of achieved spectral efficiency, the strategies

introduced in Sec. 4.3 are evaluated as a function of SNRUE,BBF for a fixed number of

slots Nslot and as a function of Nslot for a fixed SNRUE,BBF. For the comparison of

the IRS design strategies, note that the On-Off design scheme is always shown for two

different configurations. Once for the case that the BS employs the ML estimation with

varying channel coefficient and once for the case that the BS employs the ML estimation

with constant channel coefficient. Recall from Sec. 4.3 that this can be done only for the

On-Off design scheme since for this scheme the overall complex UL channel coefficient is

constant across all slots of BA after IRS activation.

Figure 5.2 depicts the results as a function of SNRUE,BBF and a fixed value of Nslot = 32.

Note that this value is chosen for the number of slots as then the overall BA procedure

takes about 1 ms which is a typical value for the coherence time in mmWave channels.

55



5. Simulation Results

−25 −20 −15 −10 −5 0 5 10
0

2

4

6

8

10

12

14

16

SNRUE,BBF [dB]

A
ve

ra
g
e

sp
ec

tr
a
l

effi
ci

en
cy

(b
it
/s
/
H

z)
Optimum beamformer On-Off (constant) On-Off (varying)
Linear Confidence

Figure 5.2.: Comparison of the average spectral efficiency using different IRS design
strategies for varying SNRs at the UE and a fixed number of slots Nslot = 32.
Note that the On-Off scheme is tested in two different scenarios, namely when
the BS assumes a constant and when it assumes a varying channel coefficient
for the ML estimation.

Looking at the results, it can be seen that all design schemes in which the BS employs the

ML estimation with varying channel coefficient perform almost identical over the whole

SNR range. Contrary to that, using the On-Off scheme together with the constant channel

coefficient assumption at the BS significantly outperforms the other design schemes over

the whole SNR range. This can be seen by the fact that the On-Off scheme with the

constant channel coefficient assumption achieves a certain spectral efficiency, such as

4 bit/s/Hz, at a considerably lower SNR level than the other design schemes. Similarly, for

a given SNR, a significantly higher spectral efficiency is obtained with the On-Off scheme

and the constant channel coefficient assumption than for any other considered design

scheme. This can, for example, be seen by comparing the achieved spectral efficiency

of the individual schemes at −10 dB. The discussed results suggest that the difference

in the employed estimation method is much more significant than the difference in the

chosen IRS design strategy. Also, since the only difference in the IRS design strategies is

the design of the reflection coefficient β, see Sec. 4.3, the results indicate that the design

of β does not have a great impact on the performance of the proposed scheme in the
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Figure 5.3.: Comparison of the achieved average spectral efficiency using different IRS
design strategies for a varying number of slots and a fixed SNR at the UE
SNRUE,BBF = −10 dB.

considered communications scenario.

Next, to verify that the found results are valid for other settings as well, Fig. 5.3 evaluates

the spectral efficiency at SNRUE,BBF = −10 dB as a function of Nslot. It can again be

observed that there is a large performance difference between the On-Off scheme in which

the BS assumes a constant channel coefficient for its estimation and all other design

schemes. The results also illustrate that their is no difference between the individual IRS

design strategies when the BS assumes a varying channel coefficient for its estimation

method. Looking at the results in Fig. 5.3, observe that the On-Off scheme with the

constant channel coefficient assumption achieves a higher spectral efficiency after 30 slots

of BA than the other three design schemes after 200 slots. Further, by using the the On-

Off scheme together with the constant channel coefficient assumption, almost twice the

spectral efficiency can be attained after 200 slots as compared to the other design schemes.

Again, the shown results indicate that the employed estimation method influences the

overall performance significantly more than the chosen IRS design strategy.

To summarize, the On-Off scheme in which the BS assumes a constant channel coefficient

for its AoA estimation is found to yield the largest spectral efficiency and significantly

better results than all other tested design schemes. The reason for this is, however,
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not that the On-Off scheme generally achieves better results than the other two design

strategies, but rather the fact that using the On-Off scheme allows the BS to implement

the ML estimation with constant channel coefficient. The results show that implementing

this estimation method at the BS leads to a much greater improvement in terms of spectral

efficiency than changing to a different IRS design strategy. The reason for this can be

seen as follows. Since the IRS only reflects the incoming signal but does not amplify it,

the SNR at the BS is proportional to 1/d4, with d denoting the distance, as found in

Eq. (2.29). Hence, the path loss of the two-way channel is significantly larger than the

path loss of the one-way channel, even if the IRS gain and the receive BF gain of the BS

are taken into account. This leads to the fact that in order to obtain an SNR level at the

BS at which correct AoA estimation is possible, e.g. −30 dB, the SNR at the UE has to

be considerably higher, e.g. −10 dB. However, at such high SNR level, the UE is able to

estimate its AoA accurately, and hence no period in which the UE refines its estimate is

required. For this reason, all IRS design strategies lead to very similar results, whereas

changing the estimation method of the BS does still influence the achieved performance.

Due to these results, the On-Off scheme in which the BS assumes a constant channel

coefficient for its multi-slot ML estimation is used for all subsequent simulations.

5.2.3. Performance of Proposed Scheme

After deciding on the IRS design strategy in Sec. 5.2.2, the final performance of the

proposed scheme is demonstrated in the following. To highlight the benefit of the IRS

in the considered communications setup, the performance is evaluated for two different

scenarios. On the one hand, for the case that the IRS is utilized and configured as

described in Sec. 4.3, i.e. the proposed scheme, and on the other hand, for the case that

the reflection capability of the IRS is replaced by a single reflector that does not apply

any BF to its reflected signal. In the following, the former scenario is referred to as the

proposed scheme with IRS and the latter as the proposed scheme without IRS. To obtain

a fair comparison, the matrix Φsr = diag
(√
La, 0, . . . , 0

)
is used for the reflection matrix

of the single reflector such that the Frobenius norm of Φsr is equal to the Frobenius norm

of the reflection matrix Φ of the IRS. Using these two scenarios, the influence of the

IRS can be determined as otherwise the same estimation methods and combining matrix

design strategies are used.

Figure 5.4 depicts the achieved spectral efficiency as a function of SNRUE,BBF for a fixed

number of slots of Nslot = 32. As in Sec. 5.2.2, this number of slots is chosen to ensure the

overall BA protocol does not last more than 1 ms, and hence ends with high probability

before the coherence time of the mmWave channels is exceeded. Comparing the results in
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Figure 5.4.: Comparison of the average spectral efficiency using the proposed scheme with
and without IRS for varying SNRs at the UE and a fixed number of slots
Nslot = 32.

Fig. 5.4 illustrates the benefit of the IRS, in particular the benefit of being able to apply

and configure directional BF at the IRS. For instance, by using the IRS, an increase in

spectral efficiency can be observed at a noticeably lower SNR than compared to the case

where the IRS is not used. This can be seen by comparing the achieved spectral efficiency

of the two scenarios at −18 dB. Further, a in practice often desired spectral efficiency of

1–2 bit/s/Hz is reached between −18 dB and −15 dB when the IRS is used and between

−15 dB and −12 dB when the IRS is not used. Besides these benefits, using the IRS also

leads to significant improvements of approximately 2–3 bit/s/Hz between −10 dB to 0 dB.

Note that these observations are particularly important since BA in mmWave systems is

typically performed in low (−10 dB to 0 dB) or very low (< −10 dB) SNR regimes.

Figure 5.5 illustrates the benefits of using the IRS as a function of Nslot at two different

SNRs. By first comparing the results at −14 dB, it can be seen that again better results

can be achieved over the whole range when the IRS is used. On the one hand, almost

twice the spectral efficiency can be reached when all 200 slots are used for BA. On the

other hand, the time to achieve a certain target spectral efficiency is significantly reduced

when using the IRS. For instance, at −14 dB, the proposed scheme with IRS reaches a

similar spectral efficiency after 20 slots as the proposed scheme without IRS after using

all 200 slots. However, neither configuration is able to approach the results achieved
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Figure 5.5.: Comparison of the average spectral efficiency using the proposed scheme with
and without IRS for a varying number of slots and two fixed SNRs at the
UE SNRUE, BBF = {−10 dB,−14 dB}.

by an optimum beamformer. This implies that although using the IRS improves the

performance noticeably, even a high number of slots is not sufficient to allow the BS to

estimate its AoA very accurately. The contrary can be observed at −10 dB when the IRS

is used, where an increasing number of slots results in a continuously increasing spectral

efficiency. In particular, using a high number of slots results in a large spectral efficiency

between 6–7 bit/s/Hz which implies that the AoA estimation at the BS is estimated much

more accurately than at −14 dB. This also demonstrates that the employed estimation

methods improve with an increasing number of observations and why a multi-slot ML

estimation scheme has been proposed in Sec. 4.1 in the first place. Contrary to the results

with IRS, an accurate AoA estimation can not be found at the BS at −10 dB when the IRS

is not used. This can be seen by the fact that the spectral efficiency achieved without IRS

does increase only slightly over the whole range and in general attains significantly lower

values than with IRS. Also, observe that there is a much larger performance difference

between the results with and without IRS at −10 dB than at −14 dB. This indicates that

highly accurate BA is possible at −10 dB only by using the IRS, while it is not possible

or at least unreliable for both configurations at −14 dB.

In summary, the benefits of the IRS in the proposed scheme are shown for two different
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cases. On the one hand, it is found that by using the IRS a target spectral efficiency can

be reached at a significantly lower SNR or in other words, a higher spectral efficiency can

be reached for a given SNR. On the other hand, using the IRS can yield a higher gain for

the reflected signal towards the BS due to the BF capability of the IRS, and thus allows

to utilize the improvements of the employed estimation method for a larger number of

slots at a lower SNR.

5.2.4. Comparison with non-adaptive Random Codes

To infer the performance achieved by the proposed scheme compared to other approaches

that are established in the literature, the found results are compared to the non-adaptive

random code based BA approach introduced in [1]. A high-level overview of this ap-

proach is given in the following, however, for a more detailed description, refer to the

provided reference. Since a non-adaptive design strategy is chosen for the combining ma-

trices in this thesis, non-adaptive codebooks are also used for the comparison scheme. In

the non-adaptive random code based scheme, the BS periodically probes the channel by

transmitting pseudo-random spreading codes via a predefined BF codebook to the UE.

To obtain measurements of the channel, the UE applies its own BF codebook to receive

a different signal in every slot of BA. Once the UE has gathered a sufficient number

of these measurements, the average received power of each pseudo-random beam pair is

estimated. Then, by applying non-negative least squares, the resulting under-determined

system of equations is solved. Note that for this approach it is assumed that the UE

knows the BF codebook of the BS, and thus the probed BF directions of the BS, at any

point during BA. From the found solution, the UE determines the AoA at the UE as well

as at the BS that leads to the maximum energy transfer. Afterwards, the UE informs

the BS about the chosen beam pair during the UL feedback.

Compared to the scheme introduced in this thesis, the non-adaptive random codes yield

the advantage of only requiring one-way channels. Hence, the bottleneck of the proposed

scheme, i.e. the very low SNR at the BS after the two-way channel, is not present in the

comparison scheme. To see if the gain provided by the IRS and the more sophisticated es-

timation method are sufficient to overcome this drawback, the two schemes are compared

in the following. However, note that the proposed scheme also offers some advantages

over the non-adaptive random code based scheme. On the one hand, the proposed scheme

does not require any additional information, such as the directions probed by the BS in

the current slot, at the UE. On the other hand, during the beam reporting phase, the

non-adaptive random code based scheme can only utilize a one-sided BF gain, whereas

the proposed scheme can utilize a two-sided BF gain in its equivalent BA completion
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Figure 5.6.: Comparison of the average spectral efficiency of the proposed scheme to the
random code based approach from [1] for a varying SNR at the UE and a
fixed number of slots Nslot = 32.

phase, see Sec. 3.1, since the BS and the UE estimate their respective AoA separately.

The use of this two-sided BF gain in the final phase of the BA protocol could lead to

significant speed up of the overall protocol, however, this is not examined in the present

thesis. In the following comparison, the non-adaptive random code based scheme is re-

ferred to as random code based scheme for the sake of simplicity.

Figure 5.6 compares the performance of the two schemes as a function of SNRUE,BBF

for a fixed number of slots Nslot = 32. The results indicate that the random code based

scheme performs relatively similar over the whole SNR range. This becomes evident when

comparing its achieved results to the optimum beamformer. While the spectral efficiency

achieved by the random code based scheme is rather high for very low SNRs and increases

over the whole SNR range, there is always a noticeable gap of at least 2 bit/s/Hz to the

optimum beamformer. Hence, the random code based scheme is able to estimate the

AoAs with a certain accuracy already for very low SNR, however, this accuracy does not

increase much with increasing SNR. The exact opposite can be observed for the proposed

scheme. While it is not able to estimate the AoAs accurately for very low SNRs, its

accuracy improves significantly with increasing SNR. For instance, the proposed scheme

attains a spectral efficiency of less than 1 bit/s/Hz at −20 dB and almost reaches the

performance of the optimum beamformer at roughly −4 dB. This is because, due to the
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Figure 5.7.: Comparison of the average spectral efficiency of the proposed scheme to the
random code based approach for a varying number of slots and two fixed
SNRs at the UE SNRUE,BBF = {−10 dB,−5 dB}.

very high path loss of the two-way channel, an SNR at the UE of less than −15 dB cor-

responds to an even much lower SNR at the BS such that no accurate AoA estimation

is possible at the BS. However, once this threshold SNR of roughly −15 dB is exceeded,

the AoA estimation accuracy at the BS, and hence the spectral efficiency, increases sig-

nificantly. This sudden increase in estimation accuracy of the proposed scheme can be

seen in Fig. 5.6 from −15 dB to −5 dB. At approximately −8 dB, the performance of

the proposed scheme even surpasses the performance of the random code based scheme.

However, since BA in mmWave systems is typically performed in low or very low SNR

regimes, the random code based scheme yields better results overall due to the higher

spectral efficiency in the very low SNR regime, i.e. below −10 dB. Nevertheless, it should

be kept in mind that the proposed scheme performs better in the low SNR regime, i.e.

between −10 dB and 0 dB, even without any additional information at the UE. Also, since

the proposed scheme yields better results in low SNR regime, it is examined next if time

resources can be saved in this SNR range when the proposed scheme is used.

Figure 5.7 depicts the spectral efficiency as a function of Nslot for two different SNRs at

the UE. On the one hand, for an SNR at which the the random code based scheme has

been found to achieve better results according to Fig. 5.6, i.e. SNRUE,BBF = −10 dB,
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Figure 5.8.: Comparison of the average spectral efficiency of the proposed scheme to the
random code based approach. The results are shown for a varying SNR at
the UE and a fixed number of slots Nslot = 32, when both the BS and the
UE are equipped with 128 antennas, i.e. Na = La = 128.

and on the other hand, for an SNR at which the proposed scheme achieves better results,

i.e. SNRUE,BBF = −5 dB. Note that the performance of the optimum beamformer is not

shown in Fig. 5.7 for the sake of clarity. By first looking at the results for an SNR at

the UE of −10 dB, it can be seen that the spectral efficiency achieved by the random

code based scheme increases and converges faster compared to the one obtained by the

proposed scheme. However, if the SNR at the UE is increased to −5 dB, the proposed

scheme yields a very high spectral efficiency significantly faster than the random code

based scheme, while both schemes converge approximately after the same number of

slots to their respective maximum. For instance, the proposed scheme reaches the same

spectral efficiency after 30 slots as the random code based scheme after more than twice as

many slots. These results indicate that above a certain threshold SNR of approximately

−8 dB the estimation accuracy increases faster with respect to the number of slots for

the proposed scheme than for the random code based scheme, and vice versa below said

SNR threshold. Hence, time resources can be saved by using the proposed scheme in the

low SNR regime, i.e. between −10 dB and 0 dB.

Finally, since the main approach to combat the high path loss in mmWave systems is

to utilize the BF gain of electrically large antenna arrays, Fig. 5.8 evaluates the perfor-
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mance of the two schemes when the number of antennas is increased to 128 at both the

BS and the UE. The results are presented as a function of SNRUE,BBF for a fixed number

of slots Nslot = 32. Note that the RCS model of the IRS is adjusted appropriately for

the increased number of IRS elements. Compared to the results shown in Fig. 5.6, i.e.

to the results when 64 antennas are used, the proposed scheme improves noticeably in

performance while the random code based scheme deteriorates significantly. Since for 128

antennas higher BF gains are available at both the BS and the UE, the results show that

only the proposed scheme can capitalize on these gains. This indicates that the employed

estimation methods and the combining matrix design strategy perform similarly for an

increased number of antennas such that due to the larger available BF gains an increase in

spectral efficiency is achieved. Hence, the proposed scheme scales well with an increasing

number of antennas. Note that this observation is particularly important in mmWave

systems where an even larger number of antennas could be used. Nevertheless, for very

low SNRs of less than −12.5 dB, the random code based scheme is still achieving a higher

spectral efficiency. This makes the random code based scheme still superior to the pro-

posed scheme in the very low SNR regime, however, the proposed scheme performs better

overall for the considered configuration. Also, extrapolating the found results suggests

that the proposed scheme surpasses the random code based scheme even for very low

SNRs if the number of antennas is further increased. However, due to the limited size of

a UE, the number of antennas can most likely only be further increased at the BS.

To summarize, the random code based scheme performs better in very low SNR regimes,

i.e. below −10 dB, while the proposed scheme is better in low SNR regimes, i.e. between

−10 dB and 0 dB. Yet, as the random code based scheme also achieves good results in

the low SNR regime, it leads to better results overall. Nevertheless, time resources can

be saved in the low SNR regime by using the proposed scheme. Note that the proposed

BA scheme is, however, achieving these results without any additional information at the

UE, contrary to the random code based approach which relies on the UE knowing the

probed BF directions of the BS. Furthermore, by increasing the number of antennas both

at the BS and the UE to 128, the proposed scheme is found to scale significantly better

in performance than the random code based scheme. This is a particularly important ob-

servation for mmWave systems, where even larger numbers of antennas are possible. To

further increase the performance of the proposed scheme in the very low SNR regime, a

different transmit BF should be considered. For instance, instead of always transmitting

a fixed BF vector at the BS, narrow slot-varying BF vectors could be used. Although

this would require both the BS and the UE to use the ML estimation with varying chan-

nel coefficient, it could improve the estimation accuracy at the BS for very low SNRs

noticeably.
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The aim of this thesis was to develop a complete BA scheme for a communications

scenario that involves a single BS and a single UE, where the UE is equipped with a

hybrid IRS. In the proposed BA scheme, the AoA at the BS and at the UE are each

estimated by a multi-slot ML estimation method, which determines the respective AoA

in a certain slot by considering all signals received so far. To complement this estimation

method, both the BS and the UE choose their combining matrices such that a random

subset of the angular range is probed in each slot of BA with high gain and the entire

angular range is explored after as few slots as possible. The UE additionally implements

a strategy that based on its AoA estimates decides when to activate and how to configure

the IRS. Comparing different IRS design strategies has shown no difference in the final

performance. Yet, it has been found that by using an IRS design strategy that keeps

the reflection matrix of the IRS constant after activation, the BS can employ a simplified

estimation method, resulting in considerable performance improvements.

Overall, simulation results show that the ultimately chosen BA scheme is suitable for

BA if the SNR at the UE is higher than −15 dB. Otherwise, AoA estimation at the BS

becomes infeasible due to the very high path loss of the two-way channel. For SNRs

at the UE even higher than −15 dB, significant improvements in the performance of the

proposed BA scheme are found for an increasing SNR as well as for an increasing number

of slots used for BA. To also compare the performance achieved by the proposed scheme

to another approach established in the literature, the non-adaptive random code based

BA scheme from [1] was considered. The results show that the proposed scheme achieves

better results in the low SNR regime, i.e. from −10 dB to 0 dB, while the random code

based scheme performs better in the very low SNR regime, i.e. below −10 dB. Overall,

the random code based scheme is found to lead to better results, however, note that to

achieve this performance this scheme requires side information at the UE, contrary to

the proposed scheme. Further, when increasing the number of antennas at both the BS

and the UE, the proposed scheme is found to surpass the random code based scheme

in performance. This implies that the proposed scheme is preferable for larger numbers

of antennas, which is a particularly important observation for mmWave systems, where

antenna arrays with a very high number of elements can be utilized.
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To further increase the performance achieved by the proposed scheme, future work should

address the following challenges. At first, measurements of the monostatic RCS of an IRS

before and after BF should be conducted. This is particularly important as all results

shown in this thesis are related to the RCS model formulated in Sec. 5.1.2, for which no

information on the RCS of an IRS was available. Next, to obtain a model that is more

meaningful in practice, future work should consider a less idealized IRS model. Such

a model should, for instance, contain the coupling between the individual parameters

of an IRS element, the coupling between individual elements as well as the frequency

dependency of reflection coefficients and phase shifts [16, 17]. Besides the used IRS model,

the channel model could be adapted likewise to increase the practical relevance. Possible

changes are to add complexity to the used model in the form of multipath propagation

and phase noise or to use a different type of communications channel such as a fading

channel. To improve the estimation accuracy at the BS for very low SNRs, it should be

investigated if using a directive transmit BF vector at the BS that is changed in each slot

yields better results as the currently used fixed wide beam. Although this would require

both the BS and the UE to employ the multi-slot ML estimation method with varying

channel coefficient, the estimation accuracy at the BS might improve. Another topic

to be investigated in the future are the multi-slot ML estimation methods. On the one

hand, it should be examined if the computational complexity can be further reduced by

reformulation of the optimization problem or by specific implementations. On the other

hand, the delay and Doppler estimates that are provided by the estimation methods

could be used to extend the functionality of the overall scheme to enable beam tracking

techniques after successful BA. Further, future work should compare the proposed scheme

to other approaches with respect to the time required for BA. Since the proposed scheme

is able to utilize a two-sided BF gain during its beam reporting phase, contrary to the

one-sided BF gain of some other approaches, it could lead to noticeable improvements

in terms of required time resources. Finally, since only a single UE is considered in this

work, the proposed scheme should be extended to a multi-user scenario in the future.
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A. Derivation of ML estimate

To simplify Eq. (4.5), the identities

GH
sGs = GH

s(τ0, ν0, φ)Gs(τ0, ν0, φ)

= (T(τ0, ν0)⊗VH
sb(φ))

H
(T(τ0, ν0)⊗VH

sb(φ))

= (TH(τ0, ν0)⊗ bH(φ)Vs) (T(τ0, ν0)⊗VH
sb(φ))

(a)
= (TH(τ0, ν0)T(τ0, ν0)⊗ bH(φ)VsV

H
sb(φ))

= (INM ⊗ bH(φ)VsV
H
sb(φ))

= bH(φ)VsV
H
sb(φ)INM (A.1)

and

GH
sys = (T(τ0, ν0)⊗VH

sb(φ))
H
ys

= (TH(τ0, ν0)⊗ bH(φ)Vs)ys
(b)
= vec

(
bH(φ)Vsvec−1(ys)T

H(τ0, ν0)
)

(c)
= (bH(φ)VsYsT

H(τ0, ν0))
T

= TH(τ0, ν0)YT
sV

T
sb
∗(φ), (A.2)

are used, where Ys = [ys[0, 0], . . . ,ys[N − 1,M − 1]] ∈ CLrf×NM is a matrix containing

all observations of the UE in the s-th slot as its columns, vec(·) denotes the vectorization

operator such that vec(Ys) = ys and (a), (b) and (c) follow from [38, Ch. 4]

(a) mixed property of Kronecker product: (A⊗B)(C⊗D) = (AC⊗BD),

(b) mixed Kronecker matrix-vector product: (A ⊗ B)v = vec(BVAT), where V =

vec−1(v),

(c) vec(·)-operator applied to row-vector is equivalent to transposing.
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A. Derivation of ML estimate

Considering Eqs. (A.1) and (A.2) and denoting the cost function of the ML estimate in

Eq. (4.5) as

f =

i∑
s=1

∣∣gdl
∣∣2xH

sG
H
sGsxs − 2Re{(gdl)∗xH

sG
H
sys}, (A.3)

the cost function simplifies to

f =
i∑

s=1

∣∣gdl
∣∣2xH

sb
H(φ)VsV

H
sb(φ)INMxs − 2Re

{
(gdl)∗xH

sT
H(τ0, ν0)YT

sV
T
sb
∗(φ)

}
=

i∑
s=1

∣∣gdl
∣∣2‖xs‖22bH(φ)VsV

H
sb(φ)− 2Re

{
gdlxT

sT(τ0, ν0)YH
sV

H
sb(φ)

}
= Re

{
i∑

s=1

∣∣gdl
∣∣2‖xs‖22 bH(φ)VsV

H
sb(φ)− 2gdlxT

sT(τ0, ν0)YH
sV

H
sb(φ)

}
(A.4)

= Re

{∣∣gdl
∣∣2bH(φ)

[
i∑

s=1

‖xs‖22VsV
H
s

]
b(φ)− 2gdl

[
i∑

s=1

xT
sT(τ0, ν0)YH

sV
H
s

]
b(φ)

}
= Re

{∣∣gdl
∣∣2bH(φ)V(i)b(φ)− 2gdlcH

(i)(τ0, ν0)b(φ)
}
, (A.5)

where

V(i) :=

i∑
s=1

‖xs‖22VsV
H
s ,

c(i)(τ0, ν0) :=

[
i∑

s=1

xT
sT(τ0, ν0)YH

sV
H
s

]H

.

Hence, the simplified ML estimate reads

(ĝdl
i , τ̂i, ν̂i, φ̂i) = arg min

gdl,τ0,ν0,φ

f

= arg min
gdl,τ0,ν0,φ

Re
{∣∣gdl

∣∣2bH(φ)V(i)b(φ)− 2gdlcH

(i)(τ0, ν0)b(φ)
}

= arg max
gdl,τ0,ν0,φ

Re
{

2gdlcH

(i)(τ0, ν0)b(φ)−
∣∣gdl
∣∣2bH(φ)V(i)b(φ)

}
(A.6)
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Defining gdl := gr + jgi, Eq. (4.8a) is computed by

∂

∂Re{gdl}Re
{

2gdlcH

(i)(τ0, ν0)b(φ)−
∣∣gdl
∣∣2bH(φ)V(i)b(φ)

}
= 0

⇔ ∂

∂gr
Re
{

2(gr + jgi)c
H

(i)(τ0, ν0)b(φ)−
(
g2

r + g2
i

)
bH(φ)V(i)b(φ)

}
= 0

⇔ ∂

∂gr
Re
{

2(gr + jgi)c
H

(i)(τ0, ν0)b(φ)
}
− ∂

∂gr
Re
{(
g2

r + g2
i

)
bH(φ)V(i)b(φ)

}
= 0

⇔ ∂

∂gr
gr Re

{
2cH

(i)(τ0, ν0)b(φ)
}
− ∂

∂gr
g2

r bH(φ)V(i)b(φ) = 0

⇔ Re
{

2cH

(i)(τ0, ν0)b(φ)
}
− 2grb

H(φ)V(i)b(φ) = 0

⇔ gr =
Re
{

cH

(i)(τ0, ν0)b(φ)
}

bH(φ)V(i)b(φ)
(A.7)

and Eq. (4.8b) by

∂

∂Im{gdl}Re
{

2gdlcH

(i)(τ0, ν0)b(φ)−
∣∣gdl
∣∣2bH(φ)V(i)b(φ)

}
= 0

⇔ ∂

∂gi
Re
{

2(gr + jgi)c
H

(i)(τ0, ν0)b(φ)−
(
g2

r + g2
i

)
bH(φ)V(i)b(φ)

}
= 0

⇔ ∂

∂gi
gi Re

{
2j cH

(i)(τ0, ν0)b(φ)
}
− ∂

∂gi
g2

i bH(φ)V(i)b(φ) = 0

⇔ Re
{

2j cH

(i)(τ0, ν0)b(φ)
}

︸ ︷︷ ︸
−Im

{
2cH

(i)
(τ0,ν0)b(φ)

}
−2gib

H(φ)V(i)b(φ) = 0

⇔ gi = −
Im
{

cH

(i)(τ0, ν0)b(φ)
}

bH(φ)V(i)b(φ)
. (A.8)

The optimal DL coefficient is then given by

gdl
opt = gr + jgi =

(
cH

(i)(τ0, ν0)b(φ)
)∗

bH(φ)V(i)b(φ)
=

bH(φ)c(i)(τ0, ν0)

bH(φ)V(i)b(φ)
, (A.9)

where the last equality follows from the fact that cH

(i)(τ0, ν0)b(φ) is a scalar.
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B. Derivation of CRLB

Derivation of FIM

For the derivation of the FIM elements, the following identities are defined:

Cs(φ) := bH(φ)VsV
H
sb(φ) = ‖VH

sb(φ)‖22 ∈ R
˜̃Cs(φ) := b̃H(φ)VsV

H
s b̃(φ) =

∥∥∥VH
s b̃(φ)

∥∥∥2

2
∈ R

C̃s(φ) := b̃H(φ)VsV
H
sb(φ) ∈ C

‖ss[n,m; ξ]‖22 = g2Cs(φ)|xs[n,m]|2

∂sH
s [n,m; ξ]

∂φ
ss[n,m, ξ] = − jπ cos(φ)g2C̃s(φ)|xs[n,m]|2

(B.1)

Recalling the derivatives found in Eqs. (4.29a) - (4.29e), the diagonal elements of the

FIM, defined in Eq. (4.28), are computed by

Igg = 2
i∑

s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂g

∂ss[n,m; ξ]

∂g

}

= 2

i∑
s=1

∑
n,m

Re

{
1

g2
‖ss[n,m; ξ]‖22

}

= 2
i∑

s=1

Cs(φ)
∑
n,m

|xs[n,m]|2 , (B.2)

Iψgψg = 2

i∑
s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂ψg

∂ss[n,m; ξ]

∂ψg

}

= 2
i∑

s=1

∑
n,m

Re
{
−j2 ‖ss[n,m; ξ]‖22

}

= 2g2
i∑

s=1

Cs(φ)
∑
n,m

|xs[n,m]|2 , (B.3)
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B. Derivation of CRLB

Iφφ = 2
i∑

s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂φ

∂ss[n,m; ξ]

∂φ

}

= 2

i∑
s=1

∑
n,m

Re

{
−j2π2 cos2(φ)g2

∥∥∥VT
s b̃(φ)

∥∥∥2

2
|xs[n,m]|2

}

= 2π2g2 cos2(φ)
i∑

s=1

˜̃Cs(φ)
∑
n,m

|xs[n,m]|2 , (B.4)

Iτ ′0τ ′0 = 2

i∑
s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂τ ′0

∂ss[n,m; ξ]

∂τ ′0

}

= 2
i∑

s=1

∑
n,m

Re
{
−j2(2mπ∆f)2 ‖ss[n,m; ξ]‖22

}

= 8π2g2(∆f)2
i∑

s=1

Cs(φ)
∑
n,m

m2 |xs[n,m]|2 , (B.5)

Iν0ν0 = 2

i∑
s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂ν0

∂ss[n,m; ξ]

∂ν0

}

= 2
i∑

s=1

∑
n,m

Re
{
−j2(nπTo)2 ‖ss[n,m; ξ]‖22

}

= 2π2g2T 2
o

i∑
s=1

Cs(φ)
∑
n,m

n2 |xs[n,m]|2 . (B.6)

Further, the off-diagonal elements of the FIM defined in Eq. (4.28) are computed by

Igψg = 2
i∑

s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂g

∂ss[n,m; ξ]

∂ψg

}

= 2

i∑
s=1

∑
n,m

Re

{
j

1

g
‖ss[n,m; ξ]‖22

}

= 2
i∑

s=1

∑
n,m

1

g
‖ss[n,m; ξ]‖22 Re {j} = 0 (B.7)
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Igφ = 2
i∑

s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂g

∂ss[n,m; ξ]

∂φ

}

= 2

i∑
s=1

∑
n,m

Re

{
j
π cos(φ)g2

g
bH(φ)V∗sV

T
s b̃(φ) |xs[n,m]|2

}

= 2πg cos(φ)
i∑

s=1

∑
n,m

|xs[n,m]|2 Re
{
jC̃∗s (φ)

}
︸ ︷︷ ︸

Im{C̃s(φ)}

= 2πg cos(φ)
i∑

s=1

Im
{
C̃s(φ)

}∑
n,m

|xs[n,m]|2 (B.8)

Igτ ′0 = 2
i∑

s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂g

∂ss[n,m; ξ]

∂τ ′0

}

= 2

i∑
s=1

∑
n,m

Re

{
j
−2mπ∆f

g
‖ss[n,m; ξ]‖22

}

= 2
i∑

s=1

∑
n,m

−2mπ∆f

g
‖ss[n,m; ξ]‖22 Re {j} = 0 (B.9)

Igν0 = 2

i∑
s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂g

∂ss[n,m; ξ]

∂ν0

}

= 2
i∑

s=1

∑
n,m

Re

{
j
nπTo

g
‖ss[n,m; ξ]‖22

}

= 2

i∑
s=1

∑
n,m

nπTo

g
‖ss[n,m; ξ]‖22 Re {j} = 0 (B.10)

Iψgφ = 2
i∑

s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂ψg

∂ss[n,m; ξ]

∂φ

}

= 2

i∑
s=1

∑
n,m

Re
{
−j2π cos(φ)g2bH(φ)V∗sV

T
s b̃(φ) |xs[n,m]|2

}

= 2πg2 cos(φ)
i∑

s=1

∑
n,m

|xs[n,m]|2 Re
{
−j2C̃∗s (φ)

}

= 2πg2 cos(φ)

i∑
s=1

Re
{
C̃s(φ)

}∑
n,m

|xs[n,m]|2 (B.11)
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B. Derivation of CRLB

Iψgτ ′0 = 2
i∑

s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂ψg

∂ss[n,m; ξ]

∂τ ′0

}

= 2

i∑
s=1

∑
n,m

Re
{
j2 2mπ∆f ‖ss[n,m; ξ]‖22

}

= −4πg2∆f
i∑

s=1

Cs(φ)
∑
n,m

m |xs[n,m]|2 (B.12)

Iψgν0 = 2
i∑

s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂ψg

∂ss[n,m; ξ]

∂ν0

}

= 2
i∑

s=1

∑
n,m

Re
{
−j2 nπTo ‖ss[n,m; ξ]‖22

}

= 2πg2To

i∑
s=1

Cs(φ)
∑
n,m

n |xs[n,m]|2 (B.13)

Iφτ ′0 = 2

i∑
s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂φ

∂ss[n,m; ξ]

∂τ ′0

}

= 2
i∑

s=1

∑
n,m

Re
{
j2 2m∆fπ2 cos(φ)g2C̃s(φ) |xs[n,m]|2

}

= −4π2g2 cos(φ)∆f

i∑
s=1

Re
{
C̃s(φ)

}∑
n,m

m |xs[n,m]|2 (B.14)

Iφν0 = 2
i∑

s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂φ

∂ss[n,m; ξ]

∂ν0

}

= 2

i∑
s=1

∑
n,m

Re
{
−j2 nToπ

2 cos(φ)g2C̃s(φ) |xs[n,m]|2
}

= 2π2g2 cos(φ)To

i∑
s=1

Re
{
C̃s(φ)

}∑
n,m

n |xs[n,m]|2 (B.15)

Iτ ′0ν0
= 2

i∑
s=1

∑
n,m

Re

{
∂sH

s [n,m; ξ]

∂τ ′0

∂ss[n,m; ξ]

∂ν0

}

= 2
i∑

s=1

∑
n,m

Re
{
j2 2πmn∆fTo ‖ss[n,m; ξ]‖22

}

= −4π2g2∆fTo

i∑
s=1

Cs(φ)
∑
n,m

mn |xs[n,m]|2 (B.16)
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Approximation of CRLB

To derive an approximated CRLB of the AoA φ that does not depend on the sent pilot

symbols X, recall the average power constraint in Eq. (2.16). By using the identities in

Eq. (4.32) and assuming M and N to be large, the summations over m and n in Eqs. (B.2)

- (B.16) can be approximated, according to [32], by

∑
n,m

|xs[n,m]|2 = NM
1

NM

∑
n,m

|xs[n,m]|2

≈ NMPt, (B.17)

∑
n,m

m |xs[n,m]|2 =
M−1∑
m=0

m
N−1∑
n=0

|xs[n,m]|2

≈
M−1∑
m=0

mNPt

= PtN
M(M − 1)

2
, (B.18)

∑
n,m

n |xs[n,m]|2 =
N−1∑
n=0

n
M−1∑
m=0

|xs[n,m]|2

≈
N−1∑
n=0

nMPt

= PtM
N(N − 1)

2
, (B.19)

∑
n,m

m2 |xs[n,m]|2 =

M−1∑
m=0

m2
N−1∑
n=0

|xs[n,m]|2

≈
M−1∑
m=0

m2NPt

= PtN
M(M − 1)(2M − 1)

6
, (B.20)

∑
n,m

n2 |xs[n,m]|2 =

N−1∑
n=0

n2
M−1∑
m=0

|xs[n,m]|2

≈
N−1∑
n=0

n2MPt

= PtM
N(N − 1)(2N − 1)

6
, (B.21)
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B. Derivation of CRLB

∑
n,m

nm |xs[n,m]|2 =
M−1∑
m=0

m
N−1∑
n=0

n |xs[n,m]|2

=
M−1∑
m=0

m

(
W−1∑
k=0

NW−1∑
l=0

(lW + k) |xs[n,m]|2
)
,

n = lW + k, NW =
N

W
,

k = 0, . . . ,W − 1, l = 0, . . . , NW − 1

=
M−1∑
m=0

m

(
W

NW−1∑
l=0

l
W−1∑
k=0

|xs[n,m]|2 +
W−1∑
k=0

k

NW−1∑
l=0

|xs[n,m]|2
)

(a)
≈

M−1∑
m=0

m

(
W

NW−1∑
l=0

lWPt +
W−1∑
k=0

kNWPt

)

=

M−1∑
m=0

m

(
PtW

2NW (NW − 1)

2
+ PtNW

W (W − 1)

2

)

= Pt

M−1∑
m=0

m

(
W 2N2

W −W 2NW +NWW
2 −NWW

2

)

= Pt

M−1∑
m=0

m

(
W 2N2

W −NWW

2

)

= Pt
N2 −N

2

M−1∑
m=0

m

= Pt
N(N − 1)

2

M(M − 1)

2
, (B.22)

where
∑

n,m =
∑N−1

n=0

∑M−1
m=0 is used to shorten the notation and (a) follows from assum-

ing that NW and W are large.

Using the derived identities in Eqs. (B.17) - (B.22) and defining

C
(i)
φ :=

i∑
s=1

Cs(φ),

C̃
(i)
φ :=

i∑
s=1

C̃s(φ),

˜̃C
(i)
φ :=

i∑
s=1

˜̃Cs(φ),
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where Cs(φ), C̃s(φ) and ˜̃Cs(φ) are introduced in Eq. (B.1), the individual elements of the

FIM, computed in Eqs. (B.2) - (B.16), are approximated by

Igg ≈ 2C
(i)
φ NMPt,

Iψgψg ≈ 2g2C
(i)
φ NMPt,

Iφφ ≈ 2π2 cos2(φ)g2 ˜̃C
(i)
φ NMPt,

Iτ ′0τ ′0 ≈ 8π2∆f2g2C
(i)
φ PtN

M(M − 1)(2M − 1)

6
,

Iν0ν0 ≈ 2π2T 2
o g

2C
(i)
φ PtM

N(N − 1)(2N − 1)

6
,

Igφ ≈ 2π cos(φ)g Im
{
C̃

(i)
φ

}
NMPt,

Iψgφ ≈ 2π cos(φ)g2 Re
{
C̃

(i)
φ

}
NMPt,

Iψgτ ′0 ≈ −4π∆fg2C
(i)
φ PtN

M(M − 1)

2
,

Iψgν0 ≈ 2πTog
2C

(i)
φ PtM

N(N − 1)

2
,

Iφτ ′0 ≈ −4π2 cos(φ)∆fg2 Re
{
C̃

(i)
φ

}
PtN

M(M − 1)

2
,

Iφν0 ≈ 2π2 cos(φ)Tog
2 Re

{
C̃

(i)
φ

}
PtM

N(N − 1)

2
,

Iτ ′0ν0
≈ −4π2∆fTog

2C
(i)
φ Pt

M(M − 1)

2

N(N − 1)

2
.

(B.23)

Substituting these approximations from Eqs. (B.23) into the expression of the exact

CRLB, see Eq. (4.31), the numerator and denominator of the CRLB are respectively

approximated by

nφ(X) ≈ nφ,approx = −C(i)
φ (M + 1)

(a)
≈ −C(i)

φ M (B.24)

79



B. Derivation of CRLB

and

det(I(ξ,X)) ≈ dφ,approx

=
2MNPtg

2π2 cos2(φ)

σ2(
6
(

Re
{
C̃

(i)
φ

})2
cos(φ)− 3

(
Re
{
C̃

(i)
φ

})2
cos2(φ) +M

(
Im
{
C̃

(i)
φ

})2

+ 4M
(

Re
{
C̃

(i)
φ

})2
− C(i)

φ
˜̃C

(i)
φ +

(
Im
{
C̃

(i)
φ

})2
− 2

(
Re
{
C̃

(i)
φ

})2

− C(i)
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(B.25)

where (a) follows from recalling that M is assumed to be large.
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