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Prüfende der Dissertation:
1. Prof. Dr.-Ing. Matthias Althoff
2. Prof. Dr.-Ing. Sandra Hirche

Die Dissertation wurde am 27.11.2023 bei der Technischen Universität München
eingereicht und durch die TUM School of Computation, Information and Technology am
18.06.2024 angenommen.





Abstract

Autonomous systems have the potential to permeate our day-to-day lives deeply. For instance,
such systems will transform mobility, increase productivity, reduce costs, and use limited
computational and environmental resources optimally. Formal safety guarantees must be
provided to leverage these systems in safety-critical applications where human lives are at
stake. Thus, the safety of the autonomous system must be formally ensured for an infinite time
horizon despite disturbances.

In this thesis, we address this issue by computing safe sets along with corresponding safety-
preserving controllers. If the initial state of the autonomous system lies within such a safe set,
the corresponding safety-preserving controller guarantees the safety of this system at all times.
In the literature, a wide variety of robust control approaches exist for computing safe sets.
However, these approaches typically suffer from an exponential computational complexity with
respect to the problem dimension or excessive conservativeness. To present scalable algorithms
for computing nonconservative safe sets, we combine scalable reachability analysis and convex
optimization. This combination allows us to efficiently determine safe sets with minimum or
maximum volume.

The efficient computation of these safe sets is beneficial not only for leveraging autonomous
systems in safety-critical applications but also for improving other popular control methods.
Thus, we also present a scalable robust model predictive control approach that uses our safe
sets as terminal sets. In particular, we constrain the state at the end of the finite prediction
horizon to lie within our safe set. In addition to model predictive control, we also integrate
our safe sets into supervisory safety filters. Such filters aim to minimally modify the desired
control input of an unverified high-performance controller while formally guaranteeing safety.
We achieve this goal by enforcing the state to always stay within our safe set. We also use
the concept of safe sets to verify the safety of autonomous vehicles quickly. In particular, the
corresponding safety-preserving controller overwrites the desired control input if the planned
trajectory of the controlled autonomous vehicle intersects the reachable set of another traffic
participant. To evaluate the performance of our different robust control approaches, we consider
various numerical examples taken from the literature.

iii





Zusammenfassung

Autonome Systeme haben das Potenzial, unser tagtägliches Leben tiefgreifend zu durchdringen.
Derartige Systeme werden beispielsweise unsere Mobilität transformieren, Produktivität steigern,
Kosten senken und die begrenzten Rechenleistungen sowie Umweltressourcen optimal nutzen.
Um diese Systeme in sicherheitskritischen Anwendungen einsetzen zu können, bei denen
Menschenleben auf dem Spiel stehen, müssen formale Sicherheitsgarantien gegeben werden.
Folglich muss die Sicherheit des autonomen Systems trotz Störungen für einen unendlichen
Zeithorizont formal gewährleistet sein.

Die vorliegende Dissertation befasst sich mit dieser Problemstellung, indem sichere Mengen
zusammen mit zugehörigen, sicherheitserhaltenden Reglern berechnet werden. Wenn sich
der Anfangszustand des autonomen Systems innerhalb einer solchen sicheren Menge befindet,
garantiert der zugehörige, sicherheitserhaltende Regler die Sicherheit dieses Systems zu jeder Zeit.
In der Literatur existiert eine Vielzahl von robusten Regelungsansätzen zur Berechnung sicherer
Mengen. Diese Ansätze leiden jedoch üblicherweise unter einer exponentiellen Komplexität
bezüglich der Dimension des Problems oder einer übermäßigen Konservativität. Um skalierbare
Algorithmen für die Berechnung nicht-konservativer, sicherer Mengen zu präsentieren, kombiniert
die vorliegende Dissertation skalierbare Erreichbarkeitsanalyse und konvexe Optimierung. Diese
Kombination ermöglicht die effiziente Bestimmung sicherer Mengen mit minimalem oder
maximalem Volumen.

Die effiziente Berechnung dieser sicheren Mengen ist nicht nur für den Einsatz von autonomen
Systemen in sicherheitskritischen Anwendungen von Vorteil, sondern auch für die Verbesserung
anderer weitverbreiteter Regelungsansätze. Deshalb wird auch ein skalierbarer Ansatz zur
robusten, modellprädiktiven Regelung präsentiert, der die sicheren Mengen als Endmengen
verwendet. Hierbei ist der Zustand am Ende des endlichen Prädiktionshorizonts derart be-
schränkt, dass er sich stets in einer sicheren Menge befinden muss. Neben der modellprädiktiven
Regelung werden die sicheren Mengen auch in übergeordnete Sicherheitsfilter integriert. Das
Ziel derartiger Filter ist es, den gewünschten Steuereingang eines ungeprüften, leistungsfähigen
Reglers minimal zu verändern und gleichzeitig die Sicherheit formal zu gewährleisten. Dieses Ziel
wird dadurch erreicht, dass sich der Zustand jederzeit innerhalb einer sicheren Menge befinden
muss. Darüber hinaus nutzt die vorliegende Dissertation das Konzept der sicheren Mengen, um
die Sicherheit von autonomen Fahrzeugen so schnell wie möglich formal zu verifizieren. Hierbei
überschreibt der zugehörige, sicherheitserhaltende Regler die gewünschten Steuereingänge, falls
die geplante Trajektorie des geregelten, autonomen Fahrzeugs die erreichbare Menge eines
anderen Verkehrsteilnehmers schneidet. Um die Leistungsfähigkeit der verschiedenen robusten
Regelungsansätze zu bewerten, wird eine Vielzahl numerischer Beispiele aus der Literatur
betrachtet.
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Norms and Functions
The p-norm of a vector v ∈ Rn with p ≥ 1 is defined by

∥v∥p =
(

n∑

i=1

∣∣∣v(i)
∣∣∣
p
)1/p

.

The unit balls in R2 corresponding to different p-norms are visualized in Fig. 1. In addition
to these vector norms, we introduce important matrix norms subsequently. The 1-norm of a
matrix M ∈ Rm×n is defined by

∥M∥1 = max
(
1T |M |

)
,

i.e., it is the maximum absolute column sum of M . Conversely, the infinity norm of M is
defined by

∥M∥∞ = max (|M |1) ,

i.e., it is the maximum absolute row sum of M . In addition, the Frobenius norm of M is defined
by

∥M∥F =
√

trace (MTM),

where trace returns the sum of the diagonal elements of the square input matrix.
The function diag returns a diagonal matrix with the input on the diagonal if the input is a

vector; otherwise, diag returns a vector of the diagonal elements of the square input matrix.
For instance, trace (M) equals 1T diag (M) for any square matrix M ∈ Rn×n.
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1 Introduction
The failure of control systems can have disastrous consequences [1], ranging from significant
financial losses to human deaths. For instance, the Lewis spacecraft was an Earth-orbiting
satellite launched by the National Aeronautics and Space Administration (NASA) on 23 August
1997, which lost contact three days later and burned up soon after [2]. The NASA Investigation
Board “found that the loss of the Lewis Spacecraft was the direct result of an implementation of
a technically flawed Safe Mode in the Attitude Control System. This error was made fatal to the
spacecraft by the reliance on that unproven Safe Mode by the on orbit operations team and by
the failure to adequately monitor spacecraft health and safety during the critical initial mission
phase” [2]. Because this unverified safe mode failed to expose the solar panels of the satellite
to sunlight, as shown in Fig. 1.1a, the onboard batteries quickly discharged, and millions of
dollars were lost.

Another example highlighting the dangers of using unverified control systems in safety-critical
applications is the radiation therapy machine Therac-25, shown in Fig. 1.1b. Between 1985
and 1987, at least six patients were exposed to massive radiation overdoses of this medical
device [3, Sec. 8.2], resulting in severe injuries and three deaths. An investigation revealed
that many software bugs were already present in predecessor devices [4], namely, the Therac-6
and the Therac-20. However, these issues were not detected in the older machines because
they used hardware safety interlocks instead of software checks to prevent dangerous radiation
overexposure. In summary, control systems can fail in catastrophic ways. Such failures are
unacceptable when using these systems in safety-critical applications where human lives are at
stake.

Traditionally, developing sophisticated control systems involves extensive simulating, testing,
and debugging. However, this standard procedure can only reveal the presence of errors but not
guarantee their absence [5], also known as “absence of evidence is not evidence of absence” [6].
In addition, only a tiny fraction of the state and input spaces can be covered because many
combinations typically exist. This problem is getting even more serious due to the growing
complexity of modern hybrid or cyber-physical systems, which exhibit not only discrete but
also continuous dynamics. To address these issues, formal methods have been proposed that
specify, verify, and synthesize systems in an automated and mathematically rigorous way. Thus,
these approaches can obtain correct-by-construction control systems suitable for safety-critical
applications. In the following section, a brief overview of formal methods is provided.

1.1 Formal Methods
Formal verification methods are widely used in computer science to formally verify the correct
behavior of software and hardware, such as computer programs and electronic circuits [7, 8].
For instance, these approaches formally verify that a system never reaches an unsafe state
or a deadlock state [9], i.e., a state in which it is trapped forever. These formal verification
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1 Introduction

(a) Lewis spacecraft1. (b) Radiation therapy machine Therac-252.

Figure 1.1: Famous failures of control systems.

methods rigorously check the correctness of specified system properties, usually expressed as
logic specifications. Nowadays, there exists a wide variety of such methods.

One approach for formally verifying systems is automated theorem proving [10, 11]. This
technique uses deduction and a set of previously verified theorems to prove the correctness
of a given specification. Although theorem proving is a powerful tool that can deal with
large-scale systems, finite termination of the algorithm cannot be guaranteed. In addition, no
counterexample is provided in the case of falsification, resulting in a challenging error analysis.

Another popular formal verification approach is model checking [12,13]. Based on a model of
the underlying discrete dynamics, e.g., given by a simple finite state machine, it is exhaustively
checked whether the temporal logic specification is met; otherwise, in contrast to theorem
proving, a counterexample is provided. However, model checking approaches typically suffer from
an infamous exponential computational complexity with respect to the state space dimension [14],
which is also known as the state explosion problem or the curse of dimensionality:

“In view of all that we have said in the foregoing sections, the many obstacles we
appear to have surmounted, what casts the pall over our victory celebration? It is
the curse of dimensionality, a malediction that has plagued the scientist from the
earliest days.” (Richard E. Bellman [15, p. 94])

Formally verifying cyber-physical systems is an even more challenging task because they exhibit
not only discrete but also continuous dynamics. Thus, verifying these systems would require a
standard model checker to verify infinitely many combinations. To address this issue, a finite
state system abstraction of the continuous dynamics is constructed, i.e., a discrete one suitably
approximates the original continuous system. Then, model checking can be applied to this
finite abstraction.

As an alternative for formally verifying cyber-physical systems, set-based reachability analysis
can be used [16]. This method computes reachable sets of a system, i.e., the set of states that
contains all possible state trajectories starting from a set of initial states, as illustrated in
Fig. 1.2. Thus, reachability analysis is also crucial in abstraction-based approaches for suitably
approximating the continuous system by a finite abstraction. Moreover, if the reachable set of
a system never intersects a given forbidden or unsafe region of the state space, the safety of

1Picture is taken from https://space.skyrocket.de/doc sdat/lewis.htm.
2Picture is taken from https://interestingengineering.com/when-bad-programming-turns-deadly.
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1.1 Formal Methods

reachable set

random trajectories

initial
set

Figure 1.2: Reachability analysis. The reachable set of a system contains all possible state trajectories
that start from a set of initial states, which is also known as the initial set.

the system is formally guaranteed despite bounded disturbances. Thus, reachability analysis
is widely used in safety-critical applications, such as autonomous driving [17, 18], biological
and medical systems [19,20], power systems [21,22], and robotics [23, 24]. In addition, dealing
with linear time-invariant (LTI) systems having up to a billion dimensions can be achieved by
tailored system order reduction and decomposition techniques [25–27]. Therefore, reachability
analysis is well suited for formally verifying the safety of large-scale dynamical systems.

Up to now, we have mainly focused on the verification of different system classes. Nevertheless,
formal methods can be used not only to verify systems but also to synthesize controllers that
enforce the closed-loop system to satisfy temporal logic specifications [28, 29]. Using model
checking algorithms, correct-by-construction controllers have been synthesized for discrete
systems [30]. As for the verification, dealing with continuous dynamics is achieved by con-
structing a finite state system abstraction and synthesizing a controller based on this system
approximation [31–33]. Because the construction of discrete system approximations typically
relies on discretizing the continuous state space, abstraction-based methods severely suffer from
the curse of dimensionality [34,35].

One of the essential temporal logic specifications is safety, as seen by the failures of the
Lewis spacecraft and the radiation therapy machine Therac-25 in Fig. 1.1. In the robust
controller synthesis setting, safety refers to the robust satisfaction of the state and input
constraints for an infinite time horizon in an uncertain environment, i.e., it can be seen as a
formal robustness guarantee against bounded disturbances. A straightforward way to achieve
safety is the construction of a safe set along with a corresponding safety-preserving controller.
Such controllers formally guarantee robust constraint satisfaction at all times if the initial
state of the system lies within the safe set, as illustrated in Fig. 1.3. A wide variety of
approaches exist to compute safe sets, which are often desired to have minimum or maximum
volume, depending on the specific application. However, these approaches typically suffer
from an exponential computational complexity with respect to the problem dimension or an
excessive conservativeness [36–40]. Thus, the characterization and efficient computation of
nonconservative safe sets is an open research problem.

In this thesis, we address this issue by proposing scalable algorithms for computing noncon-
servative safe sets along with corresponding set-based, safety-preserving controllers. Because we
combine scalable reachability analysis and convex optimization, the computational complexity of
our algorithms is only polynomial with respect to the problem dimension. This low complexity
allows us to compute safe sets for higher-dimensional systems compared to existing approaches
in the literature. The efficient computation of safe sets is beneficial not only for leveraging
autonomous systems in safety-critical applications but also for enhancing other popular control
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state constraint set

safe set

random
trajectories

Figure 1.3: Safe set and two random state trajectories. The trajectories start in the safe set and never
leave the state constraint set, which is the set of admissible states.

approaches. Thus, we also integrate our safe sets into model predictive control (MPC) [41–43].
In particular, we constrain the state at the end of the finite prediction horizon to lie within our
safe set. In addition to MPC, we integrate our safe sets into supervisory safety filters [44,45].
Such filters aim to minimally modify the desired control input of an unverified controller while
formally guaranteeing safety. We achieve this goal by enforcing the state to always stay within
our safe set. In this thesis, we also use the concept of safe sets to quickly verify the safety of
autonomous vehicles. In particular, the corresponding safety-preserving controller overwrites the
desired control input if the planned trajectory of the controlled autonomous vehicle intersects
the reachable set of another traffic participant. Before we propose our novel robust control
approaches, we present our publications contributing to this thesis in the following section.

1.2 Publications
This thesis is based on the following publications:

• [46] F. Gruber and M. Althoff. Anytime safety verification of autonomous vehicles. In
IEEE Conference on Intelligent Transportation Systems, pages 1708–1714, 2018. doi:
10.1109/ITSC.2018.8569950

• [47] F. Gruber and M. Althoff. Scalable robust model predictive control for linear
sampled-data systems. In IEEE Conference on Decision and Control, pages 438–444,
2019. doi:10.1109/CDC40024.2019.9029873

• [48] N. Kochdumper, F. Gruber, B. Schürmann, V. Gaßmann, M. Klischat, and M. Althoff.
AROC: A toolbox for automated reachset optimal controller synthesis. In Conference
on Hybrid Systems: Computation and Control, pages 1–6, 2021. doi:10.1145/3447928.
3456703

• [49] F. Gruber and M. Althoff. Computing safe sets of linear sampled-data systems.
IEEE Control Systems Letters, 5(2):385–390, 2021. doi:10.1109/LCSYS.2020.3002476
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• [50] F. Gruber and M. Althoff. Scalable robust output feedback MPC of linear sampled-
data systems. In IEEE Conference on Decision and Control, pages 2563–2570, 2021.
doi:10.1109/CDC45484.2021.9683384

• [51] F. Gruber and M. Althoff. Scalable robust safety filter with unknown disturbance
bounds. IEEE Transactions on Automatic Control, 68(12):7756–7770, 2023. doi:10.
1109/TAC.2023.3292329

• [52] L. Schäfer, F. Gruber, and M. Althoff. Scalable computation of robust control
invariant sets of nonlinear systems. IEEE Transactions on Automatic Control, 69(2):755–
770, 2024. doi:10.1109/TAC.2023.3275305

1.3 Organization of this Thesis
This thesis is organized as follows: In Chapter 2, we present essential mathematical concepts
used throughout this thesis. To ensure the scalability of our robust control algorithms, the
computational complexity of our approaches is always polynomial with respect to the problem
dimension. In particular, we obtain the optimal control inputs as the solution of an efficiently-
solvable convex optimization problem (COP). Because the constraint set of such an optimization
problem must be convex, we present important representations of convex sets. Using zonotopes
as a set representation, the computational complexity of our over-approximative reachability
analysis is only cubic with respect to the state space dimension. Thus, solving COPs and using
such reachability analysis enables the scalability of our robust control methods. Finally, we
introduce important invariant sets and give an overview of the used software toolboxes.

In Chapter 3, we compute zonotopic safe sets along with corresponding safety-preserving
controllers of sampled-data systems. These cyber-physical systems evolve in continuous time and
are controlled by clocked digital controllers. We use state and disturbance feedback controllers
to obtain a simple controller structure, which provides piecewise constant control inputs at
periodic sampling times. Incorporating these controllers into our reachability analysis allows us
to compute safe sets of large-scale sampled-data systems. Because safe sets are usually desired
to have minimum or maximum volume, we propose several approaches for computing such sets.
Finally, to evaluate the performance of the approaches and to validate the safety guarantees
of their safety-preserving controllers, we consider multiple numerical examples taken from the
literature.

In Chapter 4, we incorporate our safe sets along with corresponding safety-preserving
controllers into (robust) MPC, which is one of the most popular control methods these days3.
Thus, we first present the important concept of MPC, where an optimal control problem is
iteratively solved online on a moving horizon. We explicitly consider all online computation
times because such online computational delays would inevitably invalidate our formal safety
guarantees. Moreover, because the exact measurement of the system state is unavailable, we
propose an output feedback MPC approach, which exploits noisy measurements of the system.
Based on these measurements, we use a simple linear state observer to estimate the inaccessible
state of the system. Finally, we consider a vehicle platooning system to demonstrate the
effectiveness of our real-time robust output feedback MPC approach.

3Google Scholar provides more than 7 million results for “model predictive control” (accessed: 20 April 2023).
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In Chapter 5, we incorporate our safe sets along with corresponding safety-preserving
controllers into minimally invasive safety filters, also known as supervisory control. Such filters
aim to modify the desired input of a high-performance controller in a minimally invasive way
so that safety is always guaranteed. Thus, safety filters serve as supervisory mediators between
a simple, safety-preserving backup controller and a sophisticated, unverified high-performance
controller, which is obtained, e.g., using machine learning techniques. Based on a finite set of
training data, we first perform offline set membership identification to identify models that
are conformant to the data. Because we make no assumptions about the availability of a
model along with its corresponding disturbance set, a new measurement obtained online might
invalidate the model conformance. Thus, we quickly update the model, the safety-preserving
backup controller, and the safe set online to restore formal safety guarantees. Finally, we
demonstrate the usefulness and scalability of our safety filter approach by considering multiple
numerical examples from the literature.

In Chapter 6, we perform online safety verification of autonomous vehicles while considering
the uniqueness of each traffic situation. A challenging aspect of online safety verification is
the varying number of surrounding traffic participants, which causes significant variations in
computational demand. To guarantee timely, safe trajectories of the controlled autonomous
vehicle, we propose an anytime approach that quickly provides conservative formal verification
results and continually refines them until the available computation time is elapsed. Thus,
our anytime algorithm can be interrupted at any time while optimally using the available
computational resources. Moreover, if the safety of the desired trajectory cannot be verified in
time, the safety-preserving backup controller overwrites the desired control inputs. Finally, we
consider multiple traffic scenario benchmarks to demonstrate the effectiveness of our anytime
safety verification approach.

In Chapter 7, we conclude this thesis. In addition, we provide suggestions for promising
future research directions.
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2 Preliminaries

In this chapter, we present important mathematical concepts and overview the software toolboxes
used throughout this thesis. First, we introduce the class of convex optimization problems
(COPs) in Section 2.1. Because the constraint set of such an optimization problem must be
convex, we present important representations of convex sets in Section 2.2. In Section 2.3, we
give an overview of our reachability analysis that uses zonotopes as a set representation. After
defining important invariant sets and presenting standard algorithms for their computation in
Section 2.4, we provide an overview of the used software toolboxes in Section 2.5.

2.1 Convex Optimization
How quickly an optimization problem can be solved depends on many factors, such as the
number of optimization variables and constraints and the exploitable structure of the problem.
It has long been recognized that “the great watershed in optimization isn’t between linearity and
nonlinearity, but convexity and nonconvexity” [53]. In contrast to most nonconvex optimization
algorithms, which typically suffer from an exponential computational complexity with respect
to the problem dimension, there exist algorithms for many COPs that have a polynomial
computational complexity [54–56]. In this thesis, we call an algorithm, method, procedure, or
approach “efficient” if its computational complexity is polynomial with respect to the problem
dimension, i.e., if it is scalable.

The efficient COP algorithms allow us to quickly and reliably solve large COPs arising in
a wide variety of applications, such as portfolio optimization, statistical estimation, and data
fitting [55]. Regarding applications in control, it was claimed that a “tuned convex optimization
control policy is the proportional-integral-derivative (PID) controller of the 21st century” [57].

To define the important class of COPs, we first introduce convex sets and convex functions [58].

Definition 2.1 (Convex Set): A set S ⊂ Rn is convex if

αs1 + (1− α)s2 ∈ S

for any s1, s2 ∈ S and any α ∈ [0, 1], i.e., if the line segment between any s1 and s2 lies within
S. ■

Examples of convex and nonconvex sets are shown in Fig. 2.1. Important convex sets are the
empty set ∅, the origin {0}, and the Euclidean space Rn. Moreover, operations that preserve
the convexity of sets are, e.g., intersections and affine functions. Thus, we also say that convex
sets are closed under intersections and affine functions.

To define convex functions, we first introduce the domain domain (f) ⊆ Rn of a real-valued
function f : Rn → R as the subset of Rn for which f is defined. For instance, the domain of the
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(a) Convex set. (b) Nonconvex set.

Figure 2.1: Convex and nonconvex sets.

logarithmic function log : R→ R is domain (log) = R>0. After defining the domain of functions,
we introduce convex functions in the following definition.

Definition 2.2 (Convex Function): A function f : Rn → R is convex if domain (f) ⊆ Rn is
a convex set and if

f(αs1 + (1− α)s2) ≤ αf(s1) + (1− α)f(s2)

for any s1, s2 ∈ domain (f) and any α ∈ [0, 1], i.e., if the line segment between any (s1, f(s1))
and (s2, f(s2)) lies on or above the graph of f . A function f is concave if −f is convex. ■

Examples of convex and nonconvex functions are shown in Fig. 2.2. Often used convex
functions of one or more variables with their corresponding domains are, e.g., the absolute
value (R), the maximum (Rn), the cubic function (R≥0), the p-norm (Rn), and the Frobenius
norm (Rn×n). Conversely, often used concave functions are, e.g., the minimum (Rn), the square
root (R≥0), the logarithm (R>0), and the geometric mean

(
Rn

>0
)
. Moreover, affine functions are

the only functions that are not only convex but also concave. Similar to convex sets, a variety
of operations also exist that preserve the convexity of functions, e.g., nonnegative weighted
sums, compositions with an affine mapping, and the elementwise maximum [55].

After introducing convex sets and functions, we finally define the important class of COPs,
which includes least-squares and linear programming problems [59,60].

Definition 2.3 (Convex Optimization Problem): An optimization problem

minimize
s

f(s)

subject to s ∈ S
⇔

maximize
s

− f(s)

subject to s ∈ S

is convex if f : Rn → R and S ⊂ Rn are convex. Moreover, this optimization problem is feasible
if domain (f) ∩ S is nonempty; otherwise, it is infeasible. In addition, s⋆ = inf {f(s) | s ∈ S} is
called optimal or the solution of this optimization problem. ■

Because of the convexity, every local optimum of a COP is also a global optimum [61,
Thm. 3.4.2]. This fundamental property is exploited by efficient convex optimization algorithms,
such as the interior-point, subgradient, and ellipsoid methods [55, 56]. These algorithms are
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s

f(s)

s1 s2

(a) Convex and nonconcave.

s

f(s)

s1 s2

(b) Nonconvex and concave.

s

f(s)

s1 s2

(c) Nonconvex and nonconcave.

s

f(s)

s1 s2

(d) Convex and concave.

Figure 2.2: Convex and nonconvex functions.

implemented in both freeware [62,63] and commercial solvers [64,65] for certain classes of COPs,
e.g., linear, quadratic, second-order cone, and semidefinite programs. To invoke one of these
solvers, the COP must be reformulated appropriately to match the solver-specific interfaces,
i.e., transformed into an equivalent COP in standard form [55, Ch. 4]. Instead of reformulating
COPs by hand, convex optimization modeling frameworks offer a convenient way to do this
transformation procedure automatically [66–68].

To ensure the scalability of our control approaches in this thesis, we exclusively solve COPs
to obtain optimal control inputs. Because the constraint set of any COP must be convex, as
stated in Definition 2.3, we introduce important representations of convex sets in the following
section.

2.2 Convex Sets
In this section, we introduce important representations of convex sets that are compact, i.e.,
closed and bounded. In addition, we present exact and over-approximative conversions between
the convex set representations. Finally, we introduce corresponding set operations and present
two approaches to solve the zonotope containment problem.
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2 Preliminaries

2.2.1 Representations
To efficiently perform operations on convex sets, choosing a suitable set representation is
crucial. Subsequently, we introduce ellipsoids [69], polytopes [70, 71], zonotopes [72], and
multidimensional intervals as valuable representations of closed, bounded, convex sets.

An ellipsoid can be seen as an affine transformation of a hypersphere and is introduced in
the following definition.

Definition 2.4 (Ellipsoid): An ellipsoid E ⊂ Rn is defined by

E =
{
s ∈ Rn

∣∣ (s− c)TS−1(s− c) ≤ 1
}

=
{
s ∈ Rn

∣∣∣ s = c+ S1/2b, ∥b∥2 ≤ 1
}
,

where c ∈ Rn is the center, S ∈ Rn×n is the symmetric positive definite shape matrix, and the
symmetric positive definite matrix S1/2 denotes the root of S [39, Sec. 3.2], i.e., (S1/2)2 = S.
We use E = ⟨c, S⟩E to obtain a more concise notation for representing an ellipsoid. ■

A polytope can be seen as the intersection of half-spaces and is introduced in the following
definition.

Definition 2.5 (Polytope): A polytope P ⊂ Rn in half-space representation is defined by

P = {s ∈ Rn | Hs ≤ h} ,

where H ∈ Rm×n and h ∈ Rm are the data representing the half-spaces, and m ∈ N>0 is
the number of these half-spaces. We use P = ⟨H,h⟩P to obtain a more concise notation for
representing a polytope. ■

Polytopes can alternatively be expressed as the convex hull of a finite set of points, also
known as the vertex representation. As the number of vertices for representing a general set
grows exponentially with respect to the dimension, we restrict our attention to the half-space
representation when proposing scalable control approaches. A special case of a polytope is a
zonotope, which is centrally symmetric and introduced in the following definition.

Definition 2.6 (Zonotope): A zonotope Z ⊂ Rn in generator representation is defined by

Z = {s ∈ Rn | s = c+Gλ, |λ| ≤ 1} ,

where c ∈ Rn is the center, G ∈ Rn×gen(Z) is the generator matrix with gen (Z) ∈ N denoting
the number of generators, and λ ∈ Rgen(Z) is the parameter vector. The order of Z is
order (Z) = gen(Z)

n . We use Z = ⟨c,G⟩Z to obtain a more concise notation for representing a
zonotope. ■

Zonotopes can be constructed by the Minkowski addition of line segments, as illustrated in
Fig. 2.3. Alternatively, zonotopes can also be seen as an affine transformation of a cube.

10
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s1
c

(a)
〈

c,
[
s1

]〉
Z

.

s2

(b)
〈

c,
[
s1 s2

]〉
Z

.

s3

(c)
〈

c,
[
s1 s2 s3

]〉
Z

.

Figure 2.3: Step-by-step construction of the zonotope
〈
c,
[
s1 s2 s3

]〉
Z

in R2. By adding more
generators to the generator matrix of the zonotope, the area increases.

For Z = ⟨c,G⟩Z ⊂ Rn and any point s ∈ Z, the corresponding parameter vector λ ∈ Rgen(Z)

with |λ| ≤ 1 can be obtained by solving the COP

minimize
λ

Jλ(λ) (2.1a)

subject to s = c+Gλ (2.1b)
|λ| ≤ 1, (2.1c)

where Jλ is a convex cost function, e.g., ∥λ∥2 or 0. Thus, λ is not necessarily unique for
parameterizing any s unless G is invertible. In this special case, the zonotope is called a
parallelotope, its order is 1, and the unique parameter vector is

λ = G−1(s− c). (2.2)

Moreover, a parallelotope with a diagonal generator matrix is called a multidimensional interval,
also known as an axis-aligned box, hyperrectangle, and orthotope. For these multidimensional
intervals, (2.2) can be efficiently computed because the inverse of an invertible diagonal
matrix is obtained by replacing each element on the diagonal with its reciprocal. In addition,
multidimensional intervals can be equivalently represented by their lower and upper bounds, as
introduced in the following definition.

Definition 2.7 (Multidimensional Interval): A multidimensional interval I ⊂ Rn in interval
representation is defined by

I =
{
s ∈ Rn

∣∣ I ≤ s ≤ I
}
,

where I ∈ Rn and I ∈ Rn denote the lower and upper bound of I, respectively. We use
I =

[
I, I

]
to obtain a more concise notation for representing a multidimensional interval, and
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Figure 2.4: Convex set representations in R2. In particular, a polytope, a multidimensional interval
that a zonotope can also represent, and two ellipsoids are shown.

define

min (I) = I (2.3a)
max (I) = I (2.3b)

center (I) = 0.5
(
I + I

)
(2.3c)

radius (I) = 0.5
(
I − I

)
. (2.3d)

as the minimum, maximum, center, and radius of I, respectively. ■

Multidimensional intervals can be seen as the Cartesian product of multiple intervals or as
vectors whose elements are intervals. A straightforward generalization of these multidimensional
intervals is interval matrices [73], as introduced in the following definition.

Definition 2.8 (Interval Matrix): A square interval matrix M ⊂ Rn×n is defined by

M =
{
M ∈ Rn×n

∣∣ M ≤M ≤M}
,

where M ∈ Rn×n and M ∈ Rn×n denote the lower and upper bound of M, respectively. We
use M =

[M,M]
to obtain a more concise notation for representing an interval matrix, and

define the minimum, maximum, center, and radius of M analogously to (2.3). ■

Finally, we visualize ellipsoids, polytopes, zonotopes, and multidimensional intervals in
Fig. 2.4. After defining these important convex set representations, we consider the exact and
over-approximative conversion between some.

2.2.2 Conversions
Because multidimensional intervals are special cases of zonotopes, they can be equivalently
expressed in both generator and interval representation. For instance, both [−1,1] ⊂ R2 and
⟨0, I⟩Z ⊂ R2 represent the unit ball corresponding to the infinity norm in R2, as shown in Fig. 1
on page xviii. A conversion from the generator representation ⟨cI , GI⟩Z of the multidimensional
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2.2 Convex Sets

interval I ⊂ Rn to its interval representation
[
I, I

]
is achieved by

I = cI − diag (|GI |) (2.4a)
I = cI + diag (|GI |) (2.4b)

and vice versa by

cI = center (I) (2.5a)
GI = diag (radius (I)) . (2.5b)

Similarly, a conversion from the interval representation
[
I, I

]
to its half-space representa-

tion ⟨HI , hI⟩P is achieved by

HI =
[

I

−I

]
(2.6a)

hI =
[
I
−I

]
. (2.6b)

The conversions in (2.4) to (2.6) follow directly from Definitions 2.5 to 2.7. Converting
multidimensional intervals to the generator and half-space representation is particularly ben-
eficial because multidimensional intervals generally represent most constraint sets. Thus,
under-approximations of the constraint sets are required when choosing ellipsoids as set repre-
sentations.

Because zonotopes are special cases of polytopes, they can be equivalently expressed
in both half-space and generator representations. For instance, both ⟨0, I⟩Z ⊂ R2 and〈[
I −I

]T
,1
〉

P

⊂ R2 represent the unit ball corresponding to the infinity norm in R2,

as shown in Fig. 1 on page xviii. However, the half-space conversion of general zonotopes is
combinatorially complex with respect to the order of the zonotope [74, 75]. Conversely, the
interval conversion of a zonotope can be efficiently performed in an over-approximative way.
According to [76, Prop. 2.2] and (2.4), the smallest multidimensional interval enclosure of the
zonotope Z = ⟨c,G⟩Z ⊂ Rn is

interval (Z) = ⟨c, diag(|G|1)⟩Z
= [c− |G|1, c+ |G|1] , (2.7)

which is also known as an axis-aligned bounding box. Similarly, the smallest multidimensional
interval enclosure of the polytope P = ⟨H,h⟩P ⊂ Rn can be computed by solving 2n linear
programming problems [59, 60, 77], e.g., the ith element of the lower bound is obtained by
solving

minimize
s

s(i)

subject to Hs ≤ h,
where i ∈ N[1,n]. We also want to mention that the error when approximating the unit ball
corresponding to the Euclidean norm ⟨0, I⟩E ⊂ Rn by a zonotope can be made arbitrarily small
by increasing the zonotope order [78].
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2.2.3 Operations
After introducing suitable convex set representations and conversions between them, we present
some important set operations. For a matrix M ∈ Rm×n1,2 and three closed, bounded, convex
sets S1,S2 ⊂ Rn1,2 and S3 ⊂ Rn3 , we define the following set operations:

• Matrix multiplication: MS1 = {Ms1 | s1 ∈ S1} (2.8a)

• Set-based multiplication: S1S2 = {s1s2 | s1 ∈ S1, s2 ∈ S2} (2.8b)

• Minkowski addition: S1 ⊕ S2 = {s1 + s2 | s1 ∈ S1, s2 ∈ S2} (2.8c)

• Minkowski difference: S1 ⊖ S2 = {s | s⊕ S2 ⊆ S1} (2.8d)

• Cartesian product: S1 × S3 =
{[

s1

s3

] ∣∣∣∣∣ s1 ∈ S1, s3 ∈ S3

}
(2.8e)

• Convex hull: conv (S1,S2) = {αs1 + (1− α)s2 | s1 ∈ S1, s2 ∈ S2, α ∈ [0, 1]} (2.8f)

• Directed Hausdorff distance: dist (S1,S2) = min {δ ∈ R≥0 | S1 ⊆ S2 ⊕ δ ⟨0, I⟩Z} (2.8g)

Based on the definition of the directed Hausdorff distance in (2.8g) [79], it follows that S1 ⊆ S2
if and only if dist (S1,S2) = 0. Instead of using the unit ball corresponding to the infinity
norm in (2.8g), other norms can also be used [79]. Moreover, to account for different orders
of magnitude of the dimensions, they can also be weighted accordingly, e.g., using a suitable
diagonal matrix instead of I in (2.8g).

Open-source software toolboxes are available to efficiently and accurately operate on, e.g.,
ellipsoids [80], polytopes [77], and zonotopes [81]. Subsequently, we present the computations
of some set operations introduced in (2.8) on different convex set representations and comment
on their corresponding computational complexity.

As we will see in Section 2.3, the two most critical set operations for our reachability analysis
are the matrix multiplication and the Minkowski addition. According to [80], the multiplication
of the ellipsoid ⟨c, S⟩E ⊂ Rn by a matrix M ∈ Rm×n is computed by

M ⟨c, S⟩E =
〈
Mc,MSMT

〉
E
,

i.e., ellipsoids are closed under linear transformations. However, ellipsoids are not closed
under Minkowski additions, which results in an over-approximation error when performing this
operation.

In contrast to ellipsoids, polytopes are closed under both set operations. According to [77], the
multiplication of the polytope ⟨H,h⟩P ⊂ Rn with n ∈ N>0 by an invertible matrix M ∈ Rn×n

is computed by
M ⟨H,h⟩P =

〈
HM−1, h

〉
P
,

i.e., this set operation has a polynomial computational complexity with respect to n [82].
However, performing the Minkowski sum of two general polytopes suffers from an exponential
computational complexity [25, 83], which makes polytopes an unsuitable set representation for
performing reachability analysis of large-scale systems. Nevertheless, polytopes are typically
used for representing state and input constraint sets. Thus, we additionally introduce some other
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important set operations on polytopes subsequently. The Chebyshev center center (P) ∈ Rn

of the polytope P ⊂ Rn is the center of the largest Euclidean ball that lies in P [55, Sec. 8.5.1],
which can be efficiently determined by solving the COP

maximize
c,r

r (2.9a)

subject to ⟨c, rI⟩E ⊆ P. (2.9b)

Thus, P is a lower-dimensional polytope if the radius of the Euclidean ball obtained by solving
(2.9) is zero. Moreover, the Minkowski addition of ⟨H,h⟩P and a vector s ∈ Rn, and the
multiplication of ⟨H,h⟩P by a scalar α ∈ R>0 are computed by

{s} ⊕ ⟨H,h⟩P = ⟨H,h+Hs⟩P
α ⟨H,h⟩P = ⟨H,αh⟩P ,

which follows directly from Definition 2.5. Thus, scaling P = ⟨H,h⟩P by α with respect to any
s ∈ P is achieved by the function

scalePolytope(P, α, s) = α
(
P ⊕ {−s}

)
⊕ {s}

= ⟨H,α(h−Hs) +Hs⟩P .

In addition to polytopes, zonotopes are closed under matrix multiplications and Minkowski
additions. According to [72], the Minkowski addition of two zonotopes ⟨c1, G1⟩Z ⊂ Rn and
⟨c2, G2⟩Z ⊂ Rn, and the multiplication by a matrix M ∈ Rm×n with m,n ∈ N>0 are computed
by

⟨c1, G1⟩Z ⊕ ⟨c2, G2⟩Z =
〈
c1 + c2,

[
G1 G2

]〉
Z

(2.10a)

M ⟨c1, G1⟩Z = ⟨Mc1,MG1⟩Z . (2.10b)

Because the computational complexity of these two crucial set operations is polynomial with
respect to m and n [16], zonotopes are well suited as set representations for our efficient
reachability analysis. Based on (2.10a), performing Minkowski additions increases the order
of the resulting zonotope. To limit the storage space requirements, tight over-approximative
zonotope order reduction techniques exist [84,85]. For a given zonotope Z ⊂ Rn and a scalar α ∈
N[1,⌈order(Z)⌉−1], these methods compute a reduced order zonotope Zred = reduce (Z, α) such
that Z ⊆ Zred and order (Zred) = α. Subsequently, we introduce more set operations on
zonotopes used throughout this thesis.

Based on Definition 2.6, the Cartesian product of ⟨c1, G1⟩Z ⊂ Rn and ⟨c2, G2⟩Z ⊂ Rm is
computed by

⟨c1, G1⟩Z × ⟨c2, G2⟩Z =
〈[

c1

c2

]
,

[
G1 0
0 G2

]〉

Z

,

i.e., zonotopes are also closed under Cartesian products. In addition, we define the stacking of
⟨c1, G1⟩Z and ⟨c2, G2⟩Z by

〈
⟨c1, G1⟩Z
⟨c2, G2⟩Z

〉

Z

=
〈[

c1

c2

]
,

[
G1

G2

]〉

Z

, (2.11)
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where the number of generators of both zonotopes must be equal. Generally, the convex hull of
two zonotopes is not a zonotope, and finding a tight enclosing zonotope is a complex task [86].
According to [87], an over-approximation of the convex hull conv (Z1,Z2) of Z1 = ⟨c1, G1⟩Z ⊂
Rn and Z2 = ⟨c2, G2⟩Z ⊂ Rn with gen (Z1) = gen (Z2) is

convover (⟨c1, G1⟩Z , ⟨c2, G2⟩Z) = 0.5
〈
c1 + c2,

[
G1 +G2 c1 − c2 G1 −G2

]〉
Z
. (2.12)

Typically, the over-approximation in (2.12) is reasonably tight if Z2 is obtained by multiplying
Z1 with a matrix whose eigenvalues are close to 1. According to [76, Thm. 3.3], the set-
based multiplication MZ of an interval matrix M =

[M,M]
⊂ Rn×n and a zonotope Z =

⟨c,G⟩Z ⊂ Rn can be tightly over-approximated by

M⊗over ⟨c,G⟩Z =
〈
Cc,

[
CG diag

(
R
∣∣∣
[
c G

]∣∣∣1
)]〉

Z
, (2.13)

where C = center (M) ∈ Rn×n is the center of M and R = radius (M) ∈ Rn×n
≥0 is the radius

of M. To visualize some of the presented set operations on two zonotopes in R2, we present
Example 2.9.

Example 2.9 (Set Operations on Zonotopes): In Fig. 2.5, we illustrate some set operations
performed on the two zonotopes

Z1 =
〈[

3
0

]
,

[
0 3 1
3 0 1

]〉

Z

Z2 =
〈[

20
6

]
,

[
3 3 1
0 −3 1

]〉

Z

using the matrices

M =
[

0.8 0
0 0.4

]

M =
[

[0.8, 1.2] [−1.2,−0.8]
[−1.2,−0.8] [−0.2, 0.2]

]
.

To compute the parallelotope reduce (Z1, 1), we use the principle component analysis zonotope
order reduction method [84]. ■

2.2.4 Zonotope Containment
After introducing all set operations that are needed for later computations, we present two
approaches for determining if a zonotope Z1 ⊂ Rn is contained or included within another
zonotope Z2 ⊂ Rn, which is co-NP-complete [75]. The first zonotope containment approach
transforms Z2 from generator to half-space representation [74], which is usually a computation-
ally complex task for high-order zonotopes [75]. According to [88], Z1 = ⟨c1, G1⟩Z is contained
in Z2 = ⟨H2, h2⟩P if and only if

H2c1 + |H2G1|1 ≤ h2. (2.14)
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Figure 2.5: Set operations performed on the two zonotopes Z1,Z2 ⊂ R2 that are defined in Example 2.9.

In the special case of Z2 being expressed in interval representation Z2 =
[
Z2,Z2

]
, the condition

in (2.14) simplifies to

Z2 ≤ c1 − |G1|1
Z2 ≥ c1 + |G1|1.

The second zonotope containment approach directly solves a linear feasibility problem,
allowing us to efficiently incorporate such constraints into COPs. According to [52, 79, 89],
Z1 = ⟨c1, G1⟩Z is contained in Z2 = ⟨c2, G2diag(s)⟩Z with arbitrary scaling factor s ∈ Rgen(Z2)

>0
if a matrix Γ ∈ Rgen(Z2)×gen(Z1) and a vector γ ∈ Rgen(Z2) exist such that

G1 = G2Γ (2.15a)
c2 − c1 = G2γ (2.15b)∣∣∣

[
Γ γ

]∣∣∣1 ≤ s. (2.15c)

In contrast to (2.15), (2.14) is a necessary and sufficient condition for zonotope containment.
Nevertheless, (2.15) can be solved for comparably higher-order zonotopes by using efficient
convex optimization algorithms without involving the computationally demanding half-space
conversion.

2.3 Reachability Analysis
Because zonotopes are concise set representations and essential operations are performed
efficiently and accurately, they are becoming increasingly popular in various applications.
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For instance, zonotopes are used in, e.g., state estimation [90–93], hybrid systems verifica-
tion [74,94], robust control [50, 95, 96], and collision detection [86]. Similar to ellipsoids [97, 98]
and polytopes [99, 100], zonotopes are also widely used as set representation in reachability
analysis [27,72,87], as presented subsequently.

In this thesis, we consider continuous-time (CT), time-invariant systems that evolve according
to

ẋ(t) = f (x(t), u(t), w(t)) , (2.16)
where x(t) ∈ Rnx is the system state, u(t) ∈ Rnu is the control input, and w(t) ∈ Rnw is
the unknown disturbance at time t ∈ R≥0. The disturbance trajectory w(·) is unknown but
bounded by the disturbance set W ⊂ Rnw , i.e., w(t) ∈ W at all times t. To obtain a more
concise notation for representing such constraints, we use w(·) ∈ W, i.e., we refer by w(·) to
the whole disturbance trajectory and by w(t) to the value of this trajectory at time t. We also
use this concise notation for other trajectories and their values at specific points in time. In
addition, we define the model M = (f (x, u, w) ,W,CT) for compactly representing the CT
dynamics in (2.16) with corresponding disturbance set W.

In contrast to the CT dynamics, the digital controller of our cyber-physical system provides
a piecewise constant control input only at periodic sampling times tk = k∆t with k ∈ N and
fixed sampling period ∆t ∈ R>0 [101], i.e.,

u(t) = u(tk) for t ∈ [tk, tk+1). (2.17)

Such systems, composed of a physical plant evolving in continuous time and a digital controller
being implemented in discrete time, are also known as sampled-data systems [102]. To account
for (2.17) in the reachability analysis, we augment the state space according to

[
ẋ(t)
u̇(t)

]
=
[
f (x(t), u(t), w(t))

0

]
(2.18)

and update the piecewise constant control input at sampling times. Conversely, to project a set
of augmented states onto the lower-dimensional original state and input space [103], we define
the two matrices

Πx =
[
I 0

]
∈ Rnx×(nx+nu) (2.19a)

Πu =
[
0 I

]
∈ Rnu×(nx+nu). (2.19b)

For instance, the center and generator matrix of the zonotope Πu ⟨c,G⟩Z ⊂ Rnu is obtained by
erasing the first nx rows of c and G, respectively.

We denote the solution of (2.18) at time t ∈ [0,∆t) by χ̃
(
t, x̃(0), w(·)

)
, where x̃(0) =[

xT (0) uT (0)
]T

is the augmented initial state. Based on this solution, the set of augmented
states that the system in (2.18) can reach is called the exact reachable set and is introduced in
the following definition [76, Defs. 3.1 and 3.2].

Definition 2.10 (Exact Reachable Set): For the model M = (f (x, u, w) ,W,CT) and the
augmented initial state set Z̃0 ⊂ Rnx+nu , the exact reachable set at time t ∈ [0,∆t) is

R̃M
exact

(
t, Z̃0

)
=
{
x̃(t) ∈ Rnx+nu

∣∣∣ x̃(t) = χ̃
(
t, x̃(0), w(·)

)
, x̃(0) ∈ Z̃0, w(·) ∈ W

}
,
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which is also known as the robust forward-reachable set. Similarly, the exact reachable set over
the time interval [0,∆t) is defined by

R̃M
exact

(
[0,∆t), Z̃0

)
=

⋃

t∈[0,∆t)
R̃M

exact

(
t, Z̃0

)
,

i.e., it is the union of exact reachable sets at all times within [0,∆t). ■

Because exact reachable sets cannot be obtained for general systems [104, 105], we settle
for tight over-approximations R̃M

over

(
·, Z̃0

)
⊇ R̃M

exact

(
·, Z̃0

)
to enclose all possible system

trajectories. These over-approximations can be computed efficiently and accurately when
restricting the CT system in (2.16) to be linear time-invariant (LTI) and using zonotopes as set
representation, as presented subsequently.

In the LTI case, the CT, time-invariant system evolves according to

ẋ(t) = Ax(t) +Bu(t) + w(t), (2.20)

where A ∈ Rnx×nx is the system matrix and B ∈ Rnx×nu is the input matrix. To compactly
represent the CT dynamics in (2.20) with corresponding disturbance set W ⊂ Rnx , we use
the model M = (A,B,W,CT) as a shorthand for M = (Ax+Bu+ w,W,CT) for concisely
specifying LTI systems. When considering this important class of dynamical systems, the
augmented system in (2.18) simplifies to

[
ẋ(t)
u̇(t)

]
=
[
A B

0 0

]

︸ ︷︷ ︸
Ã

[
x(t)
u(t)

]
+
[
w(t)

0

]
, (2.21)

where Ã ∈ R(nx+nu)×(nx+nu) is the augmented system matrix. The well-known solution of (2.21)
at time t ∈ [0,∆t) is

χ̃
(
t, x̃(0), w(·)

)
= eÃtx̃(0) + eÃt

∫ t

0
e−Ãτ

[
w(τ)

0

]
dτ,

where the superposition principle is exploited. Although exact reachable sets cannot be
computed for general LTI systems [104, 105], tight zonotopic over-approximations can be
efficiently obtained for this important class. According to [76, Sec. 3.2], the over-approximative
reachable sets of (2.21) for the point in time ∆t and the time interval [0,∆t) are

R̃M
over

(
∆t, Z̃0

)
= eÃ∆tZ̃0 ⊕ W̃ (2.22a)

R̃M
over

(
[0,∆t), Z̃0

)
= convover

(
Z̃0, e

Ã∆tZ̃0
)
⊕FZ̃0 ⊕ W̃, (2.22b)

where W̃ =
〈
cW̃ , GW̃

〉
Z
⊂ Rnx+nu is the augmented reachable disturbance set [76, Thm. 3.1]

and F ⊂ R(nx+nu)×(nx+nu) is the correction interval matrix that accounts for the curvature of
trajectories during [0,∆t) [76, Prop. 3.1]. The computations in (2.22) are valid if 0 ∈ W , which
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can typically be satisfied by performing a suitable coordinate transformation. Nevertheless, an
extension for incorporating 0 ̸∈ W also exists [76, Sec. 3.2]. Because zonotopes are not closed
under the convex hull operator, the over-approximation in (2.12) is used in (2.22b). As all
operations in (2.22) have a polynomial computational complexity with respect to the augmented
state space dimension nx + nu [106], the presented reachability analysis of sampled-data LTI
systems is well suited to be integrated into scalable robust control algorithms.

Subsequently, we construct the equivalent discrete-time (DT) system of the CT system in (2.20)
at sampling times. Based on (2.22a), there exists an augmented disturbance sequence w̃(·) ∈ W̃
with not necessarily unique parameter vector sequence λw̃,(·) ∈ Rgen(W̃) such that

[
x(tk+1)
u(tk)

]
= eÃ∆t

[
x(tk)
u(tk)

]
+ w̃(tk) (2.23a)

w̃(tk) = cW̃ +GW̃λw̃,k (2.23b)

with
∣∣λw̃,k

∣∣ ≤ 1 and k ∈ N. Obtaining λw̃,k in (2.23b) can be achieved by solving (2.1) for w̃(tk)
and W̃, i.e., by solving the COP

minimize
λw̃,k

Jλw̃,k
(λw̃,k) (2.24a)

subject to
[
x(tk+1)
u(tk)

]
− eÃ∆t

[
x(tk)
u(tk)

]
(2.23)= cW̃ +GW̃λw̃,k (2.24b)

∣∣λw̃,k

∣∣ ≤ 1, (2.24c)

where Jλw̃,k
is a convex cost function. Based on λw̃,(·), we define the concatenated disturbance

parameter vector

λW̃,k
=
[
λT

w̃,0 λT
w̃,1 . . . λT

w̃,k

]T
∈ R(k+1)gen(W̃) (2.25a)

λW̃,−1 ∈ R0 (2.25b)

with
∣∣∣λW̃,k

∣∣∣ ≤ 1. Moreover, the matrix exponential eÃ∆t ∈ R(nx+nu)×(nx+nu) can be expressed
by

eÃ∆t =
[
AD BD

0 I

]
, (2.26)

where

AD = eA∆t (2.27a)

BD =
(∫ ∆t

0
eAτ dτ

)
B (2.27b)

are the DT system and input matrices, respectively. Then, the equivalent DT system of the
CT system in (2.20) at sampling times is

x(tk+1) = ADx(tk) +BDu(tk) + Πxw̃(tk)
= ADx(tk) +BDu(tk) + wD(tk), (2.28)
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where wD(tk) lies within the DT disturbance set WD = ΠxW̃ ⊂ Rnx for all k ∈ N, i.e.,
wD(·) ∈ WD. To compactly represent these DT dynamics with corresponding DT disturbance
set WD, we use the model M = (AD, BD,WD,DT).

Instead of implementing the presented reachability analysis by hand, many freely available
software toolboxes can be used. For instance, reachable sets of LTI systems can be computed
using, e.g., C2E2 [107], CORA [81], HyDRA [108], HyLAA [109], JuliaReach [110], SpaceEx [111],
and XSpeed [112]. To compare the performance of these tools, they regularly participate in the
friendly competition of the ARCH workshop [113]. In addition, there exist approaches that
perform reachability analysis not only for LTI systems but also for, e.g., linear time-varying
systems [114], nonlinear systems [115], and hybrid systems [94].

2.4 Invariant Sets
If the initial state x(t0) ∈ Rnx lies within an invariant set, future states are guaranteed to stay
within this set indefinitely. Because invariant sets are fundamental for many control approaches,
there exists a vast body of literature that focuses on the characterization and computation
of such sets [39, 42, 116–119]. Subsequently, we define important invariant sets and present
standard algorithms for computing such sets [38,40].

First, we consider autonomous, DT, LTI systems. They can be obtained from DT, LTI
systems with controllable inputs, e.g., by choosing the simple control law u(tk) = Kx(tk) with
state feedback matrix K ∈ Rnu×nx . By closing the control loop with such a state feedback
controller, the system in (2.28) evolves according to

x(tk+1) = (AD +BDK)x(tk) + wD(tk)

with AD +BDK being the overall system matrix. For a general model M = (AD,0,WD,DT),
a set of states whose sequences stay within this set indefinitely despite all possible disturbances
contained in WD is a robust positively invariant (RPI) set, also known as disturbance invariant
set, and introduced in the following definition [38, Def. 1].

Definition 2.11 (Robust Positively Invariant Set): The set S ⊂ Rnx is an RPI set for
M = (AD,0,WD,DT), if ADS ⊕WD ⊆ S, i.e., if the reachable set of S is contained in S. ■

Thus, if the initial state x(t0) lies within an RPI set, the DT state sequence will never leave
this set. An important RPI set is the one that cannot be under-approximated by another
RPI set, which is introduced in the following definition [38, Def. 2].

Definition 2.12 (Minimal Robust Positively Invariant Set): The set S ⊂ Rnx is the
minimal robust positively invariant (mRPI) set for M = (AD,0,WD,DT), if S is the RPI set
in Rnx that is contained in every closed RPI set for M. ■

An illustration of the mRPI set along with another RPI set is shown in Fig. 2.6. In the
following lemma, which is taken from [37, Sec. IV], we show that the mRPI set can be expressed
as a series.
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RPI set

mRPI set

Figure 2.6: RPI set and two random state sequences, which never leave this set and converge to the
mRPI set.

Lemma 2.13 (Minimal Robust Positively Invariant Set): Let AD ∈ Rnx×nx be asymp-
totically stable and WD ⊂ Rnx be closed, bounded, and contain the origin. Then, the
set
⊕∞

i=k A
k
DWD is the mRPI set for M = (AD,0,WD,DT) [37, Sec. IV]. ■

Proof. Because 0 ∈ WD, we choose x(t0) = 0 and perform reachability analysis for the DT
system:

x(t1) ∈ AD{0} ⊕WD =WD

x(t2) ∈ ADWD ⊕WD

x(t3) ∈ AD(ADWD ⊕WD)⊕WD = A2
DWD ⊕ADWD ⊕WD

...
x(tk) ∈ Ak−1

D WD ⊕Ak−2
D WD ⊕ . . .⊕ADWD ⊕WD︸ ︷︷ ︸⊕k−1

i=0 Ai
DWD

.

As k goes to infinity, we obtain the set
⊕∞

i=0A
i
DWD.

It can be shown that
⊕∞

i=0A
i
DWD exists, contains the origin, and is unique, closed, and

bounded [37,38]. In addition, for any closed, bounded initial state set, the sequence of reachable
sets converges to the mRPI set exponentially fast with respect to the Hausdorff distance [102].
Thus, the mRPI set is the limit set for all state sequences [37, Rmk. 4.1]. Due to the Minkowski
sum of infinitely many terms,

⊕∞
i=0A

i
DWD is not finitely determined unless AD is a nilpotent

matrix, i.e., unless Ai
D = 0 for some i ∈ N [103]. Nevertheless, there exist approaches to

compute tight RPI over-approximations of the mRPI set [38,120–122]. For instance, Alg. 2.1
computes the RPI set 1

1−α

⊕k
i=0A

i
DWD with k <∞ and suitable α ∈ [0, 1) to over-approximate

the mRPI set.
Before extending the notion of invariant sets to systems with controllable inputs, we define

the DT state and input constraints

x(·) ∈ X (2.29a)
u(·) ∈ U , (2.29b)

where X ⊂ Rnx and U ⊂ Rnu are the state and input constraint sets, respectively. Thus, the
state and input sequences must always stay within the constraint sets X and U , respectively.

22
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Algorithm 2.1 RPI over-approximation of the mRPI set [38]
Input: AD,WD, ϵ ∈ R>0 ▷ ϵ is the convergence tolerance
Output: SRPI

1: i← 0
2: α←∞
3: β ← 0
4: S(1) ← {0}
5: while ϵ

ϵ+β < α do
6: i← i+ 1
7: α← min

{
δ ∈ R≥0

∣∣ Ai
DWD ⊆ δWD

}

8: S(i+1) ← S(i) ⊕Ai−1
D WD

9: β ← min
{
δ ∈ R≥0

∣∣ S(i+1) ⊆ δ [−1,1]
}

10: end while
11: SRPI ← 1

1−αS(i+1)

Based on (2.29), we introduce robust backward-reachable sets for a given terminal set, which
are closely related to the robust forward-reachable sets for a given initial set in Definition 2.10.
For M = (AD, BD,WD,DT), the set of states that can be robustly steered into a given terminal
set in a single time step despite all possible disturbances contained inWD is the one-step robust
backward-reachable set and introduced in the following definition [42, Def. 10.15].

Definition 2.14 (One-Step Robust Backward-Reachable Set): The one-step robust
backward-reachable set for the terminal set Ω ⊂ Rnx and the model M = (AD, BD,WD,DT) is

RM
back (Ω) = {x ∈ Rnx | ∃u ∈ U such that {ADx+BDu} ⊕WD ⊆ Ω} ,

which is also known as the robust precursor set to Ω. ■

By iterating the one-step robust backward-reachable set computations k times with k ∈ N>0,
the k-step robust backward-reachable set is obtained. This set is introduced in the following
definition [42, Def. 10.18].

Definition 2.15 (k-Step Robust Backward-Reachable Set): The k-step robust backward-
reachable set for k ∈ N>0, the terminal set Ω ⊆ X , and the model M = (AD, BD,WD,DT), is
recursively defined by the set sequence

S(1) = Ω (2.30a)

S(i+1) = X ∩RM
back

(
S(i)

)
, (2.30b)

where i ∈ N[1,k]. The k-step robust backward-reachable set is also known as the k-step robust
controllable set. ■

Thus, all states in the k-step robust controllable set can be robustly steered into a given
terminal set in k steps despite the presence of disturbances while satisfying the constraints in
(2.29). Subsequently, we introduce invariant sets for systems with controllable inputs.

23



2 Preliminaries

For M = (AD, BD,WD,DT), a set of states for which there exists a controller such that its
state and input sequences never violate the constraints in (2.29) despite all possible disturbances
contained in WD is a robust control invariant (RCI) set and introduced in the following
definition [42, Def. 10.22].

Definition 2.16 (Robust Control Invariant Set): The set S ⊆ X is an RCI set for M =
(AD, BD,WD,DT), if for any x ∈ S there exists a u ∈ U such that {ADx+BDu}⊕WD ⊆ S. ■

Thus, if the initial state x(t0) lies within an RCI set, there always exists at least one
control input in U such that the DT state sequence will never leave this set. An important
RCI set is the one that contains all other RCI sets, which is introduced in the following
definition [42, Def. 10.23].

Definition 2.17 (Maximal Robust Control Invariant Set): The set S ⊆ X is the maximal
robust control invariant (MRCI) set for M = (AD, BD,WD,DT), if S is an RCI set and contains
all RCI sets contained in X . ■

To compute the MRCI set, the recursively defined set sequence in (2.30) with terminal set X
was proposed over 50 years ago [36], i.e.,

S(1) = X (2.31a)

S(i+1) = X ∩RM
back

(
S(i)

)
, (2.31b)

where i ∈ N>0. It can be shown that the set sequence in (2.31) converges to the MRCI set with
respect to the Hausdorff distance as i goes to infinity [36]. However, the sets of the sequence
in (2.31) are usually not RCI sets, and the MRCI set is typically not finitely determined [39].
Nevertheless, there exist approaches for computing tight RCI under-approximations of the
MRCI set, such as Alg. 2.2 [40].

Algorithm 2.2 RCI under-approximation of the MRCI set [40]
Input: AD, BD,X ,U ,WD, ϵ ∈ R>0 ▷ ϵ is the convergence tolerance
Output: SRCI

1: i← 1
2: S(1) ← X
3: while “true” do
4: S(i+1) ← X ∩

{
x ∈ Rnx

∣∣ ∃u ∈ U such that {ADx+BDu} ⊕WD ⊕ ϵ [−1,1] ⊆ S(i)}

5: if S(i) ⊆ S(i+1) ⊕ ϵ [−1,1] then
6: break
7: end if
8: i← i+ 1
9: end while

10: SRCI ← S(i+1)

So far, we have mainly focused on important invariant sets for DT systems. Nevertheless, the
notion of invariant sets can be easily extended to deal with CT and sampled-data systems [39,
102,123,124]. For instance, a standard procedure to compute polytopic invariant sets for a CT
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system is based on constructing its corresponding DT Euler auxiliary system [39, Def. 4.25]. As
a result, the presented approaches for DT systems can be exploited to compute invariant sets
for the original CT systems [39, Lemma 4.26]. However, these standard approaches typically
suffer from the curse of dimensionality due to using polytopes as underlying set representations.
Thus, there is a lack of scalable algorithms for computing nonconservative sets that guarantee
robust constraint satisfaction.

2.5 Software Setup
As reproducibility is crucially vital for advancing scientific research [125], we subsequently
give an overview of the software toolboxes used throughout this thesis. All simulations are
conducted on a Lenovo ThinkPad X1 Carbon Gen 9 laptop equipped with an Intel Core
i7-1185G7 and 32 GB memory running Microsoft Windows 10 Home (version 21H2) and
MATLAB (version R2021a Update 5). For performing reachability analysis using zonotopes as
set representation and for visualizing convex sets, we use the open-source continuous reachability
analysis toolbox CORA1 [81]. In addition, for performing reachability analysis using polytopes
as set representation, we use the open-source multi-parametric toolbox MPT32 [77].

To give an idea of the computational complexity when operating on polytopes [83], we report
the computation times for adding two unit balls corresponding to the infinity norm represented in
half-space representation

〈[
I −I

]T
,1
〉

P

in Table 2.1. Because this computation corresponds

to the most straightforward nontrivial Minkowski addition, it is evident that polytopic methods
are unsuitable for handling large-scale systems.

All COPs in this thesis are modeled using the open-source toolbox YALMIP3 [66] with the
parameter “allownonconvex” set to Boolean “false” and solved using the commercial mixed-
integer conic programming solver MOSEK [64] with default parameters. When reporting the
computation times for solving an optimization problem, we always exclude the time for modeling
the optimization problem, i.e., for transforming the original problem into an equivalent one
in standard form [55, Ch. 4]. To ensure that our simulations can be reproduced easily, most
robust control algorithms proposed in this thesis are integrated into our seminal automated
controller synthesis toolbox AROC4 [48].

1tumcps.github.io/CORA
2mpt3.org
3yalmip.github.io
4tumcps.github.io/AROC
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Table 2.1: Minkowski addition of two unit balls represented in half-space representation in Rn.

n computation time [s]

1 0.068
2 0.031
3 0.015
4 1.066
5 2.107
6 4.826
7 14.273
8 37.497
9 107.178

10 323.856
11 974.611
12 3464.203
13 20 208.689
14 118 398.148
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In this chapter, which is based on [47, 49–51], we synthesize zonotopic safe sets along with
corresponding safety-preserving controllers, which ensure the safety of the sampled-data system
for an infinite time horizon. After reviewing the relevant literature in Section 3.1, we formulate
the control goal of this chapter in Section 3.2. In Section 3.3, we perform reachability analysis
using a state and a disturbance feedback controller. These reachable set computations are
the core of our robust control approaches for computing safe sets with minimum or maximum
volume, as presented in Sections 3.4 and 3.5. To demonstrate the effectiveness of our safe set
approaches, we consider four numerical examples in Section 3.6. Finally, we summarize this
chapter in Section 3.7.

3.1 Introduction and State of the Art
Guaranteeing safety for an infinite time horizon is challenging to formally verify and yet
crucially important for leveraging autonomous systems or learning-based control in safety-
critical applications, such as autonomous driving or robot-assisted surgery [126, 127]. Thus,
the sets of safe states along with corresponding safety-preserving controllers, which guarantee
robust state and input constraint satisfaction at all times despite disturbances, are widely used
in the robust controller synthesis.

For instance, a large safe robust positively invariant (RPI) terminal set with a corresponding
terminal penalty is typically used for ensuring recursive feasibility in robust model predictive
control (MPC) [41–43,128], which is presented in more detail in Chapter 4. As soon as the
system state enters this safe set, the safety-preserving terminal controller guarantees the robust
satisfaction of the state and input constraints at all future times. Safe sets are also used in
learning-based control as part of a supervisory safety filter [129, 130], which is presented in
more detail in Chapter 5. This filter accepts only inputs that satisfy the input constraint and
cause the state of the system to stay within the safe set. If the desired control input is rejected,
the safety-preserving backup control is applied instead. To maximize the region of operation for
the robust MPC approach and the safety filter, it is desirable to use safe sets with maximum
volume, i.e., safe sets that are as large as possible.

The largest safe set is known as the discriminating kernel [119,131], infinite-time reachable
set [36], or maximal robust control invariant (MRCI) set [39, 40], which was introduced in
Definition 2.17. Because of its high relevance in robust controller synthesis, computing the
exact discriminating kernel and approximations thereof has a long history. The exact set
for discrete-time (DT) systems can be obtained by the standard set recursion in (2.31) [36].
However, this procedure fails to terminate in finite time in most cases [39]. Thus, various
approaches for computing approximations exist in the literature.

Polytopic robust control invariant (RCI) under-approximations and over-approximations of
the MRCI set are presented in [40], where arbitrarily small violations of the state and input
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constraints are tolerated in the case of an over-approximation. The corresponding algorithm
for computing an RCI under-approximation is presented in Alg. 2.2. To prevent the polytopic
representation of an RCI set from becoming too complex, its desired number of representing
half-spaces can be fixed or be chosen freely [132–135]. To obtain such RCI sets of desired
complexity, a sequence of semidefinite programming (SDP) problems is solved that enforces the
iterates to be RCI. In addition to explicit set representations, RCI sets are also represented
implicitly [136,137], e.g., by the Minkowski sum of a finite number of polytopes [138]. Then,
the corresponding safety-preserving control input is usually obtained by solving a convex
optimization problem (COP). However, recovering an explicit representation of such an RCI
polytope is typically intractable due to the exponential computational complexity of the required
set operations [25,83].

To decrease the computational complexity when constructing invariant sets, ellipsoids instead
of polytopes are widely used as set representation [39,139–141]. For instance, a scalable approach
for computing an under-approximation of the finite-horizon discriminating kernel is presented
in [142]. However, safety is ensured only for a finite time horizon. Nevertheless, compared to
the exponential computational complexity of the standard polytopic approach with respect
to the state space dimension, representing reachable sets by ellipsoids results in increased
scalability. As a scalable alternative, zonotopes and bundles of multidimensional interval over-
approximations of zonotopes are also used as set representation [143,144]. Because zonotopes
can exactly represent typical multidimensional interval constraints, zonotopic approximations
often produce significantly less conservative results compared to ellipsoidal ones [143]. In
summary, most existing approaches are unsuitable to ensure the safety of large-scale systems
due to their conservativeness, exponential computational complexity, or limitation to finite time
horizons.

In addition to safe sets that are as large as possible, it is also important to compute safe
sets that are as small as possible [37–39, 102, 120–122, 145]. For instance, these small safe
sets are widely used in compositional controller synthesis when treating the coupling between
subsystems as disturbances [146,147]. We also want to mention that a minimal RCI set that
is contained in all other RCI sets does not exist in general [148]. This nonexistence contrasts
the MRCI set, which contains all other RCI sets. To emphasize the importance of safe sets in
general, we also want to mention that even the computation of (nonrobust) control invariant
sets is an active area of research [149–151]. Similarly, the scalable computation of RCI sets of
nonlinear systems is a challenging task [52,152–154].

When considering stabilizable linear time-invariant (LTI) systems with full knowledge of
the state, a simple linear state feedback controller can be computed, e.g., by linear-quadratic
regulator (LQR)-based controller synthesis [155]. However, optimization problems that perform
set-based reachability analysis while treating such state feedback matrices as optimization
variables are nonconvex due to the multiplication of these matrices. Thus, the problem of
determining suitable state feedback matrices by optimizing over reachable sets is typically
intractable. Nevertheless, parameterizing the controller as an affine map of the past distur-
bances instead of the current state enables an equivalent convex optimization over disturbance
feedback matrices [156, 157]. Closely related control parameterizations include, e.g., system
level synthesis [158] and Youla parameterization [159].

It is clear from the presented literature review that guaranteeing safety for an infinite time
horizon is typically achieved by computing RCI sets. Nevertheless, providing formal safety
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guarantees does not require a safe set to be RCI. In this chapter, we use this simple idea to
compute not necessarily RCI safe sets, which allows us to reduce the computational complexity
and use a simple set representation. In particular, we synthesize explicit, zonotopic safe sets
along with corresponding safety-preserving controllers, which ensure the safety of the sampled-
data system for an infinite time horizon. Thus, we guarantee robust constraint satisfaction not
only at but also between sampling times. This guarantee also contrasts most existing approaches,
which usually consider DT systems. Moreover, we use set-based state feedback controllers and
set-based disturbance feedback controllers to obtain a simple controller structure. Incorporating
these two controllers into our reachability analysis and using efficiently solvable COPs allows us
to compute safe sets of large-scale systems because the corresponding computational complexity
of our algorithms is polynomial with respect to the problem dimension. Because safe sets are
usually desired to have minimum or maximum volume, we propose several scalable approaches
for computing such sets in the following sections.

3.2 Problem Formulation
In this chapter, we consider a continuous-time (CT), LTI system that evolves according to
(2.20), i.e., it is compactly represented by the model M = (A,B,W,CT). Similar to the DT
constraints in (2.29), this system is constrained by

x(·) ∈ X (3.1a)
u(·) ∈ U , (3.1b)

where X = ⟨HX , hX ⟩P ⊂ Rnx and U = ⟨HU , hU ⟩P ⊂ Rnu are the given state and input
constraint sets, respectively. Without loss of generality, we assume that the disturbance
set W = ⟨cW , GW⟩Z contains the origin {0}, which can typically be satisfied by performing
a suitable coordinate transformation. Because X , U , and W are usually represented by
multidimensional intervals, they can be easily expressed in both half-space and generator
representations using (2.5) and (2.6). If other set representations are chosen, tight polytopic
under-approximations of X and U and a zonotopic over-approximation of W must be computed
to maintain the formal safety guarantees.

The initial state of the system x(t0) ∈ Rnx lies within the initial state set Zx(t0) =
⟨cx(t0), Gx(t0)⟩Z ⊆ X , i.e., it can be expressed by

x(t0) = cx(t0) +Gx(t0)λx,0, (3.2)

where a not necessarily unique initial parameter vector λx,0 ∈ Rgen(Zx(t0)) with |λx,0| ≤ 1 is
guaranteed to exist. Obtaining λx,0 can be achieved by solving (2.1) for x(t0) and Zx(t0), i.e.,
by solving the COP

minimize
λx,0

Jλx,0(λx,0) (3.3a)

subject to x(t0) = cx(t0) +Gx(t0)λx,0 (3.3b)
|λx,0| ≤ 1, (3.3c)

where Jλx,0 is a convex cost function.
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Before formulating the control problem we want to solve in this chapter, we define safe sets
associated with the safety constraints in (3.1). These sets are not necessarily RCI sets and are
crucial for guaranteeing robust constraint satisfaction for an infinite time horizon, as mentioned
in Section 3.1 and illustrated in Fig. 1.3.

Definition 3.1 (Safe Set): The set S ⊆ X is a safe set for the model M = (A,B,W,CT), if
a safety-preserving controller exists such that the safety constraints in (3.1) are satisfied for all
x(t0) ∈ S. ■

To formulate a meaningful sampled-data control problem, we assume that (AD, BD) is
stabilizable, where AD ∈ Rnx×nx and BD ∈ Rnx×nu are the DT system and input matrices
defined in (2.27). Then, the control goal of this chapter is to determine an initial state set Zx(t0)
along with a corresponding safety-preserving controller such that Zx(t0) is a safe set with
minimum or maximum volume.

3.3 Reachability Analysis
In this section, we perform reachability analysis for the augmented system in (2.21) when using
the following two piecewise constant controllers: a state feedback controller and a disturbance
feedback controller. These reachable set computations are the core of our scalable robust control
approaches for synthesizing safe sets, which we present in the subsequent sections.

3.3.1 State Feedback Control
To use a state feedback controller, we assume a stabilizing state feedback matrix K ∈ Rnu×nx

to be given. Because the tuple (AD, BD) defined in (2.27) is assumed to be stabilizable in
Section 3.2, a stabilizing K can be easily obtained, e.g., by LQR-based controller synthesis [155].
Based on this K and the not necessarily unique initial parameter vector λx,0 in (3.2), we use
the piecewise constant state feedback control law

u(t) = Kx(tk) + cu(tk) +Gu(tk)λx,0 for t ∈ [tk, tk+1), (3.4)

where Zu(tk) = ⟨cu(tk), Gu(tk)⟩Z ⊂ Rnu with generator matrix Gu(tk) ∈ Rnu×gen(Zx(t0)) is the
correction input zonotope at sampling time tk = k∆t. Thus, in addition to the zonotopic
parameterized interpolation-based control used in [143], our controller in (3.4) also consists of a
stabilizing state feedback component to enhance the control performance [156]. To explicitly
obtain the control law in (3.4) for any time t ∈ R≥0, the initial parameter vector λx,0 is
computed at the initial time t0 by solving the COP in (3.3).

Subsequently, we compute reachable sets when using the state feedback controller in (3.4)
for an arbitrary sampling time tk and time interval [tk, tk+1). To account for the piecewise
constant control law in (3.4), we first compute reachable sets for consecutive time steps of
size ∆t until the specified sampling time is reached. Based on Section 2.3, we introduce the
following recursively defined set sequence for the state feedback controller in (3.4) and the
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Zx(t0)

ΠxR̃M
Kx (t1, Zx(t0), Zu(·)) ΠxR̃M

Kx (t2, Zx(t0), Zu(·))

∆t ∆t

Figure 3.1: Reachable sets defined in (3.5) for the initial state set Zx(t0) ⊆ X and the specified time t2.

model M = (A,B,W,CT), which is illustrated in Fig. 3.1 for t2:

R̃M
Kx (tk,Zx(t0),Zu(·)) =

〈
cR̃M

Kx(tk,Zx(t0),Zu(·)), GR̃M
Kx(tk,Zx(t0),Zu(·))

〉
Z

=
〈[

cx(tk)
Kcx(tk) + cu(tk)

]
,

[
Gx(tk)

KGx(tk) +
[
Gu(tk) 0

]
]〉

Z

(3.5a)

⟨cx(tk+1), Gx(tk+1)⟩Z = ΠxR̃M
over

(
∆t, R̃M

Kx (tk,Zx(t0),Zu(·))
)

(2.22a)= Πx

(
eÃ∆tR̃M

Kx (tk,Zx(t0),Zu(·))⊕ W̃
)
, (3.5b)

where k ∈ N. In the following theorem, we prove that the sets in (3.5) are over-approximating
the augmented reachable sets of M when using the controller in (3.4).

Theorem 3.2 (Set Propagation using State Feedback Control): For all x(t0) ∈ Zx(t0),
applying the state feedback controller in (3.4) to M = (A,B,W,CT) results in

[
x(tk)
u(tk)

]
∈ R̃M

Kx (tk,Zx(t0),Zu(·)) ,

where k ∈ N. ■

Proof. First, we prove that applying the state feedback controller in (3.4) to M results in
[
x(tk)
u(tk)

]
= cR̃M

Kx(tk,Zx(t0),Zu(·)) +GR̃M
Kx(tk,Zx(t0),Zu(·))

[
λx,0

λW̃,k−1

]
, (3.6)

where λW̃,k−1 ∈ Rkgen(W̃) is defined in (2.25). We proceed by induction:
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Base case: For k = 0, we obtain
[
x(t0)
u(t0)

]
(3.2),(3.4)=

[
cx(t0)

Kcx(t0) + cu(t0)

]
+
[

Gx(t0)
KGx(t0) +Gu(t0)

]
λx,0

(3.5a)= cR̃M
Kx(t0,Zx(t0),Zu(·)) +GR̃M

Kx(t0,Zx(t0),Zu(·))λx,0

(2.25)= cR̃M
Kx(t0,Zx(t0),Zu(·)) +GR̃M

Kx(t0,Zx(t0),Zu(·))

[
λx,0

λW̃,−1

]
.

Induction hypothesis: (3.6) holds for some arbitrary k ∈ N.
Induction step: For k + 1, the state is

x(tk+1) (2.19),(2.23a)= Πx

(
eÃ∆t

[
x(tk)
u(tk)

]
+ w̃(tk)

)

(3.6)= Πx

(
eÃ∆t

(
cR̃M

Kx(tk,Zx(t0),Zu(·)) +GR̃M
Kx(tk,Zx(t0),Zu(·))

[
λx,0

λW̃,k−1

])
+ w̃(tk)

)

(2.23b)= Πx

(
eÃ∆tcR̃M

Kx(tk,Zx(t0),Zu(·)) + eÃ∆tGR̃M
Kx(tk,Zx(t0),Zu(·))

[
λx,0

λW̃,k−1

]

+ cW̃ +GW̃λw̃,k

)

(2.25)= Πx

(
eÃ∆tcR̃M

Kx(tk,Zx(t0),Zu(·)) + cW̃ +
[
eÃ∆tGR̃M

Kx(tk,Zx(t0),Zu(·)) GW̃

] [ λx,0

λW̃,k

])

(2.10a),(2.19),(3.5a),(3.5b)= Πx

(
cR̃M

Kx(tk+1,Zx(t0),Zu(·)) +GR̃M
Kx(tk+1,Zx(t0),Zu(·))

[
λx,0

λW̃,k

])
,

(3.7)
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where a not necessarily unique λw̃,k ∈ Rgen(W̃) with
∣∣λw̃,k

∣∣ ≤ 1 is guaranteed to exist because
w̃(tk) ∈ W̃. Similarly, the input at time step k + 1 is

u(tk+1) (3.4)= Kx(tk+1) + cu(tk+1) +Gu(tk+1)λx,0

(3.7)= KΠx

(
cR̃M

Kx(tk+1,Zx(t0),Zu(·)) +GR̃M
Kx(tk+1,Zx(t0),Zu(·))

[
λx,0

λW̃,k

])

+ cu(tk+1) +Gu(tk+1)λx,0
(2.19),(2.25)= KΠxcR̃M

Kx(tk+1,Zx(t0),Zu(·)) + cu(tk+1)

+KΠxGR̃M
Kx(tk+1,Zx(t0),Zu(·))

[
λx,0

λW̃,k

]
+
[
Gu(tk+1) 0

] [ λx,0

λW̃,k

]

(2.10a),(3.5a),(3.5b)= ΠucR̃M
Kx(tk+1,Zx(t0),Zu(·)) + ΠuGR̃M

Kx(tk+1,Zx(t0),Zu(·))

[
λx,0

λW̃,k

]

(2.19)= Πu

(
cR̃M

Kx(tk+1,Zx(t0),Zu(·)) +GR̃M
Kx(tk+1,Zx(t0),Zu(·))

[
λx,0

λW̃,k

])
,

which completes the proof of (3.6). It also becomes clear from this proof that we horizontally
concatenate Gu(tk) ∈ Rnu×gen(Zx(t0)) and a matrix of zeros in (3.5a) to account for the Minkowski
addition resulting from the augmented reachable disturbance set W̃ ⊂ Rnx+nu .

Based on (3.6), |λx,0| ≤ 1,
∣∣∣λW̃,k−1

∣∣∣ ≤ 1, and Definition 2.6, it follows that the sets in
(3.5) are over-approximating the augmented reachable sets of M when using the controller in
(3.4).

We have focused on performing reachability analysis for discrete sampling times when using
the state feedback controller in (3.4). Nevertheless, the state and input constraints in (3.1)
must be satisfied not only at but also between sampling times. Thus, based on Theorem 3.2
and (2.22b), we compute reachable sets for an arbitrary time interval [tk, tk+1) according to

R̃M
Kx ([tk, tk+1),Zx(t0),Zu(·)) = R̃M

over

(
[0,∆t), R̃M

Kx (tk,Zx(t0),Zu(·))
)
. (3.8)

Then, the projection of the over-approximative reachable set onto the original state and input
space is obtained by ΠxR̃M

Kx (·,Zx(t0),Zu(·)) and ΠuR̃M
Kx (·,Zx(t0),Zu(·)), respectively. In

summary, we can efficiently compute the set of states and inputs that are reachable for all
x(t0) ∈ Zx(t0) when applying the state feedback controller in (3.4) to M = (A,B,W,CT).

Because the model M = (A,B,W,CT) is time-invariant, we can also separate the reachable
sets in (3.5) and (3.8) into controllable and uncontrollable parts based on the superposition
principle. To enable formal safety guarantees, we separate all involved set operations in an
over-approximative way, as presented subsequently.

Lemma 3.3 (Separation of Generator Matrix): For c ∈ Rn and G1, G2 ∈ Rn×m, the
following set relation holds:

⟨c,G1 +G2⟩Z ⊆
〈
c,
[
G1 G2

]〉
Z
.
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In addition, it holds with equality if G1 = 0 or G2 = 0. ■

Proof. By using the introduction of zonotopes in Definition 2.6, we obtain

⟨c,G1 +G2⟩Z = {s ∈ Rn | s = c+ (G1 +G2)λ, |λ| ≤ 1}
= {s ∈ Rn | s = c+G1λ+G2λ, |λ| ≤ 1}
⊆ {s ∈ Rn | s = c+G1λ1 +G2λ2, |λ1| ≤ 1, |λ2| ≤ 1}
=
〈
c,
[
G1 G2

]〉
Z
.

Moreover, vectors full of zeros in the generator matrix of a zonotope do not affect the zonotope
and, thus, can be erased. Because changing the order of the columns of the generator matrix also
has no effect on the zonotope, the relation above holds with equality if G1 = 0 or G2 = 0.

Lemma 3.3 is used in the following proposition to separate the over-approximative convex
hull operator in (2.12), which is required for computing (3.8).

Proposition 3.4 (Separation of Convex Hull): For M ∈ Rn×n, Z1 = ⟨c1, G1⟩Z ⊂ Rn, and
Z2 = ⟨c2, G2⟩Z ⊂ Rn with gen (Z1) = gen (Z2), the following over-approximative separation of
the over-approximative convex hull operator in (2.12) holds:

convover (Z1 ⊕Z2,M(Z1 ⊕Z2)) ⊆ convover (Z1,MZ1)⊕ convover (Z2,MZ2) .

In addition, the relation holds with equality if c1 = 0 or c2 = 0. ■

Proof. We prove this relation by

convover (Z1 ⊕Z2,M(Z1 ⊕Z2))
(2.10a),(2.10b)= convover

(〈
c1 + c2,

[
G1 G2

]〉
Z
,
〈
Mc1 +Mc2,

[
MG1 MG2

]〉
Z

)

(2.12)= 1
2

〈
c1 +Mc1 + c2 +Mc2,
[
G1 +MG1 G2 +MG2 c1 −Mc1 + c2 −Mc2 G1 −MG1 G2 −MG2

] 〉
Z

Lemma 3.3
⊆ 1

2

〈
c1 +Mc1 + c2 +Mc2,

[
G1 +MG1 G2 +MG2 c1 −Mc1 c2 −Mc2 G1 −MG1 G2 −MG2

] 〉
Z

(2.10a)= 1
2

〈
c1 +Mc1,

[
G1 +MG1 c1 −Mc1 G1 −MG1

]〉
Z

⊕ 1
2

〈
c2 +Mc2,

[
G2 +MG2 c2 −Mc2 G2 −MG2

]〉
Z

(2.12)= convover (Z1,MZ1)⊕ convover (Z2,MZ2) .

Based on Lemma 3.3, the relation holds with equality if c1 = 0 or c2 = 0.

In addition to the over-approximative convex hull operator, we also need to separate the over-
approximative interval matrix multiplication in (2.13), as presented in the following proposition.
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Proposition 3.5 (Separation of Interval Matrix Multiplication): For M ⊂ Rn×n,
Z1 = ⟨c1, G1⟩Z ⊂ Rn, and Z2 = ⟨c2, G2⟩Z ⊂ Rn, the following over-approximative separation of
the over-approximative interval matrix multiplication operator in (2.13) holds:

M⊗over (Z1 ⊕Z2) ⊆M⊗over Z1 ⊕M⊗over Z2.

In addition, the relation holds with equality if c1 = 0 or c2 = 0. ■

Proof. First, we need the following simple relations that follow from the triangle inequality and
the introduction of zonotopes in Definition 2.6 for s1, s2 ∈ R, c ∈ Rn, and v1, v2 ∈ Rn

≥0 with
v1 ≤ v2:

|s1 + s2| ≤ |s1|+ |s2| (3.9a)
⟨c, diag(v1)⟩Z ⊆ ⟨c, diag(v2)⟩Z (3.9b)
diag(v1 + v2) = diag(v1) + diag(v2) (3.9c)

⟨c, diag(v1) + diag(v2)⟩Z =
〈
c,
[
diag(v1) diag(v2)

]〉
Z
. (3.9d)

In addition, let C = center (M) ∈ Rn×n be the center of M and let R = radius (M) ∈ Rn×n
≥0

be the radius of M. Finally, we prove this relation by

M⊗over (Z1 ⊕Z2)
(2.10a)= M⊗over

〈
c1 + c2,

[
G1 G2

]〉
Z

(2.13)=
〈
Cc1 + Cc2,

[
CG1 CG2 diag

(
R
∣∣∣
[
c1 + c2 G1 G2

]∣∣∣1
)]〉

Z

(3.9a),(3.9b)
⊆

〈
Cc1 + Cc2,

[
CG1 CG2 diag

(
R
∣∣∣
[
c1 c2 G1 G2

]∣∣∣1
)]〉

Z

(3.9c)=
〈
Cc1 + Cc2,

[
CG1 CG2 diag

(
R
∣∣∣
[
c1 G1

]∣∣∣1
)

+ diag
(
R
∣∣∣
[
c2 G2

]∣∣∣1
)]〉

Z

(3.9d)=
〈
Cc1 + Cc2,

[
CG1 CG2 diag

(
R
∣∣∣
[
c1 G1

]∣∣∣1
)

diag
(
R
∣∣∣
[
c2 G2

]∣∣∣1
)]〉

Z

(2.10a)=
〈
Cc1,

[
CG1 diag

(
R
∣∣∣
[
c1 G1

]∣∣∣1
)]〉

Z
⊕
〈
Cc2,

[
CG2 diag

(
R
∣∣∣
[
c2 G2

]∣∣∣1
)]〉

Z

(2.13)= M⊗over Z1 ⊕M⊗over Z2.

Based on the triangle inequality, the relation holds with equality if c1 = 0 or c2 = 0.

Finally, we separate the reachable sets in (3.5) and (3.8) into controllable and uncontrollable
parts, as presented in the following theorem.

Theorem 3.6 (Separation of State Feedback Reachable Sets): The reachable sets in
(3.5) and (3.8) for M = (A,B,W,CT) can be separated by

R̃M
Kx (tk,Zx(t0),Zu(·)) = R̃(A,B,{0},CT)

Kx (tk,Zx(t0),Zu(·))⊕ R̃M
Kx (tk, {0}, {0})

R̃M
Kx ([tk, tk+1),Zx(t0),Zu(·)) ⊆ R̃(A,B,{0},CT)

Kx ([tk, tk+1),Zx(t0),Zu(·))
⊕ R̃M

Kx ([tk, tk+1), {0}, {0}) . ■
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Proof. For M ∈ Rm×n and Z1,Z2 ⊂ Rn, we obtain

M(Z1 ⊕Z2) (2.10a),(2.10b)= MZ1 ⊕MZ2.

This result shows that all operations required to compute the reachable set at sampling times in
(3.5) are linear functions. In addition to these operators, computing the reachable sets for time
intervals involves the over-approximative convex hull and over-approximative matrix interval
multiplication. Based on Propositions 3.4 and 3.5, the reachable sets for time intervals can be
separated over-approximatively as claimed.

We use Theorem 3.6 to efficiently compute safe sets when using the state feedback controller
in (3.4). Before presenting these computations, we perform reachability analysis when using
disturbance feedback control instead of state feedback control.

3.3.2 Disturbance Feedback Control
Based on the not necessarily unique initial parameter vector λx,0 in (3.2) and the concatenated
disturbance parameter vector λW̃,k−1 in (2.25), we use the piecewise constant disturbance
feedback control law

u(t) = cu(tk) +Gu(tk)
[
λx,0

λW̃,k−1

]
for t ∈ [tk, tk+1), (3.10)

where Zu(tk) = ⟨cu(tk), Gu(tk)⟩Z with generator matrix Gu(tk) ∈ Rnu×(gen(Zx(t0))+kgen(W̃)) is
the correction input zonotope at sampling time tk = k∆t. Thus, the size of Gu(tk) grows
linearly with k in contrast to the state feedback controller in (3.4). As a result, the disturbance
feedback controller in (3.10) is usually more flexible but also more complex compared to (3.4).
As for (3.4), we compute λx,0 by solving (3.3) at t0 to explicitly obtain the control law in (3.10)
for any time t ∈ R≥0. In addition, we also compute λW̃,k−1 at tk, which is defined in (2.25)
as the concatenation of the disturbance parameter vectors λw̃,i with i ∈ N[0,k−1]. Thus, we
compute λW̃,k−1 by determining λw̃,k−1 at tk based on (2.24) and appending λw̃,k−1 to λW̃,k−2.

Subsequently, we compute reachable sets when using the disturbance feedback controller
in (3.10) for an arbitrary sampling time tk and time interval [tk, tk+1). To account for the
piecewise constant control law in (3.10), we first compute reachable sets for consecutive time
steps of size ∆t until the specified sampling time is reached. Similar to (3.5), we introduce the
following recursively defined set sequence for the disturbance feedback controller in (3.10) and
the model M = (A,B,W,CT):

R̃M
Lw (tk,Zx(t0),Zu(·)) =

〈
cR̃M

Lw(tk,Zx(t0),Zu(·)), GR̃M
Lw(tk,Zx(t0),Zu(·))

〉
Z

=
〈[

cx(tk)
cu(tk)

]
,

[
Gx(tk)
Gu(tk)

]〉

Z

(3.11a)

⟨cx(tk+1), Gx(tk+1)⟩Z = ΠxR̃M
over

(
∆t, R̃M

Lw (tk,Zx(t0),Zu(·))
)

(2.22a)= Πx

(
eÃ∆tR̃M

Lw (tk,Zx(t0),Zu(·))⊕ W̃
)
, (3.11b)
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where k ∈ N. Similar to Theorem 3.2, we prove in the following theorem that the sets in (3.11)
are over-approximating the augmented reachable sets of M when using the controller in (3.10).

Theorem 3.7 (Set Propagation using Disturbance Feedback Control): For all x(t0) ∈
Zx(t0), applying the disturbance feedback controller in (3.10) to M = (A,B,W,CT) results in

[
x(tk)
u(tk)

]
∈ R̃M

Lw (tk,Zx(t0),Zu(·)) ,

where k ∈ N. ■

Proof. First, we prove that applying the disturbance feedback controller in (3.10) to M results
in [

x(tk)
u(tk)

]
= cR̃M

Lw(tk,Zx(t0),Zu(·)) +GR̃M
Lw(tk,Zx(t0),Zu(·))

[
λx,0

λW̃,k−1

]
, (3.12)

where λW̃,k−1 ∈ Rkgen(W̃) is defined in (2.25). We proceed by induction:
Base case: For k = 0, we obtain

[
x(t0)
u(t0)

]
(2.25),(3.2),(3.10)=

[
cx(t0)
cu(t0)

]
+
[
Gx(t0)
Gu(t0)

]
λx,0

(3.11a)= cR̃M
Lw(t0,Zx(t0),Zu(·)) +GR̃M

Lw(t0,Zx(t0),Zu(·))λx,0

(2.25)= cR̃M
Lw(t0,Zx(t0),Zu(·)) +GR̃M

Lw(t0,Zx(t0),Zu(·))

[
λx,0

λW̃,−1

]
.

Induction hypothesis: (3.12) holds for some arbitrary k ∈ N.
Induction step: For k + 1, the state is

x(tk+1) (2.19),(2.23a)= Πx

(
eÃ∆t

[
x(tk)
u(tk)

]
+ w̃(tk)

)

(3.12)= Πx

(
eÃ∆t

(
cR̃M

Lw(tk,Zx(t0),Zu(·)) +GR̃M
Lw(tk,Zx(t0),Zu(·))

[
λx,0

λW̃,k−1

])
+ w̃(tk)

)

(2.23b)= Πx

(
eÃ∆tcR̃M

Lw(tk,Zx(t0),Zu(·)) + eÃ∆tGR̃M
Lw(tk,Zx(t0),Zu(·))

[
λx,0

λW̃,k−1

]

+ cW̃ +GW̃λw̃,k

)

(2.25)= Πx

(
eÃ∆tcR̃M

Lw(tk,Zx(t0),Zu(·)) + cW̃ +
[
eÃ∆tGR̃M

Lw(tk,Zx(t0),Zu(·)) GW̃

] [ λx,0

λW̃,k

])

(2.10a),(2.19),(3.11a),(3.11b)= Πx

(
cR̃M

Lw(tk+1,Zx(t0),Zu(·)) +GR̃M
Lw(tk+1,Zx(t0),Zu(·))

[
λx,0

λW̃,k

])
,
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where a not necessarily unique λw̃,k ∈ Rgen(W̃) with
∣∣λw̃,k

∣∣ ≤ 1 is guaranteed to exist because
w̃(tk) ∈ W̃. Similarly, the input at time step k + 1 is

u(tk+1) (3.10)= cu(tk+1) +Gu(tk+1)
[
λx,0

λW̃,k

]

(2.10a),(2.19),(3.11a),(3.11b)= Πu

(
cR̃M

Lw(tk+1,Zx(t0),Zu(·)) +GR̃M
Lw(tk+1,Zx(t0),Zu(·))

[
λx,0

λW̃,k

])
,

which completes the proof of (3.12). It also becomes clear from this proof that the size of
Gu(tk+1) ∈ Rnu×(gen(Zx(t0))+(k+1)gen(W̃)) grows linearly with k to account for the Minkowski
addition resulting from the augmented reachable disturbance set W̃ ⊂ Rnx+nu .

Based on (3.12), |λx,0| ≤ 1,
∣∣∣λW̃,k−1

∣∣∣ ≤ 1, and Definition 2.6, it follows that the sets in
(3.11) are over-approximating the augmented reachable sets of M when using the controller in
(3.10).

We have focused on performing reachability analysis for discrete sampling times when using
the disturbance feedback controller in (3.10). Nevertheless, the state and input constraints in
(3.1) must be satisfied not only at but also between sampling times. Thus, similar to (3.8), we
compute reachable sets for an arbitrary time interval [tk, tk+1) according to

R̃M
Lw ([tk, tk+1),Zx(t0),Zu(·)) = R̃M

over

(
[0,∆t), R̃M

Lw (tk,Zx(t0),Zu(·))
)
.

Then, the projection of the over-approximative reachable set onto the original state and input
space is obtained by ΠxR̃M

Lw (·,Zx(t0),Zu(·)) and ΠuR̃M
Lw (·,Zx(t0),Zu(·)), respectively.

In summary, we can efficiently compute the set of states and inputs that are reachable
for all x(t0) ∈ Zx(t0) when applying the disturbance feedback controller in (3.10) to M =
(A,B,W,CT). In the following section, we use the presented reachable set computations for
both feedback controllers to construct safe sets with minimum volume, i.e., safe sets that are as
small as possible.

3.4 Small Safe Sets
In this section, we present three approaches to compute safe sets for M = (A,B,W,CT) that
are as small as possible. In Subsection 3.4.1, we determine a small safe set using a simplified
state feedback controller, i.e., by setting the correction input zonotope to zero. As a result,
no optimization problem must be solved, which renders this simple approach very efficient. In
Subsection 3.4.2, we compute a small sampled-data RCI set by solving a COP. Finally, we
construct small safe sets using disturbance feedback control in Subsection 3.4.3.

3.4.1 Simplified State Feedback Control
By setting ⟨cu(tk), Gu(tk)⟩Z = {0} in (3.4) for all k ∈ N, we obtain the simplified piecewise
constant state feedback controller

u(t) = Kx(tk) for t ∈ [tk, tk+1). (3.13)
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In the following lemma, we provide conditions for a set SKx ⊂ Rnx to be a safe set when using
the simplified controller in (3.13), i.e., the state and input constraints in (3.1) are satisfied for
all x(t0) ∈ SKx despite the presence of disturbances.

Lemma 3.8 (Safe Set using (3.13)): Let 0 ∈ X , 0 ∈ U , and let there exist a set SKx ⊆ X
and a corresponding time step kKx ∈ N>0 such that

ΠxR̃M
Kx (tkKx

,SKx, {0}) ⊆ SKx (3.14a)
ΠxR̃M

Kx ([tk, tk+1),SKx, {0}) ⊆ X for k ∈ N[0,kKx−1] (3.14b)
ΠuR̃M

Kx ([tk, tk+1),SKx, {0}) ⊆ U for k ∈ N[0,kKx−1]. (3.14c)

Then, SKx with corresponding safety-preserving controller in (3.13) is a safe set for M =
(A,B,W,CT) and, thus, SKx is an over-approximation of the corresponding DT minimal
robust positively invariant (mRPI) set. ■

Proof. Safe set: The condition in (3.14a) ensures that all states starting in SKx can be steered
into SKx in kKx steps. However, in contrast to invariant sets, the CT state trajectory x(·) might
leave SKx during [0, tkKx

). Nevertheless, during this time, the state and input constraints in
(3.1) are always fulfilled because of (3.14b) and (3.14c). Consequently, it follows by induction
that robust constraint satisfaction for all x(t0) ∈ SKx is achieved for an infinite time horizon
when applying the controller in (3.13) to M = (A,B,W,CT). Therefore, SKx is a safe set.

Over-approximation of DT mRPI set: Subsequently, we show by contradiction that SKx

is an over-approximation of the DT mRPI set SmRPI = ΠxR̃M
Kx (∞, {0}, {0}) [102], i.e., we

assume that SmRPI ̸⊆ SKx. Because 0 ∈ W and 0 ∈ X by assumption, we know that 0 ∈ SmRPI
and 0 ∈ SKx. As mentioned in Section 2.4, SmRPI is the limit set for all state trajectories at
sampling times when using the controller in (3.13) [37, Rmk. 4.1]. Therefore, there exists a
disturbance sequence that steers the state sequence starting at 0 to any point in SmRPI and
enforces the state to stay at this point. Because SmRPI ̸⊆ SKx, there exists a state sequence
starting in SKx that leaves SKx and never returns to SKx, which contradicts SKx being a
safe set. As a result, the assumption SmRPI ̸⊆ SKx is wrong, which shows that SKx is an
over-approximation of the DT mRPI set SmRPI.

Because the safe set SKx can be safely steered into itself in kKx steps, it is also known as
kKx-step recurrent set [136]. Similarly, invariant sets are also known as one-step recurrent
sets. Although the union

⋃kKx−1
k=0 ΠxR̃M

Kx (tk,SKx, {0}) ⊆ X is an RCI set, its complex set
representation typically prohibits its use in safe set applications. Subsequently, we propose a
scalable algorithm to construct safe sets when using the safety-preserving controller in (3.13).

We now present Alg. 3.1 to compute a small safe set SKx ⊂ Rnx along with a corresponding
time step kKx ∈ N>0. The algorithm has the following six inputs: M, K, X , U , W, and the
convergence tolerance ϵ ∈ R>0, which is usually chosen close to 0. Alg. 3.1 proceeds in two
steps: First, two zonotope sequences are computed that converge to an over-approximation of
the DT mRPI set [102]. Second, the zonotope order of this over-approximation is reduced as
much as possible while ensuring that the conditions in (3.14b) and (3.14c) are satisfied. This
second step reduces the complexity of subsequent computations involving SKx. Subsequently,
we describe both steps of Alg. 3.1 in more detail.
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Algorithm 3.1 Small safe set using simplified state feedback control
Input: M,K,X ,U ,W, ϵ
Output: SKx, kKx

1: X ← interval (X )
2: k ← 1
3: Z{0},k ← ΠxR̃M

Kx (tk, {0}, {0})
4: ZX ,k ← ΠxR̃M

Kx (tk,X , {0})
5: while ϵ ≤ dist

(
ZX ,k, interval

(
Z{0},k

))
do ▷ converge to DT mRPI set

6: k ← k + 1
7: Z{0},k ← ΠxR̃M

Kx (tk, {0}, {0})
8: ZX ,k ← ΠxR̃M

Kx (tk,X , {0})
9: end while

10: kKx ← k
11: SKx ← ∅
12: oKx ← 0
13: while oKx < order (ZX ,kKx

) do ▷ find smallest safe zonotope order
14: oKx ← oKx + 1
15: SKx ← reduce (ZX ,kKx

, oKx)
16: if (3.14b) and (3.14c) are satisfied for SKx, kKx,M,K,X ,U then
17: break
18: else
19: SKx ← ∅
20: end if
21: end while
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In line 1 of Alg. 3.1, we compute the smallest multidimensional interval enclosure interval (X )
of the polytopic state constraint set X and express it in generator representation using (2.5).
These computations are performed because we compute its reachable sets and our reachability
analysis in Section 2.3 requires the initial set to be expressed in generator representation. In
lines 2 to 9, we compute the set of reachable states for consecutive time steps corresponding
to the following two initial state sets, namely, the origin {0} and the over-approximated
state constraint set interval (X ). We denote these zonotope sequences by Z{0},(·) and ZX ,(·).
Because the state feedback matrix of the simplified controller in (3.13) is stabilizing, Z{0},(·)
and ZX ,(·) would converge to the DT mRPI set in the Hausdorff distance as time goes to
infinity [102], if no over-approximation of reachable sets to reduce computational complexity
was used. To achieve low computation times, we use an easily computable convergence criterion
in line 5 based on the directed Hausdorff distance in (2.8g). Instead of directly computing
dist

(
ZX ,k,Z{0},k

)
using (2.15), we use multidimensional interval enclosures because they can

be obtained by (2.7) and transformed to half-space representation by (2.6) such that the simple
zonotope containment condition in (2.14) can be applied.

To reduce the complexity of the subsequent computations, we want the safe set SKx ⊇ ZX ,kKx

to have a reduced zonotope order compared to ZX ,kKx
[84, 85]. Thus, in lines 13 to 21 of

Alg. 3.1, we increment order (SKx) starting from 1 until the conditions in (3.14b) and (3.14c)
are satisfied eventually. However, if these two conditions are even violated for the tight over-
approximation ZX ,kKx

of the DT mRPI set, Alg. 3.1 returns an empty set as first output.

Proposition 3.9 (Properties of Alg. 3.1): Let 0 ∈ X , 0 ∈ U , and let the first output SKx ⊂
Rnx of Alg. 3.1 be nonempty. Then, SKx is a safe set with the second output kKx ∈ N>0 being
a corresponding time step, i.e., they satisfy the safe set conditions in (3.14). ■

Proof. Because SKx is assumed to be a nonempty set, we know that the check in line 16 of
Alg. 3.1 has been passed successfully. Therefore, the conditions in (3.14b) and (3.14c) are
fulfilled for SKx and kKx. Because (3.14b) is satisfied, it follows that

SKx ⊆ ΠxR̃M
Kx ([t0, t1),SKx, {0}) ⊆ X .

This relation results in

ΠxR̃M
Kx (tkKx

,SKx, {0}) ⊆ ΠxR̃M
Kx (tkKx

,X , {0})
⊆ ΠxR̃M

Kx (tkKx
, interval (X ) , {0})

line 15 of Alg. 3.1
⊆ SKx,

which shows the satisfaction of (3.14a). Thus, all conditions in (3.14) are satisfied. Therefore,
SKx is a safe set with kKx being a corresponding time step.

For our subsequent computations, we assume that SKx obtained by executing Alg. 3.1 is
nonempty. This assumption is also widely used in robust MPC [41–43, 160], as discussed in
more detail in Chapter 4. Thus, if this assumption is violated, a different stabilizing state
feedback matrix K might be required, e.g., obtained by using LQR-based controller synthesis
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with different weighting matrices [155]. Similarly, the convergence tolerance ϵ ∈ R>0 could be
decreased to satisfy this assumption.

Instead of using Alg. 3.1 to construct a small safe set, Alg. 2.1 can also be used to obtain a
tight RPI over-approximation of the DT mRPI set. However, due to the involved Minkowski
additions in line 8 of Alg. 2.1, the number of generators of the resulting zonotope increases
with the number of performed Minkowski additions. To bound the complexity of the safe set
representation, zonotope order reduction operations are required. However, performing these
set operations invalidates the robust invariance guarantees of Alg. 2.1. Thus, Alg. 3.1 offers an
efficient way to compute a small safe set while bounding the complexity for representing this
safe set. Subsequently, we discuss potential computational speed-ups of Alg. 3.1.

To determine the time step kKx in Alg. 3.1, we use the two converging zonotope sequences
Z{0},(·) and ZX ,(·). Alternatively, we could also use only ZX ,(·) and terminate if the distance
between two consecutive zonotopes ZX ,k and ZX ,k+1 of this sequence is below the convergence
tolerance for some k ∈ N. By exploiting the superposition principle, we could alternatively also
compute the sequence ΠxR̃(A,B,{0},CT)

Kx

(
t(·), interval (X ) , {0}

)
and terminate if the distance

between a set of this sequence and the origin is below the convergence tolerance. Although
both alternatives offer a potential computational speed-up, we opt for Alg. 3.1 because its steps
are easy to follow and the computation time is typically negligible.

In summary, if the initial state x(t0) lies within the safe set SKx, the simplified controller
in (3.13) ensures robust constraint satisfaction for an infinite time horizon. When using the
simplified controller in (3.13), a stabilizing state feedback matrix K is assumed to be given
such that SKx obtained by executing Alg. 3.1 is nonempty. Although this is also a widely
used assumption in robust MPC [41–43,160], it is unclear how to systematically and efficiently
find such a K. In particular, if both constraint sets X and U are small, it usually becomes
challenging to find a safe set at all. In the following subsection, we propose a robust control
method that addresses these issues.

3.4.2 Robust Control Invariance
In this subsection, we present an approach for computing a small RCI set. Thus, no stabilizing
state feedback matrix K is required in contrast to the presented state feedback control method
in Subsection 3.4.1. In addition, the assumption that both constraint sets X and U contain the
origin is no longer necessary, which offers more flexibility of this approach compared to the
state feedback control method.

In [147], a COP is presented to obtain a small RCI set for a DT system. This set is ob-
tained by directly minimizing a matrix norm over the generator matrix Gx(t0) ∈ Rnx×gen(Zx(t0))

of the initial state set Zx(t0) = ⟨cx(t0), Gx(t0)⟩Z and incrementing the number of genera-
tors gen (Zx(t0)) ∈ N>0 until feasibility of the optimization problem is detected. Inspired by
this approach, we solve a COP to compute a small RCI set for the model M = (A,B,W,CT).
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In particular, let s⋆
X , ⟨c⋆

x(t0), G⋆
x(t0)⟩Z , Z⋆

u(t0) be the solution of the COP

minimize
sX ,⟨cx(t0),Gx(t0)⟩Z ,Zu(t0)

sX (3.15a)

subject to 0 < sX (3.15b)
⟨cx(t0), Gx(t0)⟩Z ⊆ scalePolytope(X , sX , x̊) (3.15c)
⟨cx(t1), Gx(t1)⟩Z = ΠxR̃M

Lw (∆t, ⟨cx(t0), Gx(t0)⟩Z ,Zu(t0)) (3.15d)
[
cx(t1) Gx(t1)

]
=
[
cx(t0) 0 Gx(t0)

]
(3.15e)

ΠxR̃M
Lw ([0,∆t), ⟨cx(t0), Gx(t0)⟩Z ,Zu(t0)) ⊆ X (3.15f)

ΠuR̃M
Lw ([0,∆t), ⟨cx(t0), Gx(t0)⟩Z ,Zu(t0)) ⊆ U , (3.15g)

where x̊ ∈ X is a scaling point, e.g., the Chebyshev center center (X ) of X . Because only a single
time step is considered, solving (3.15) by using the operator R̃M

Kx (·, ·, ·) with any stabilizing K
instead of R̃M

Lw (·, ·, ·) results in the same optimal RCI set Z⋆
x(t0) = ⟨c⋆

x(t0), G⋆
x(t0)⟩Z but different

Z⋆
u(t0). If the COP in (3.15) is feasible for a given number of generators gen (Z⋆

x(t0)) ∈ N>0,
Z⋆

x(t0) is a sampled-data RCI set, as shown in the following proposition.

Proposition 3.10 (Properties of (3.15)): Let s⋆
X , Z⋆

x(t0) = ⟨c⋆
x(t0), G⋆

x(t0)⟩Z , Z⋆
u(t0) be

the solution of (3.15) for a given number of generators gen (Z⋆
x(t0)) ∈ N>0. Then, Z⋆

x(t0) is
an RCI set, (3.15) is also feasible for gen (Z⋆

x(t0)) + i with i ∈ N, and the cost in (3.15a) is
monotonically decreasing with an increasing number of generators. ■

Proof. RCI set: If the constraint in (3.15e) is satisfied, both zonotopes ⟨cx(t1), Gx(t1)⟩Z
and

〈
cx(t0),

[
0 Gx(t0)

]〉
Z

represent the same set. Because horizontally concatenating the

generator matrix of any zonotope with 0 leaves the set unchanged,
〈
cx(t0),

[
0 Gx(t0)

]〉
Z

and ⟨cx(t0), Gx(t0)⟩Z also describe the same set. Thus, the constraint in (3.15e) ensures that
⟨cx(t1), Gx(t1)⟩Z ⊆ ⟨cx(t0), Gx(t0)⟩Z , which implies set invariance. In addition, the constraints
in (3.15f) and (3.15g) enforce robust constraint satisfaction during the time interval [0,∆t).

Recursive feasibility: Let ⟨c⋆
u(t0), G⋆

u(t0)⟩Z = Z⋆
u(t0). Subsequently, we show that s⋆,+

X ,〈
c⋆,+

x (t0), G⋆,+
x (t0)

〉
Z

,
〈
c⋆,+

u (t0), G⋆,+
u (t0)

〉
Z

is a solution for gen (Z⋆
x(t0)) + i with i ∈ N, where

s⋆,+
X = s⋆

X , c⋆,+
x (t0) = c⋆

x(t0), G⋆,+
x (t0) =

[
0 G⋆

x(t0)
]
, c⋆,+

u (t0) = c⋆
u(t0), and G⋆,+

u (t0) =
[
0 G⋆

u(t0)
]
. Because

〈
c⋆,+

x (t0), G⋆,+
x (t0)

〉
Z

= ⟨c⋆
x(t0), G⋆

x(t0)⟩Z and
〈
c⋆,+

u (t0), G⋆,+
u (t0)

〉
Z

=
⟨c⋆

u(t0), G⋆
u(t0)⟩Z , the constraint satisfaction follows directly from the set propagation in (3.11)

and from the feasibility for gen (Z⋆
x(t0)).

Monotonically decreasing cost: Because the optimization problem in (3.15) is convex and
recursively feasible, the cost in (3.15a) is monotonically decreasing with an increasing number
of generators of Z⋆

x(t0).

Based on Proposition 3.10, obtaining a small sampled-data RCI set can be achieved by
increasing the number of generators gen (Zx(t0)) of Zx(t0) starting from 1 until (3.15) is
feasible. However, it is unclear how much gen (Zx(t0)) must be increased to enable feasibility
of (3.15), similar to [138, 145, 147]. Thus, the generator matrix of the RCI set obtained by
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solving (3.15) can have a lot of columns, which results in a large zonotope order and limits its
use in efficient robust control approaches. In addition, using the constraint in (3.15e) instead of〈[
cx(t1) Gx(t1)

]〉
Z
⊆
〈[
cx(t0) 0 Gx(t0)

]〉
Z

enables convexity of the optimization problem
on the one hand but also results in an increased conservativeness on the other hand. In the
following subsection, we present an optimization-based approach using disturbance feedback
control to compute a small safe set with a fixed zonotope order.

3.4.3 Disturbance Feedback Control
In this subsection, we use the disturbance feedback controller in (3.10) to synthesize small safe
sets. By parameterizing the controller as an affine map of the past disturbances, we solve a
COP to optimize over the disturbance feedback matrices [156]. Thus, we are more flexible
when searching for a safety-preserving controller than the simplified controller in (3.13), which
typically comes at the cost of increased computation times.

To compute a small safe set whose zonotope order is ox,0 ∈ N>0, we solve a COP that directly
considers the shape of the state constraint set X and uses the generator scaling framework [143],
i.e., we fix the arbitrary orientations of the generators of Zx(t0) and optimize only their scaling
factors. In particular, let s⋆

X , s⋆
x,0, c⋆

x(t0), Z⋆
u(·) be the solution of the COP

minimize
sX ,sx,0,cx(t0),Zu(·)

sX (3.16a)

subject to 0 < sx,0 (3.16b)
Zx(t0) = ⟨cx(t0), Gfixeddiag(sx,0)⟩Z (3.16c)
ΠxR̃M

Lw

(
tkx,0 ,Zx(t0),Zu(·)

)
⊆ Zx(t0) (3.16d)

0 < sX (3.16e)
Zx(t0) ⊆ scalePolytope(X , sX , x̊) (3.16f)
ΠxR̃M

Lw ([tk, tk+1),Zx(t0),Zu(·)) ⊆ X for k ∈ N[0,kx,0−1] (3.16g)
ΠuR̃M

Lw ([tk, tk+1),Zx(t0),Zu(·)) ⊆ U for k ∈ N[0,kx,0−1], (3.16h)

where x̊ ∈ X is a scaling point, kx,0 ∈ N>0 is the initial time step, sx,0 ∈ Rnxox,0
>0 is a generator

scaling vector, and Gfixed ∈ Rnx×nxox,0 is a fixed generator matrix. Although any convex cost
function can be used in (3.16a), we choose the linear cost for simplicity. Before presenting
our heuristic for obtaining promising generator directions of the small safe set, i.e., promising
columns of Gfixed, we prove in the following lemma that

〈
c⋆

x(t0), Gfixeddiag(s⋆
x,0)
〉

Z
⊂ Rnx is a

safe set.

Lemma 3.11 (Properties of (3.16)): Let s⋆
X , s⋆

x,0, c⋆
x(t0), Z⋆

u(·) be the solution of (3.16).
Then, Z⋆

x(t0) =
〈
c⋆

x(t0), Gfixeddiag(s⋆
x,0)
〉

Z
is a safe set. If, in addition to the feasibility of

(3.16), the initial time step kx,0 = 1, Z⋆
x(t0) is an RCI set. ■

Proof. Safe set: The proof is similar to Lemma 3.8 and is presented subsequently for the sake
of completeness. The constraint in (3.16d) ensures that the CT state trajectory x(·) starting in
Z⋆

x(t0) ends in Z⋆
x(t0) at tkx,0 . Because x(·) might leave Z⋆

x(t0) during the time interval [0, tkx,0),
the constraints in (3.16g) and (3.16h) enforce robust constraint satisfaction during [0, tkx,0). By
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induction, it follows that robust constraint satisfaction can be achieved for an infinite time
horizon if x(t0) ∈ Z⋆

x(t0), which implies that Z⋆
x(t0) is a safe set.

RCI set: If, in addition to the feasibility of (3.16), the initial time step kx,0 = 1, (3.16d)
enforces the projected reachable set of Z⋆

x(t0) to lie within Z⋆
x(t0) at ∆t. Thus, Z⋆

x(t0) is an
RCI set.

To enable feasibility of (3.16), it is crucial to choose a suitable fixed generator matrix Gfixed ∈
Rnx×nxox,0 . Subsequently, we present a simple two-step approach to obtain promising generator
directions: First, for a given initial state set Zx(t0) ⊂ Rnx , let s⋆

X , Z⋆
u(·) be the solution of the

COP

minimize
sX ,Zu(·)

sX (3.17a)

subject to 0 < sX (3.17b)
ΠxR̃M

Lw (tk,Zx(t0),Zu(·)) ⊆ scalePolytope(X , sX , x̊) for k ∈ N[0,kx,0] (3.17c)
ΠuR̃M

Lw (tk,Zx(t0),Zu(·)) ⊆ U for k ∈ N[0,kx,0], (3.17d)

i.e., we minimize the expansion of the reachable sets around the scaling point x̊ ∈ X . We also
want to mention that kx,0 in (3.17) can be different compared to (3.16). Second, we compute
the zonotope

⟨cfixed, Gfixed⟩Z = reduce
(

ΠxR̃M
Lw

(
tkx,0 ,Zx(t0),Z⋆

u(·)
)
, ox,0

)
(3.18)

of reduced order ox,0 ∈ N>0, whose generator matrix is the desired Gfixed.
Finally, we propose Alg. 3.2 to compute a small safe set by combining (3.16) to (3.18).

Essentially, we iteratively update Gfixed until the feasibility of (3.16) is detected eventually.
If feasibility is not obtained, the two inputs ox,0 ∈ N>0 and kx,0 ∈ N>0 of Alg. 3.2 can be
increased or a more suitable scaling point x̊ ∈ X can be selected. Subsequently, we describe the
main steps of Alg. 3.2 in more detail.

Algorithm 3.2 Small safe set using disturbance feedback control
Input: M,X ,U , ox,0, kx,0, x̊
Output: Z⋆

x(t0),Z⋆
u(·)

1: ⟨cfixed, Gfixed⟩Z ← {x̊}
2: Z⋆

x(t0)← ∅
3: while Z⋆

x(t0) ≡ ∅ do
4: Zx(t0)← ⟨cfixed, Gfixed⟩Z
5: s⋆

X ,Z⋆
u(·)← solve (3.17) for kx,0,Zx(t0), x̊,M,X ,U

6: ⟨cfixed, Gfixed⟩Z ← insert kx,0,Zx(t0),Z⋆
u(·), ox,0,M into (3.18)

7: s⋆
X , s

⋆
x,0, c

⋆
x(t0),Z⋆

u(·)← solve (3.16) for kx,0, x̊, Gfixed,M,X ,U
8: Z⋆

x(t0)←
〈
c⋆

x(t0), Gfixeddiag(s⋆
x,0)
〉

Z
9: end while

In line 1 of Alg. 3.2, we initialize the initial state set with the scaling point x̊ ∈ X , which is
given by, e.g., center (X ). In lines 3 to 9, we iteratively solve COPs for updated initial state
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sets until feasibility of (3.16) is detected eventually, i.e., until Z⋆
x(t0) is nonempty. In particular,

we solve the COP in (3.17) to find promising generator directions in line 5 of Alg. 3.2. In
line 6, we perform a zonotope order reduction to keep the computational complexity of the
COP solved in line 7 constant. Finally, we update Z⋆

x(t0) in line 8.
In summary, if the initial state x(t0) lies within Z⋆

x(t0) =
〈
c⋆

x(t0), Gfixeddiag(s⋆
x,0)
〉

Z
, the

disturbance feedback controller in (3.10) with optimal correction input zonotope sequence Z⋆
u(·)

ensures robust constraint satisfaction for an infinite time horizon. After presenting our three
approaches for computing safe sets that are as small as possible, we aim to maximize the volume
of safe sets in the following section.

3.5 Large Safe Sets
In this section, we present three scalable approaches to compute safe sets for M = (A,B,W,CT)
that are as large as possible. Based on the notion of robust control invariance for sampled-data
systems [102], the largest safe set is the MRCI set. Because the shape of the MRCI set can be
arbitrarily complex, our three approaches aim for a tight zonotopic under-approximation of
this set.

In Subsection 3.5.1, we determine a large zonotopic safe set by uniformly scaling the small
safe set SKx obtained by executing Alg. 3.1. This approach is very efficient because the optimal
scaling can be determined without solving an optimization problem. In Subsection 3.5.2, we
exploit the superposition principle to propose a COP with zero terminal constraint for obtaining
a tight under-approximation of the MRCI set. Computing large safe sets in Subsection 3.5.3
is achieved by ensuring that the last reachable set is contained within another safe set. This
approach is also closely related to the small safe set COPs proposed in Section 3.4, where we
aim for the minimization instead of the maximization of the volume of the safe set.

3.5.1 Scaling of Safe Set
Typically, the safe set SKx = ⟨cSKx

, GSKx
⟩Z ⊆ X obtained by executing Alg. 3.1 is a relatively

small safe set and its zonotope order is one, as it is a tight over-approximation of the DT mRPI
set [102]. To maximize the region of operation for our system, we want to find a safe set that is
as large as possible. Subsequently, we propose a simple approach for enlarging the volume of
SKx in a straightforward and scalable way.

We use the simplified controller in (3.13) and solve a COP that determines the maximum
scaling factor α⋆ ≥ 1 that ensures ⟨cSKx

, α⋆GSKx
⟩Z being a safe set. In particular, let α⋆ be

the solution of the COP

maximize
α

α (3.19a)

subject to α ≥ 1 (3.19b)
(3.14b) and (3.14c) are satisfied for ⟨cSKx

, αGSKx
⟩Z , kKx,M,K,X ,U , (3.19c)

where SKx = ⟨cSKx
, GSKx

⟩Z and kKx are the two outputs of Alg. 3.1. Because SKx is assumed
to be nonempty, (3.19) is always feasible by construction. In addition, S⋆

Kx = ⟨cSKx
, α⋆GSKx

⟩Z
is a safe set based on Proposition 3.9 and SKx ⊆ S⋆

Kx ⊆ X .

46



3.5 Large Safe Sets

Because α is scalar and X is bounded, the solution of (3.19) can be alternatively obtained
without solving an optimization problem. Instead, we perform a simple binary search, which
is also known as logarithmic search [161]. We now present the corresponding safe set scaling
method in Alg. 3.3, which has the following six inputs: the model M, the state feedback matrix K
used in (3.13), the safe set ⟨cSKx

, GSKx
⟩Z with corresponding kKx, the state constraint set X ,

and the maximum interval radius ϵ ∈ R>0, which is usually chosen close to 0. Subsequently, we
describe the main steps of Alg. 3.3 in more detail.

Algorithm 3.3 Scaling of the safe set using binary search
Input: M,K, ⟨cSKx

, GSKx
⟩Z , kKx,X , ϵ

Output: S⋆
Kx

1: I ←
[
1,max

{
α ∈ R>0

∣∣ ⟨cSKx
, αGSKx

⟩Z ⊆ X
}]

2: while ϵ < radius (I) do
3: if (3.14b) and (3.14c) are satisfied for ⟨cSKx

, center (I)GSKx
⟩Z , kKx,M,K,X ,U then

4: I ← [center (I) , max (I)]
5: else
6: I ← [min (I) , center (I)]
7: end if
8: end while
9: S⋆

Kx ← ⟨cSKx
, min (I)GSKx

⟩Z

In line 1 of Alg. 3.3, we initialize an admissible one-dimensional interval I ⊂ R such that (3.14)
is satisfied for ⟨cSKx

, min (I)GSKx
⟩Z , whereas it is generally violated for ⟨cSKx

, max (I)GSKx
⟩Z .

In lines 2 to 8, we perform a binary search to find an admissible scaling interval, whose maximum
radius is ϵ. Finally, in line 9 of Alg. 3.3, the scaled safe set is computed.

Because the scaling factor is scalar, the shape of the scaled safe set is unchanged compared
to SKx, which can produce conservative results. In the following subsection, we present an
approach to simultaneously optimize the shape of a large safe set and the controller, providing
more flexibility.

3.5.2 Zero Terminal Constraint
The simplified controller in (3.13) guarantees robust constraint satisfaction for an infinite
time horizon if the state of the system lies within the safe set SKx ⊂ Rnx , which is obtained
by Alg. 3.1 and Alg. 3.3, respectively. Thus, efficiently increasing the region of operation
can be achieved by ensuring the initial state set Zx(t0) ⊂ Rnx to be an under-approximation
of the sampled-data kx,0-step robust backward-reachable set for the terminal set SKx with
kx,0 ∈ N>0, also known as the robust sampled-data capture basin [129]. Thus, if the initial
state x(t0) ∈ Rnx lies within Zx(t0), it can be safely steered into SKx in kx,0 steps, which implies
Zx(t0) being a safe set. Therefore, the satisfaction of the safety constraints in (3.1) is also
ensured if x(t0) ∈ Zx(t0) despite disturbances. This two-step safe set approach is illustrated in
Fig. 3.2.

Ideally, we want to maximize the volume of the initial state set Zx(t0). However, computing
the volume of a general zonotope is combinatorially complex with respect to the number of
columns of the generator matrix [162]. Nevertheless, in the special case of Zx(t0) being a
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X

mRPI
set

SKx

ΠxR̃M
Kx

(
t(·), SKx, {0}

)

(a) The small safe set SKx can be safely steered into
itself. Thus, robust constraint satisfaction for an
infinite time horizon can be ensured.

X Zx(t0)

SKx

ΠxR̃M
Kx

(
t(·), Zx(t0), Zu,(·)

)

(b) The large safe initial set Zx(t0) can be safely
steered into SKx in 4 steps.

Figure 3.2: Two-step safe set approach. Projections of reachable sets ΠxR̃M
Kx

(
t(·), ·, ·

)
are shown, where

a lighter gray tone corresponds to a smaller prediction horizon.

parallelotope, maximizing the determinant of the generator matrix results in the maximum
volume. When constraining this generator matrix to be symmetric positive definite, the
maximization can be cast and efficiently solved as a COP [55, 163]. However, restricting Zx(t0)
to be a parallelotope can be conservative.

To cast the optimization of the zonotopic initial state set Zx(t0) as a COP, our approach
is based on the generator scaling framework [143], which has already been used in (3.16). In
particular, let s⋆

x,0, c⋆
x(t0), Z⋆

u(·) be the solution of the COP

maximize
sx,0,cx(t0),Zu(·)

JZx(t0)(Zx(t0)) (3.20a)

subject to Zx(t0) = ⟨cx(t0), Gfixeddiag(sx,0)⟩Z (3.20b)

ΠxR̃(A,B,{0},CT)
Kx

(
tkx,0 ,Zx(t0),Zu(·)

)
= {0} (3.20c)

ΠxR̃M
Kx ([tk, tk+1),Zx(t0),Zu(·)) ⊆ X for k ∈ N[0,kx,0−1] (3.20d)

ΠuR̃M
Kx ([tk, tk+1),Zx(t0),Zu(·)) ⊆ U for k ∈ N[0,kx,0−1], (3.20e)

where JZx(t0) is a concave cost function, sx,0 ∈ Rgen(Zx(t0))
≥0 is a generator scaling vector,

Gfixed ∈ Rnx×gen(Zx(t0)) is a fixed generator matrix, and kx,0 ∈ N>0 is the initial time step
when SKx is reached. To choose suitable parameters JZx(t0), Gfixed, and kx,0, we give some
recommendations in Subsection 3.5.4. Based on Z⋆

u(·), we define the correction input zonotope
sequence

Z⋆,◦
u (tk) =

{
Z⋆

u(tk) for k ∈ N[0,kx,0−1]
{0} for k ≥ kx,0

, (3.21)

which combines both steps of our two-step safe set approach. Z⋆,◦
u (tk) is used in the following

proposition to prove that Z⋆
x(t0) =

〈
c⋆

x(t0), Gfixeddiag(s⋆
x,0)
〉

Z
is a safe set.
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Proposition 3.12 (Safe Set from (3.20)): Let 0 ∈ X , 0 ∈ U , SKx ⊆ X be a safe set,
and let s⋆

x,0, c⋆
x(t0), Z⋆

u(·) be the solution of (3.20) for any kx,0 ∈ N>0. Then, Z⋆
x(t0) =〈

c⋆
x(t0), Gfixeddiag(s⋆

x,0)
〉

Z
is a safe set with corresponding safety-preserving controller in (3.4)

and correction input zonotope sequence Z⋆,◦
u (·). ■

Proof. Control into SKx: We prove that all x(t0) ∈ Z⋆
x(t0) can be steered into SKx at tkx,0 by

ΠxR̃M
Kx

(
tkx,0 ,Z⋆

x(t0),Z⋆
u(·)
) Theorem 3.6= ΠxR̃(A,B,{0},CT)

Kx

(
tkx,0 ,Z⋆

x(t0),Z⋆
u(·)
)

⊕ΠxR̃M
Kx

(
tkx,0 , {0}, {0}

)

(3.20c)= ΠxR̃M
Kx

(
tkx,0 , {0}, {0}

)

[38, 102]
⊆ ΠxR̃M

Kx (∞, {0}, {0})
Lemma 3.8
⊆ SKx,

where the second last step follows from ΠxR̃M
Kx

(
t(·), {0}, {0}

)
being a monotonically increasing

sequence that converges to the DT mRPI set [38,102]. In addition, the constraints in (3.20d)
and (3.20e) ensure x(t) ∈ X and u(t) ∈ U for t ∈ [t0, tkx,0). Thus, the controller in (3.4) with
correction input zonotope sequence Z⋆

u(·) steers all x(t0) ∈ Z⋆
x(t0) safely into SKx at tkx,0 .

Control within SKx: For k ≥ kx,0, Z⋆,◦
u (tk) = {0}, which corresponds to the simplified

controller in (3.13). Because SKx is a safe set, Lemma 3.8 ensures robust constraint satisfaction
at all times t ≥ tkx,0 . Thus, Z⋆

x(t0) is a safe set.

In addition to being independent of the safe set SKx, the COP in (3.20) offers other important
properties, as shown in the following theorem.

Theorem 3.13 (Properties of (3.20)): Let 0 ∈ X , 0 ∈ U , and SKx ⊆ X be a safe set. Then,
the COP in (3.20) is always feasible, and the cost in (3.20a) is monotonically increasing with
increasing kx,0 ∈ N>0. ■

Proof. Feasibility: When choosing sx,0 = 0, cx(t0) = 0, Zu(·) = {0}, we always obtain
Zx(t0) = {0} in (3.20b). Because ΠxR̃(A,B,{0},CT)

Kx (tk, {0}, {0}) = {0} for any k ∈ N, the
constraint in (3.20c) is satisfied for any kx,0 ∈ N>0. In addition, the satisfaction of (3.20d)
and (3.20e) for any kx,0 follows from 0 ∈ SKx and Lemma 3.8. Thus, the COP in (3.20) is
always feasible.

Monotonically increasing cost: Let s⋆
x,0, c⋆

x(t0), Z⋆
u(·) be the solution of (3.20) for any

kx,0 ∈ N>0. Subsequently, we show that s⋆,+
x,0 , c⋆,+

x (t0), Z⋆,+
u (·) is feasible for kx,0 + 1, where

s⋆,+
x,0 = s⋆

x,0, c⋆,+
x (t0) = c⋆

x(t0), and Z⋆,+
u (·) is obtained by appending {0} to Z⋆

u(·). When the
previous solution is reused, the cost in (3.20a) of both optimization problems is the same. Thus,
when optimizing over all feasible sx,0, cx(t0), Zu(·), the cost in (3.20a) for kx,0 + 1 is always
at least as high as for kx,0, which implies that the cost is a monotonically increasing function.
Subsequently, we prove that s⋆

x,0, c⋆
x(t0), Z⋆,+

u (·) is actually feasible for kx,0 + 1. By reusing
s⋆

x,0 and c⋆
x(t0), the same Z⋆

x(t0) =
〈
c⋆

x(t0), Gfixeddiag(s⋆
x,0)
〉

Z
is obtained in (3.20b) for both

kx,0 and kx,0 + 1. Because Z⋆,+
u (tkx,0) = {0} and ΠxR̃(A,B,{0},CT)

Kx (∆t, {0}, {0}) = {0}, the
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constraint in (3.20c) is also satisfied. We prove fulfillment of (3.20d) and (3.20e) for the last
time interval [tkx,0 , tkx,0+1) by

R̃M
Kx

(
[tkx,0 , tkx,0+1),Z⋆

x(t0),Z⋆,+
u (·)

) Theorem 3.6
⊆ R̃(A,B,{0},CT)

Kx

(
[tkx,0 , tkx,0+1),Z⋆

x(t0),Z⋆,+
u (·)

)

⊕ R̃M
Kx

(
[tkx,0 , tkx,0+1), {0}, {0}

)

(3.20c),Z⋆,+
u (tkx,0 )={0}
⊆ R̃M

Kx

(
[tkx,0 , tkx,0+1), {0}, {0}

)

{0}⊆SKx

⊆ R̃M
Kx

(
[tkx,0 , tkx,0+1),SKx, {0}

)

Lemma 3.8
⊆ X × U .

Thus, s⋆
x,0, c⋆

x(t0), Z⋆,+
u (·) is actually feasible for kx,0 + 1.

In summary, we can efficiently compute large safe sets along with corresponding safety-
preserving state feedback controllers. We have proposed a two-step safe set approach, as
illustrated in Fig. 3.2. During [0, tkx,0), the general state feedback controller in (3.4) safely
steers any initial state x(t0) ∈ Zx(t0) into SKx and switches to the simplified controller in (3.13)
at tkx,0 . Thus, we are able to satisfy the state and input constraints in (3.1) while providing a
large region of operation for our system.

Based on Proposition 3.12 and Theorem 3.6, the zero terminal constraint in (3.20c) ensures
that ΠxR̃M

Kx

(
tkx,0 ,Zx(t0),Zu(·)

)
⊆ SKx. Instead of using SKx as a terminal set, we propose

COPs in the following subsection that use any safe set as a terminal set.

3.5.3 Safe Set Terminal Constraint
Because the structure of the subsequent COPs is independent of the controller choice, we
introduce R̃M

Kx|Lw (·, ·, ·) to represent both reachability analysis operators R̃M
Kx (·, ·, ·) and

R̃M
Lw (·, ·, ·). Closely related to the zero terminal constraint COP in (3.20), we propose a COP

that uses any safe set Ssafe ⊆ X as terminal set, which could be obtained by any of the
previously presented approaches for computing safe sets. In particular, let s⋆

x,0, c⋆
x(t0), Z⋆

u(·) be
the solution of the COP

maximize
sx,0,cx(t0),Zu(·)

JZx(t0)(Zx(t0)) (3.22a)

subject to Zx(t0) = ⟨cx(t0), Gfixeddiag(sx,0)⟩Z (3.22b)
ΠxR̃M

Kx|Lw

(
tkx,0 ,Zx(t0),Zu(·)

)
⊆ Ssafe (3.22c)

ΠxR̃M
Kx|Lw ([tk, tk+1),Zx(t0),Zu(·)) ⊆ X for k ∈ N[0,kx,0−1] (3.22d)

ΠuR̃M
Kx|Lw ([tk, tk+1),Zx(t0),Zu(·)) ⊆ U for k ∈ N[0,kx,0−1], (3.22e)

where JZx(t0) is a concave cost function, sx,0 ∈ Rgen(Zx(t0))
≥0 is a generator scaling vector,

Gfixed ∈ Rnx×gen(Zx(t0)) is a fixed generator matrix, and kx,0 ∈ N>0 is the initial time step
when Ssafe is reached. Then, Z⋆

x(t0) =
〈
c⋆

x(t0), Gfixeddiag(s⋆
x,0)
〉

Z
is a safe set, as shown in the

following proposition that is closely related to Proposition 3.12.
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Proposition 3.14 (Properties of (3.22)): Let s⋆
x,0, c⋆

x(t0), Z⋆
u(·) be the solution of (3.22)

for kx,0 ∈ N>0 and Ssafe ⊆ X . Then, Z⋆
x(t0) =

〈
c⋆

x(t0), Gfixeddiag(s⋆
x,0)
〉

Z
is a safe set. ■

Proof. The constraints in (3.22d) and (3.22e) enforce robust constraint satisfaction during
the time interval [0, tkx,0). In addition, the constraint in (3.22c) ensures that the CT state
trajectory x(·) starting in Z⋆

x(t0) ends in Ssafe at tkx,0 . Because Ssafe is a safe set by assumption,
the corresponding safety-preserving controller ensures robust constraint satisfaction at all
times t ≥ tkx,0 . Therefore, the state and input constraints in (3.1) are satisfied, which implies
Z⋆

x(t0) being a safe set.

The only difference between the two COPs in (3.20) and (3.22) is the terminal constraint
in (3.20c) and (3.22c), when choosing the same parameters, the same reachability analysis
operator R̃M

Kx (·, ·, ·), and Ssafe = SKx. If kx,0 ∈ N>0 is small, (3.22) is typically preferred over
(3.20) because the zero terminal constraint is somewhat restrictive. Nevertheless, if kx,0 is large,
many additional optimization variables and constraints must be introduced in (3.22c) compared
to (3.20c) for encoding the zonotope containment condition in (2.15), because the number of
constraints and optimization variables in (3.20) is independent of SKx.

The COP in (3.22) assumes that a safe set Ssafe ⊆ X is given. By slightly modifying (3.22),
we present a one-step approach to compute a large safe set without requiring this assumption,
similar to [52]. In particular, let s⋆

x,0, c⋆
x(t0), Z⋆

u(·) be the solution of the COP

maximize
sx,0,cx(t0),Zu(·)

JZx(t0)(Zx(t0)) (3.23a)

subject to Zx(t0) = ⟨cx(t0), Gfixeddiag(sx,0)⟩Z (3.23b)
ΠxR̃M

Kx|Lw

(
tkx,0 ,Zx(t0),Zu(·)

)
⊆ Zx(t0) (3.23c)

ΠxR̃M
Kx|Lw ([tk, tk+1),Zx(t0),Zu(·)) ⊆ X for k ∈ N[0,kx,0−1] (3.23d)

ΠuR̃M
Kx|Lw ([tk, tk+1),Zx(t0),Zu(·)) ⊆ U for k ∈ N[0,kx,0−1], (3.23e)

where sx,0 ∈ Rgen(Zx(t0))
>0 is a positive generator scaling vector. There are only two differences

between (3.22) and (3.23): First, to use the zonotope containment constraint in (2.15), the
elements of the generator scaling vector sx,0 must be greater than zero in (3.23). Second,
instead of using a given safe set Ssafe as terminal set in (3.22c), the terminal set in (3.23c) is
the initial state set Zx(t0) itself. Thus, this slightly modified approach is similar to the COP in
(3.16), which aims at finding a small instead of a large safe set. In the following proposition, we
show important properties of the COP in (3.23).

Proposition 3.15 (Properties of (3.23)): Let s⋆
x,0, c⋆

x(t0), Z⋆
u(·) be the solution of (3.23)

for kx,0 ∈ N>0. Then, Z⋆
x(t0) =

〈
c⋆

x(t0), Gfixeddiag(s⋆
x,0)
〉

Z
is a safe set. If, in addition to the

feasibility of (3.23), the initial time step kx,0 = 1, Z⋆
x(t0) is an RCI set. ■

Proof. The proof is similar to Lemma 3.11 and is presented subsequently for the sake of
completeness.

Safe set: The constraint in (3.23c) ensures that the CT state trajectory x(·) starting in
Z⋆

x(t0) ends in Z⋆
x(t0) at tkx,0 . Because x(·) might leave Z⋆

x(t0) during [0, tkx,0), the constraints
in (3.23d) and (3.23e) enforce robust constraint satisfaction during the time interval [0, tkx,0).
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By induction, it follows that robust constraint satisfaction can be achieved for an infinite time
horizon if x(t0) ∈ Z⋆

x(t0), which implies that Z⋆
x(t0) is a safe set.

RCI set: If, in addition to the feasibility of (3.23), the initial time step kx,0 = 1, (3.23c)
enforces the projected reachable set of Z⋆

x(t0) to lie within Z⋆
x(t0) at ∆t. Thus, Z⋆

x(t0) is an
RCI set in this case.

To construct a large RCI set, we can alternatively slightly modify the COP in (3.15). In
particular, the cost in (3.15a) can be changed to aim for a volume maximization of the safe set,
and the constraints in (3.15b) and (3.15c) can be removed.

In summary, we can efficiently determine zonotopic safe sets for M = (A,B,W,CT) that
are as large as possible to maximize the region of operation for our system. In the following
subsection, we present recommendations to choose suitable parameters of the presented COPs.

3.5.4 Choice of Parameters
To obtain large safe sets by solving the COPs proposed in Subsections 3.5.2 and 3.5.3, it is
crucial to select suitable parameters. Thus, we recommend suitable JZx(t0), Gfixed, and kx,0 in
this subsection.

Ideally, we want to maximize the volume of the safe set Zx(t0) ⊆ X . However, computing
the volume of a general zonotope is combinatorially complex with respect to the number of
columns of the generator matrix [162]. A commonly used heuristic for maximizing the volume
of polytopic RCI sets is the volume maximization of a contained ellipsoid [132,134]. Inspired
by this approach, we propose to maximize the volume of an ellipsoid E = ⟨c, S⟩E ⊂ Rnx that
suitably approximates Zx(t0), which results in an SDP problem [54, 163, 164]. The volume
of E is proportional to det(S), and the determinant is logarithmically concave on the set of
symmetric positive definite matrices [55]. Thus, maximizing the volume of E can be achieved
by choosing log(det(S)) for the concave cost function JZx(t0) [55, Sec. 8.4.2]. To ensure that E
is a suitable approximation of Zx(t0), we also add the cost-dependent constraint

c+ S1/2ei ∈ Zx(t0) for i ∈ N[1,nx]

to the constraints of the original COPs, where ei denotes the ith unit vector of the Euclidean
space in Rnx . Thus, instead of enforcing E ⊆ Zx(t0), we opt for this simple approximation to
keep the amount of additional constraints small [165]. Instead of using an ellipsoid, we can
also aim at maximizing the volume of a multidimensional interval I = ⟨cI , diag(sI)⟩Z ⊂ Rnx

contained in Zx(t0). In this case, we choose the geometric mean of sI ∈ Rnx
>0 for JZx(t0) because

it is a monotonic function of the volume of I. To ensure that I ⊆ Zx(t0), we use the zonotope
containment condition in (2.15) and add this cost-dependent constraint to the constraints of
the original COP. Alternatively, using the sum or the geometric mean of the generator scaling
vector sx,0 for JZx(t0) are reasonable heuristics to obtain large safe sets. For instance, the
geometric mean of sx,0 is a monotonic function of the volume of Zx(t0) if the fixed generator
matrix Gfixed ∈ Rnx×gen(Zx(t0)) is an identity matrix.

To cover the state constraint set X , we can uniformly sample from the unit hypersphere and
use the obtained points as columns of Gfixed. Because uniform sampling in high-dimensional
spaces is a complex task, it is worthwhile to examine the sparsity of the system and input
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matrices [35,143]. Alternatively, a good choice for Gfixed can be the generator matrix of any
small safe set because it already incorporates some effects of the disturbance set W ⊂ Rnx .

The parameter kx,0 corresponds to the time step when all states starting in Zx(t0) reach the
other safe set. Thus, this parameter is used to balance accuracy and computational complexity.
Based on Theorem 3.13, we can also increase kx,0 until the cost in (3.20a) has converged if
the COP in (3.20) is solved. In this case, usually SKx ̸⊆ Z⋆

x(t0) or even Z⋆
x(t0) ⊆ SKx when

choosing kx,0 = 1.

3.6 Numerical Examples
In this section, we demonstrate the effectiveness of our proposed safe set approaches using
four numerical examples taken from the literature: We consider a CT double-integrator
system in Subsection 3.6.1, a DT double-integrator system in Subsection 3.6.2, a vehicle
platooning system in Subsection 3.6.3, and a chain of mass-spring-damper (MSD) systems in
Subsection 3.6.4. When simulating these systems to generate random trajectories, we use the
convex cost Jλ = ∥λ∥∞ in (2.1) to obtain the not necessarily unique parameter vectors that are
required for the control laws in (3.4) and (3.10), respectively.

3.6.1 Continuous-Time Double-Integrator System
To compare the performance of our presented safe set approaches, we consider the simple
double-integrator system

ẋ(t) =
[

0 1
0 0

]
x(t) +

[
0
1

]
u(t) + w(t)

with disturbance set W = [−0.1, 0.1]2 and state and input constraint sets X = [−1, 1]2 and
U = [−1, 1], respectively. In addition, the sampling period is ∆t = 0.1 s. Subsequently, we show
the small and large safe sets obtained by following our proposed robust control approaches.

Small Safe Sets

First, we compute small safe sets by executing Alg. 3.1. We choose the convergence tolerance
to be ϵ = 0.01. The stabilizing state feedback matrix K ∈ R1×2 is obtained using LQR-based
controller synthesis [155]. In Fig. 3.3, we visualize the computed small safe sets when choosing
different state and input weighting matrices for the LQR-based controller. Thus, Alg. 3.1
obtains small safe sets for a wide range of state feedback matrices.

Second, we solve the COP in (3.15) to construct an RCI set. For the scaling point x̊ =
center (X ), ensuring the feasibility of (3.15) requires the number of generators gen (Zx(t0))
to be at least 8. The corresponding RCI set is shown in Fig. 3.4a. In addition, we visualize
the safe sets that are obtained by executing Alg. 3.2 with ox,0 ∈ N>0 and kx,0 = 1, i.e., these
safe sets are also RCI sets based on Lemma 3.11. In particular, Alg. 3.2 determines a small
RCI set for ox,0 = 1 and the same small RCI set with only 4 generators for all ox,0 > 1. Thus,
fewer generators are needed for computing an RCI set compared to (3.15), which shows the
conservativeness of the robust control invariance approach in Subsection 3.4.2. In Fig. 3.4b,
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]T

)
and R = 1: kKx = 303.

Figure 3.3: Small safe sets of CT double-integrator system with corresponding time step kKx obtained
by executing Alg. 3.1. The stabilizing state feedback matrix K ∈ R1×2 is obtained using
LQR-based controller synthesis with different state and input weighting matrices Q ∈ R2×2

and R ∈ R, respectively. In addition, both zonotope sequences Z{0},(·) and ZX ,(·) of
Alg. 3.1 are shown.
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(a) RCI sets obtained by solving the COP in (3.15)
with gen (Zx(t0)) = 8 and by executing Alg. 3.2
with kx,0 = 1 and different ox,0 ∈ N>0.
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(b) Small safe set obtained by executing Alg. 3.2

with kx,0 = 5 and ox,0 = 1. In addition, reach-
able sets ΠxR̃M

Lw ([tk, tk+1), Z⋆
x(t0), Z⋆

u(·)) with
k ∈ N[0,kx,0−1] are shown, where a lighter gray
tone corresponds to a larger prediction horizon.

Figure 3.4: Small safe sets of CT double-integrator system with scaling point x̊ = center (X ).

we show the small safe parallelotope that is obtained by executing Alg. 3.2 with ox,0 = 1 and
kx,0 = 5. Because robust control invariance is not enforced in this case, more flexibility is
available for optimizing a smaller safe set compared to the ones in Fig. 3.4a.

Large Safe Sets

First, we compute large safe sets using the safe set scaling method in Alg. 3.3. We choose the
corresponding maximum interval radius to be ϵ = 0.01. In Fig. 3.5, we visualize the computed
scaled safe sets when choosing the same state and input weighting matrices of the LQR-based
controller as in Fig. 3.3. As can be seen, the optimal scaling factors significantly depend on
the chosen weighting matrices Q ∈ R2×2 and R ∈ R. Because the reachable sets of SKx touch
the bounds of X for Q = I and R = 20, the corresponding optimal scaling factor obtained by
executing Alg. 3.3 is only 1.0, i.e., the small safe set is not enlarged.

Second, we solve the COP in (3.20) to construct large safe sets. To cover X ⊂ R2, we choose
the columns of the fixed generator matrix Gfixed ∈ R2×10 to be 10 uniformly distributed points
around the top half unit circle. In addition, we use the sum of the generator scaling vector sx,0
for the linear cost function JZx(t0) = 1T sx,0 in (3.20a), rendering the COP in (3.20) a simple
linear programming problem. Based on Theorem 3.13, the cost in (3.20a) is monotonically
increasing with increasing initial time step kx,0 ∈ N>0. Thus, we increment kx,0 starting from 1
until the difference between two consecutive optimal costs is smaller than 10−5. In Fig. 3.6,
we visualize the evolution of the corresponding large safe sets when choosing the same state
and input weighting matrices of the LQR-based controller as in Fig. 3.3. As can be observed,
the choice of the state and input weighting matrices has only a small influence on the rate of
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and R = 1: min (I) = 1.2.

Figure 3.5: Scaled safe sets of CT double-integrator system with optimal scaling factor min (I) obtained
by executing Alg. 3.3. The state and input weighting matrices Q ∈ R2×2 and R ∈ R of the
LQR-based controller are chosen analogously to Fig. 3.3. In addition, reachable sets and
random trajectories are shown.
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Figure 3.6: Large safe sets of CT double-integrator system obtained by solving (3.20) with increasing
initial time step kx,0. The state and input weighting matrices Q ∈ R2×2 and R ∈ R of the
LQR-based controller are chosen analogously to Fig. 3.3. The large safe sets with a lighter
gray tone correspond to a larger kx,0.
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convergence and the shape of the optimal large safe sets. This observation indicates that a
wide range of stabilizing state feedback matrices can be chosen without affecting the large safe
sets. In Fig. 3.7, we show the converged large safe sets along with their reachable sets and
random trajectories. As can be seen, ΠxR̃M

Kx

(
tkx,0 ,Z⋆

x(t0),Z⋆
u(·)
)
⊆ SKx in all cases although

(3.20) only implicitly considers the small safe set SKx.
Third, we demonstrate that our safe set approach is not overly conservative. To achieve

this, we compute a tight RCI under-approximation of the DT MRCI set, which is obtained by
executing Alg. 2.2 with convergence tolerance ϵ = 10−10. In addition, we would like to solve a
DT version of the COP in (3.20). Thus, to ensure a fair comparison, we enforce satisfaction of
the state and input constraints in (3.20d) and (3.20e) only at sampling times but not between
them. Moreover, we choose the fixed generator matrix Gfixed ∈ R2×10, linear cost function
JZx(t0) = 1T sx,0, and stabilizing state feedback matrix K ∈ R1×2 analogously to the previous
paragraph. Similar to Fig. 3.6, we visualize in Fig. 3.8 the evolution of the large safe sets
when incrementing the initial time step kx,0 starting from 1 until the difference between two
consecutive optimal costs is smaller than 10−5. As can be observed, our safe sets are tight
under-approximations of the DT MRCI set, which shows that our approach is not conservative.
Similar to Fig. 3.6, the choice of the state and input weighting matrices has only a small
influence on the converged large safe set.

Fourth, we solve the COP in (3.22) to construct large safe sets when choosing the same
Gfixed ∈ R2×10 as before. In addition, the stabilizing state feedback matrix K ∈ R1×2 is obtained
using LQR-based controller synthesis with state and input weighting matrices Q = I and R = 1,
respectively. For the terminal constraint in (3.22c), we use the safe set Ssafe ⊆ X that is
obtained by executing the safe set scaling method in Alg. 3.3, which is shown in Fig. 3.5a. In
contrast to (3.20), the cost in (3.22) is not necessarily monotonically increasing with increasing
kx,0 ∈ N>0. Nevertheless, we increment kx,0 starting from 1 until the absolute difference
between two consecutive optimal costs is smaller than 10−5, which typically implies that the
terminal constraint in (3.22c) becomes inactive. In Fig. 3.9, we visualize the evolution of the
corresponding large safe sets when choosing the presented cost functions in Subsection 3.5.4.
As can be observed, the volume of the safe set can be significantly enlarged irrespective of the
chosen cost function, which mainly influences the shape of the safe sets.

Fifth, we solve the COP in (3.23) to construct large RCI sets when choosing the same
Gfixed ∈ R2×10 as before. Based on Proposition 3.15, the obtained large safe set is an RCI set if
(3.23) is feasible for the initial time step kx,0 = 1. In Fig. 3.10, we visualize such large RCI
sets when choosing the presented cost functions in Subsection 3.5.4. Compared to the large
safe sets in Fig. 3.9, all computed RCI sets result in smaller costs, i.e., in worse performance.
Nevertheless, these safe sets are RCI, a beneficial property that can be exploited.

3.6.2 Discrete-Time Double-Integrator System
To compare our safe set approaches with two other established techniques [132,134], we consider
a DT double-integrator system [166], which is used in [132, Sec. VI-A] and in [134, Sec. V-B].
The corresponding DT dynamics is

x(tk+1) =
[

1 1
0 1

]
x(tk) +

[
0
1

]
u(tk) +

[
1
1

]
wD(tk)
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Figure 3.7: Large safe sets of CT double-integrator system obtained by solving (3.20) with converged
initial time step kx,0, which correspond to the green large safe sets in Fig. 3.6. The state
and input weighting matrices Q ∈ R2×2 and R ∈ R of the LQR-based controller are chosen
analogously to Fig. 3.6. In addition, reachable sets and random trajectories are shown.
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Figure 3.8: Comparison of DT, large safe sets of CT double-integrator system and RCI under-
approximation of MRCI set, which is obtained by executing Alg. 2.2 with ϵ = 10−10.
The large safe sets are obtained by solving a DT version of (3.20). Moreover, the large safe
sets with a lighter gray tone correspond to a larger initial time step kx,0. In addition, the
state and input weighting matrices Q ∈ R2×2 and R ∈ R of the LQR-based controller are
chosen analogously to Fig. 3.6.
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Figure 3.9: Large safe sets of CT double-integrator system obtained by solving (3.22) with increasing
initial time step kx,0 using different cost functions in (3.22a). The large safe sets with a
lighter gray tone correspond to a larger kx,0.
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Figure 3.10: RCI sets of CT double-integrator system obtained by solving (3.23) using different cost
functions in (3.23a). In addition, reachable sets and random trajectories are shown.
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Figure 3.11: Evolution of the RCI set volumes of DT double-integrator system. The sets are computed
by solving (3.23) using different cost functions in (3.23a) and by following the established
approaches in [132,134].

with DT disturbance set WD = [−0.1, 0.1] and state and input constraint sets X = [−1, 1]2 and
U = [−1, 1], respectively.

Both established methods require an initial guess for a matrix P [132,134] that is similar to the
transpose of the fixed generator matrix Gfixed in our presented safe set approaches. In [132], it
is proposed to choose P [132,134] such that a regular polytope is described. Similarly, the first
author of [134] suggests in his doctoral dissertation to sample uniformly distributed points
around the top half unit circle in the two-dimensional case and to use the sampled points as rows
of P [132,134] [167, Rmk. 4]. To provide a fair comparison of the three considered approaches,
we follow this suggestion for constructing P [132,134] and Gfixed, respectively.

Because both established approaches aim at computing large RCI under-approximations of
the MRCI set, we solve the COP in (3.23) with initial time step kx,0 = 1 to construct large
RCI sets as well. In particular, we use the presented cost functions in Subsection 3.5.4, which
have also been used for generating the plots in Fig. 3.10. Moreover, both established methods
solve a sequence of SDP problems to maximize the size of the RCI set. To detect convergence,
we terminate the algorithms as soon as the difference between two consecutive cost function
values is smaller than 10−5. In addition, to obtain an initial feasible solution for the approach
in [134], we choose the two scalar parameters ψ1 and ψ2 to be 100.

In Fig. 3.11, we show the evolution of the RCI set volumes with respect to the volume of
a tight RCI under-approximation of the MRCI set, which is obtained by executing Alg. 2.2
with convergence tolerance ϵ = 10−10. When choosing Gfixed = I ∈ R2×2, the COP in (3.23) is
infeasible and, thus, the volumes of our RCI sets are zero. In contrast to our generator-scaling-
based approach, both methods in [132, 134] achieve feasibility for Gfixed = I by optimizing
the orientations. Nevertheless, when increasing the number of columns of Gfixed and rows of
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3rd follower 2nd follower 1st follower leader

dref + e(3) dref + e(2) dref + e(1)

Figure 3.12: Vehicle platooning system. The safe reference distance dref and the relative position errors
between two vehicles are shown.

P [132,134], respectively, our approach outperforms the other two unless the simple enclosed
multidimensional interval approximation is chosen as cost function. When adding more columns
to an existing Gfixed, e.g., by doubling the number of uniformly distributed samples, the volumes
of our approach are typically increasing. This increase shows that our cost function heuristics
are reasonable. In contrast to this increase in volume, the approach in [134] achieves its highest
volume when P [132,134] has only four rows, which might be caused by the used linearization
techniques [134]. Thus, increasing the complexity of the RCI set does not necessarily result in
an increase in volume, which can also be observed in Fig. 3.11 for the approach in [132].

3.6.3 Vehicle Platooning System
To demonstrate the applicability of our safe set approaches to a larger system, we consider a
vehicle platooning system with nine states and three inputs [168], which is briefly summarized
subsequently. The dynamics corresponding to the relative motion of the ith following vehicle
with i ∈ N[1,3] and its vehicle ahead is

ë(i)(t) = a(i−1)(t)− a(i)(t), (3.24)

where the relative position error e(i) ∈ R denotes the difference between the two vehicles and
a given safe reference distance dref ∈ R>0, as illustrated in Fig. 3.12. In addition, a(i) ∈ R
corresponds to the ith effective acceleration described by the drivetrain dynamics

ȧ(i)(t) = − 1
Ti
a(i)(t) + 1

Ti
u(i)(t), (3.25)

where Ti ∈ R>0 represents a time constant that is assumed to be 0.5 s for all i ∈ N[1,3] and
u(i) ∈ R is the ith control input. In addition, the acceleration of the leading vehicle a(0) is
assumed to be an unknown but bounded disturbance. In summary, the state of the platoon
is described by x =

[
e(1) ė(1) a(1) e(2) ė(2) a(2) e(3) ė(3) a(3)

]T
, the control input is

u =
[
u(1) u(2) u(3)

]T
, and the state disturbance is w =

[
0 a(0) 0 . . . 0

]T
.

The sampling period is ∆t = 0.1 s, and the state, input, and disturbance bounds are presented
in Table 3.1. Because all relative position errors are bounded by [−10, 10] m, the distance
between two following vehicles is guaranteed to be within [0, 20] m when setting dref = 10 m.
Then, compared to a nonplatooning scenario, the air drag of the following vehicles is reduced
and the fuel consumption is decreased [169].

Because vehicle-to-vehicle communication is assumed [170, 171], a central controller with
stabilizing feedback matrix K ∈ R3×9 can be designed using a linear matrix inequality (LMI)-
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Table 3.1: State, input, and disturbance bounds of vehicle platooning system.

Variables Bounds

e(1), e(2), e(3) [−10, 10] m
ė(1), ė(2), ė(3) [−5, 5] m

s
a(1), a(2), a(3) [−8, 8] m

s2

u(1), u(2), u(3) [−8, 8] m
s2

a(0) [−2, 2] m
s2

based controller synthesis [168], which results in

K =




0.8025 2.4340 −0.7877 −0.4099 0.2135 −0.0225 −0.0971 0.1813 −0.0473
0.4359 1.9070 −0.0377 0.5968 1.8129 −0.6198 −0.2975 0.0647 −0.0398
0.3566 1.7865 −0.0482 0.4236 1.6284 −0.0438 0.6363 1.5360 −0.5678


 .

(3.26)
We also want to mention that the overall system matrix (A+BK) ∈ R9×9 is a sparse matrix.
However, all entries of the matrix exponential e(A+BK)∆t are nonzero, making the exploitation
of the sparsity challenging. In addition, we ignore the underlying structure and consider the
system as a black box because we want to show the applicability of our robust control approach
to large-scale systems.

In Fig. 3.13, we visualize the small safe sets that are obtained by following the approaches
presented in Section 3.4 for the scaling point x̊ = center (X ). In particular, we execute Alg. 3.1
with convergence tolerance ϵ = 0.01 to obtain a small safe set SKx, which takes 0.4 s. In
addition, we execute Alg. 3.2 with ox,0 = 1 to obtain a small safe parallelotope, which takes
3.8 s. Moreover, we solve the COP in (3.15) to construct a small RCI set, which takes 0.2 s.
Ensuring feasibility of (3.15) requires the number of generators gen (Zx(t0)) to be at least 26,
i.e., the order of this small RCI set is similar to the one in Subsection 3.6.1. As hardly visible
in the projection onto the e(2)-ė(2)-plane, the expansion of the RCI set is smaller than 10−3 in
both of these dimensions. This small expansion might cause numerical issues when using this
small RCI set in other robust control applications.

In Fig. 3.14, we visualize the large safe sets that are obtained by following some approaches
presented in Section 3.5. In particular, we execute Alg. 3.3 with maximum interval radius ϵ = 0.01
to obtain the scaled safe set S⋆

Kx ⊆ X , which takes 0.3 s. In addition, we use S⋆
Kx as safe

terminal set Ssafe when solving the COP in (3.22), which takes 30 s. In particular, we use
the geometric mean of the generator scaling vector sx,0 ∈ R27

≥0 for the cost function JZx(t0) in
(3.22a). Moreover, the fixed generator matrix Gfixed ∈ R9×27 is chosen as the generator matrix
of S⋆

Kx, and the initial time step is kx,0 = 30. We also want to mention that the COP in (3.23)
is infeasible when choosing the same Gfixed and kx,0 = 1, i.e., an RCI set is not computed
successfully based on Proposition 3.15. This infeasibility indicates that enforcing robust control
invariance is more sensitive to parameter choices than guaranteeing safety.

Similarly, we are unable to compute a DT RCI set using established techniques [40, 132,134].
In particular, the exponential computational complexity of polytopic set operations prevents
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X Alg. 3.1 with ϵ = 0.01
(3.15) with gen (Zx(t0)) = 26 Alg. 3.2 with ox,0 = 1 and kx,0 = 16
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Figure 3.13: Two-dimensional projections of small safe sets of vehicle platooning system with scaling
point x̊ = center (X ).
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Figure 3.14: Two-dimensional projections of large safe sets of vehicle platooning system, which are
obtained by executing Alg. 3.3 and by solving the COP in (3.22) with safe terminal
set S⋆

Kx. In addition, reachable sets and random trajectories are shown.
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the synthesis of an RCI under-approximation of the MRCI set [40], which is implemented by
Alg. 2.2. To use the methods in [132, 134], we proceed analogously to Subsection 3.6.2, i.e.,
we use the transpose of Gfixed as P [132,134] ∈ R27×9. Because a nine-dimensional set must be
converted from half-space to vertex representation in [134], this method also suffers from a
high computational complexity and an error is thrown by the used MATLAB toolbox [77]. In
addition, the number of scalar inequalities scales exponentially with the dimension of the state
space. Similarly, following the approach in [132] led to an initial infeasible solution, which can
also be observed for smaller dimensional systems.

3.6.4 Chain of Mass-Spring-Damper Systems
To demonstrate the scalability of our safe set approaches, we consider a chain of N ∈ N>0 MSD
systems [172,173], which is briefly summarized subsequently. The dynamics corresponding to
the ith MSD system with i ∈ N[2,N−1] is

[
ẋ(2i−1)(t)
ẋ(2i)(t)

]
=
[

0 1
−2k −2d

][
x(2i−1)(t)
x(2i)(t)

]
+
[

0
u(i)(t)

]

+
[

0 0
k d

][
x(2(i+1)−1)(t) + x(2(i−1)−1)(t)
x(2(i+1))(t) + x(2(i−1))(t)

]
+
[
w(2i−1)(t)
w(2i)(t)

]
,

where k = 3 and d = 3 are the spring and damper parameters of all systems. Similarly, the
dynamics corresponding to the first and the last MSD systems are

[
ẋ(1)(t)
ẋ(2)(t)

]
=
[

0 1
−k −d

][
x(1)(t)
x(2)(t)

]
+
[

0
u(1)(t)

]
+
[

0 0
k d

][
x(3)(t)
x(4)(t)

]
+
[
w(1)(t)
w(2)(t)

]

[
ẋ(2N−1)(t)
ẋ(2N)(t)

]
=
[

0 1
−k −d

][
x(2N−1)(t)
x(2N)(t)

]
+
[

0
u(N)(t)

]

+
[

0 0
k d

][
x(2(N−1)−1)(t)
x(2(N−1))(t)

]
+
[
w(2N−1)(t)
w(2N)(t)

]
.

The sampling period is ∆t = 0.1 s, and the disturbance, state, and input constraint sets are
W = [−0.1, 0.1]2N , X = [−1, 1]2N , and U = [−10, 10]N , respectively. Moreover, the stabilizing
state feedback matrix K ∈ RN×2N is obtained using LQR-based controller synthesis [155],
where both state and input weighting matrices are identity matrices. Subsequently, we report
the computation times of our small and large safe set approaches presented in Sections 3.4
and 3.5, respectively. As mentioned in Section 2.5, we always exclude the time for modeling a
COP with YALMIP [66] when reporting the computation time for solving it.

Small Safe Sets

Because no time-consuming optimization problem is solved in Alg. 3.1, the corresponding
computation times in Table 3.2 are always smaller than 1 s. In addition, when decreasing the
convergence tolerance ϵ ∈ R>0, the computation time and the corresponding time step kKx

usually increase while the zonotope order order (SKx) of the small safe set SKx ⊆ X decreases.
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Table 3.2: Small safe sets obtained by executing Alg. 3.1 with varying convergence tolerance ϵ for a
chain of N MSD systems.

N ϵ computation time [s] order (SKx) kKx

2 10−1 0.079 1 42
2 10−2 0.029 1 60
2 10−3 0.041 1 96

3 10−1 0.026 1 42
3 10−2 0.045 1 60
3 10−3 0.120 1 96

4 10−1 0.039 3 42
4 10−2 0.070 2 60
4 10−3 0.173 2 96

5 10−1 0.061 10 42
5 10−2 0.135 5 66
5 10−3 0.280 3 97

6 10−1 0.122 18 43
6 10−2 0.251 13 71
6 10−3 0.567 12 102

7 10−1 0.207 21 43
7 10−2 0.407 17 74
7 10−3 0.747 16 104

This relationship holds because SKx becomes a tighter over-approximation of the DT mRPI set
based on Lemma 3.8.

The results for computing small RCI sets obtained by solving (3.15) with scaling point x̊ =
center (X ) are shown in Table 3.3. As the dimension of the system increases, the number of
generators gen (Zx(t0)) of Zx(t0) must also be increased to ensure the feasibility of (3.15) based
on Proposition 3.10. Nevertheless, the computation time for solving (3.15) scales moderately
with the dimension of the state space nx = 2N when keeping gen (Zx(t0)) constant, as can be
seen in the penultimate column of Table 3.3. Moreover, the optimal cost s⋆

X , which we minimize
in (3.15), increases only slightly with the system dimension and seems to converge, as shown in
the last column.

The results for computing small safe sets obtained by executing Alg. 3.2 with scaling
point x̊ = center (X ), initial time step kx,0 = 3, and varying zonotope order ox,0 ∈ N>0 are
shown in Table 3.4. For all systems, it is possible to compute a small safe set whose zonotope
order ox,0 is only 1. In contrast to these simple parallelotopes, the zonotope order of the small
RCI sets in Table 3.3 is always equal or greater than 4. This observation indicates that enforcing
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Table 3.3: Small RCI sets obtained by solving (3.15) with scaling point x̊ = center (X ) for a chain of
N MSD systems.

N min gen (Zx(t0)) for feasibility gen (Zx(t0)) = 100

computation time [s] s⋆
X

2 16 0.184 0.130
3 38 0.229 0.142
4 56 0.419 0.144

5 68 0.634 0.145
6 84 7.837 0.145
7 98 2.974 0.146

Table 3.4: Small safe sets obtained by executing Alg. 3.2 with scaling point x̊ = center (X ), initial
time step kx,0 = 3, and varying zonotope order ox,0 for a chain of N MSD systems.

N ox,0 computation time [s] s⋆
X

2 1 0.109 0.053
2 2 0.205 0.045
2 3 0.118 0.043

3 1 0.170 0.057
3 2 0.285 0.053
3 3 0.365 0.051

4 1 0.349 0.066
4 2 0.738 0.058
4 3 1.028 0.050

5 1 1.306 0.083
5 2 1.775 0.049
5 3 4.857 0.046

6 1 4.887 0.094
6 2 7.684 0.067
6 3 11.475 0.067

7 1 3.109 0.116
7 2 6.345 0.075
7 3 27.862 0.066
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Table 3.5: Large safe sets obtained by executing Alg. 3.3 with varying maximum interval radius ϵ and
small safe set SKx from Table 3.2 for a chain of N MSD systems.

N ϵ order (SKx) kKx computation time [s] min (I)

2 10−1 1 42 0.017 1.475
2 10−2 1 60 0.052 1.826
2 10−3 1 96 0.155 1.859

3 10−1 1 42 0.016 1.165
3 10−2 1 60 0.094 1.420
3 10−3 1 96 0.380 1.451

4 10−1 3 42 0.001 1.000
4 10−2 2 60 0.115 1.134
4 10−3 2 96 0.549 1.161

5 10−1 10 42 0.001 1.000
5 10−2 5 66 0.086 1.018
5 10−3 3 97 0.239 1.005

6 10−1 18 43 0.002 1.000
6 10−2 13 71 0.003 1.000
6 10−3 12 102 1.119 1.025

7 10−1 21 43 0.004 1.000
7 10−2 17 74 0.313 1.013
7 10−3 16 104 1.219 1.015

robust control invariance is more complicated than guaranteeing safety, similar to the small
safe set results in Subsection 3.6.1. Similar to the computation times in Table 3.3, the ones
in Table 3.4 also scale moderately with the state space dimension while the optimal cost s⋆

X
decreases when increasing the zonotope order ox,0.

Large Safe Sets

The results for computing large safe sets obtained by executing Alg. 3.3 are shown in Table 3.5,
where the maximum interval radii are identical to the convergence tolerances in Table 3.2. Thus,
the third and fourth columns of Table 3.5 are identical to the last two columns of Table 3.2.
Because a simple binary search is performed in Alg. 3.3, the reported computation times in the
fifth column of Table 3.5 are always smaller than 1.3 s. Thus, Alg. 3.3 is well suited for quickly
computing safe sets of large-scale systems.

For the following large safe set approaches that solve an optimization problem, we choose
the concave cost function JZx(t0) to be log(det(S)) with S ∈ R2N×2N being the symmetric
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positive definite shape matrix of the approximative ellipsoid, as explained in Subsection 3.5.4.
In addition, Z⋆

x,(3.15)(t0) denotes the small RCI set obtained by solving (3.15) with scaling
point x̊ = center (X ) and gen

(
Z⋆

x,(3.15)(t0)
)

= 100. Thus, the construction of Z⋆
x,(3.15)(t0)

corresponds to the last two columns of Table 3.3.
The results for computing large safe parallelotopes obtained by solving (3.20) are shown

in Table 3.6, where the square fixed generator matrix Gfixed ∈ R2N×2N equals the generator
matrix of a safe set of reduced zonotope order. As shown in the fourth and last columns of
Table 3.6 and proven in Theorem 3.13, the optimal cost log(det(S⋆)) is monotonically increasing
with increasing initial time step kx,0 ∈ N>0. For instance, the optimal cost has converged for
N = 2 with kx,0 = 15. In addition, the choice of the fixed generator matrix Gfixed influences
the optimal cost only slightly, and the computation time moderately increases when increasing
N or kx,0.

The results for computing large RCI sets obtained by solving (3.23) with initial time
step kx,0 = 1 are shown in Table 3.7. In contrast to the small RCI set results in Table 3.3,
the minimum zonotope order that is required to ensure feasibility of (3.23) is equal or smaller
than 2 for all systems, as shown in the second column of Table 3.7. This minimum zonotope
order indicates that the large RCI set approach is less conservative than the small RCI set one,
although a fixed generator matrix is used. As shown in the penultimate column of Table 3.7,
the computation time for solving (3.23) to obtain large safe sets scales moderately with the
state space dimension nx = 2N . Moreover, the optimal costs log(det(S⋆)) in the last column
of Table 3.7 are larger than the ones in Table 3.6, which is enabled, inter alia, by the bigger
zonotope order of 3 instead of 1.

3.7 Summary
In this chapter, we have presented efficient methods for synthesizing zonotopic safe sets along
with corresponding safety-preserving controllers, which ensure robust constraint satisfaction for
an infinite time horizon. First, we have computed reachable sets when using a simple state
feedback controller and a slightly more sophisticated disturbance feedback controller.

Based on the reachable set computations, we have proposed three different approaches for
computing safe sets that are as small as possible: The first one determines a small safe set
without solving an optimization problem but assumes a stabilizing state feedback matrix to be
given. This assumption is not required for our second method, which computes a small RCI set
whose number of generators must be large enough to ensure the feasibility of the corresponding
COP. To prevent the number of generators of a small safe set from becoming too large, the
third approach limits this number while using the disturbance feedback controller.

In addition to these small safe set methods, we have also proposed three different approaches
for computing safe sets that are as large as possible: The first one determines a large safe set by
uniformly scaling a small safe set without solving an optimization problem. By exploiting the
superposition principle, the second method solves a COP whose cost monotonically increases
with increasing horizon. Moreover, the third approach computes large safe sets by solving a
COP that ensures the last reachable set is contained within a safe set.

Finally, we have demonstrated the effectiveness of our proposed safe set approaches using
multiple numerical examples. In particular, to show the performance of all proposed approaches,
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Table 3.6: Large safe sets obtained by solving (3.20) with varying initial time step kx,0 for a chain of
N MSD systems. The square fixed generator matrix Gfixed ∈ R2N×2N equals the generator
matrix of a safe set of reduced zonotope order.

N kx,0 reduce (S⋆
Kx, 1) with ϵ = 10−2 reduce

(
Z⋆

x,(3.15)(t0), 1
)

computation time [s] log(det(S⋆)) computation time [s] log(det(S⋆))

2 5 0.168 0.321 0.043 0.363
2 10 0.109 0.695 0.092 0.681
2 15 0.232 0.840 0.193 0.787
2 20 0.424 0.840 0.289 0.787

3 5 0.158 0.381 0.137 0.461
3 10 0.579 0.672 0.442 0.692
3 15 0.980 0.785 0.933 0.785
3 20 1.385 0.785 1.297 0.788

4 5 0.326 0.243 0.354 0.311
4 10 0.995 0.511 1.074 0.489
4 15 2.522 0.678 2.450 0.581
4 20 3.266 0.678 3.386 0.598

5 5 0.824 0.383 0.857 0.495
5 10 2.299 0.604 2.529 0.650
5 15 5.915 0.728 6.260 0.721
5 20 5.968 0.734 6.605 0.736

6 5 0.921 0.349 0.981 0.439
6 10 3.289 0.560 3.279 0.598
6 15 7.378 0.630 7.690 0.679
6 20 12.382 0.639 13.631 0.704

7 5 1.373 0.295 1.425 0.372
7 10 5.096 0.497 4.858 0.532
7 15 14.448 0.580 14.089 0.616
7 20 25.602 0.609 26.819 0.647
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Table 3.7: Large RCI sets obtained by solving (3.23) for a chain of N MSD systems. The fixed
generator matrix Gfixed ∈ R2N×gen(Zx(t0)) equals the generator matrix of the zono-
tope reduce

(
Z⋆

x,(3.15)(t0), order (Zx(t0))
)

.

N min order (Zx(t0)) for feasibility order (Zx(t0)) = 3

computation time [s] log(det(S⋆))

2 1 0.122 0.817
3 1 0.140 0.841
4 1 0.349 0.730

5 1 0.634 0.790
6 2 0.981 0.730
7 2 1.481 0.688

we have considered a simple two-dimensional system such that no projection is required to
visualize them along with their reachable sets. To demonstrate the scalability of our robust
control methods, we have also used a chain of MSD systems. Because all of our proposed
approaches use zonotopes as set representations and are based on scalable reachability analysis
and convex optimization, they scale moderately with the dimension of the system. In the
following chapter, we incorporate our large safe sets into one of the most popular control
methods, namely, MPC.
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In this chapter, which is based on [47,50], we propose a real-time robust output feedback model
predictive control (MPC) approach that uses our large safe sets presented in Section 3.5 as
terminal sets. After introducing the concept of MPC and reviewing the relevant literature
in Section 4.1, we formulate the control goal of this chapter in Section 4.2. In addition, we
present some preliminaries in Section 4.3. In Section 4.4, we propose our scalable robust output
feedback dual-mode MPC approach for sampled-data systems that explicitly considers the
computation time of the online optimal MPC problem. To demonstrate the effectiveness of
our approach, we consider two numerical examples in Section 4.5. Finally, we summarize this
chapter in Section 4.6.

4.1 Introduction and State of the Art
Over the past few decades, MPC has become a very successful approach for controlling complex
dynamical systems in industry [174, 175]. For instance, MPC is used in the automotive
industry [176], in health care [177], in power electronics [178], in air conditioning systems [179],
and in the field of finance [180]. Thus, MPC is also known as “most popular control”. Its
great popularity can be attributed to its simple concept and ability to effectively deal with
state and input constraints [41–43,128,181], which is impossible with linear-quadratic regulator
(LQR)-based controller synthesis [155].

Typically, (implicit) MPC follows a three-step iterative online scheme: At each sampling
time tk = k∆t, it

1. measures/estimates the current state of the system;

2. solves an online optimization problem on a moving horizon of N ∈ N>0 to obtain an
optimal input sequence, as illustrated in Fig. 4.1; and

3. applies only the first input of this sequence to the system until the next sampling time.

Because of the moving prediction window, MPC is also known as moving or receding horizon
control. Instead of iteratively solving an optimization problem online, explicit MPC solves
a reformulation of this problem offline as a function of the state [182, 183]. By solving this
offline multi-parametric programming problem once [77], the dependence of the controller on
the state is given explicitly instead of defining it implicitly by the online optimization problem.
Although explicit MPC is often used to achieve small sampling periods on embedded platforms,
it is usually limited to small problems due to its high computational complexity [184].

When using MPC in safety-critical applications, it is crucial to formally guarantee robustness
against disturbances. Thus, robust MPC approaches that ensure robust constraint satisfaction
despite unknown but bounded disturbances are required [160,185–187]. Initially, robust MPC

75



4 Model Predictive Control

t0 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12
−10

−5

0

5

10

∆t prediction horizon N

time t

past state predicted state
past input predicted optimal input

Figure 4.1: MPC concept. At current initial time t3, an optimization problem is solved on a moving
horizon of N = 7.

has been applied to linear systems with state feedback control. Because a min-max optimization
over general feedback controllers easily becomes impractical due to its high computational
complexity [188–191], tube-based MPC approaches have been proposed [192,193]. The key idea
is to ensure that the state of the system stays within a tube surrounding the nominal trajectory
that satisfies the state and input constraints. Thus, by tightening the constraints appropriately,
only the disturbance-free nominal prediction model is required for online computations, whereas
computationally expensive set operations are performed offline. In addition, many extensions
and generalizations of the traditional tube-based MPC approach exist [194–196].

Depending on the application, these robust MPC approaches have also been successfully
applied in real time. For instance, a system of oscillating masses with sampling periods in the
order of 1 ms and the trajectory tracking of a mobile robot with a sampling period of 350 ms
are studied [197,198]. To enable real-time computations, set-based reachability analysis can
also be used in a second step to formally verify that the solution of an approximate optimal
MPC problem robustly satisfies the state and input constraints [96].

When using MPC in real-world environments, the exact measurement of the system state
is typically unavailable. Thus, in addition to state feedback MPC, output feedback MPC
approaches that use noisy measurements of the system have been proposed. Based on these
measurements, a simple linear Luenberger state observer is often used in robust output feedback
MPC to estimate the inaccessible state of the system [199–202]. In addition, there also exist
more sophisticated methods that incorporate set-membership and moving horizon estimation
into MPC [203–207]. These methods use not only the a priori known error sets but also the
noisy measurements obtained online to provide more accurate state estimates at the expense of
increased computational complexity.

Most literature on robust MPC deals with discrete-time (DT) models. Thus, constraint
satisfaction is only guaranteed at discrete time steps while assuming that the solution of the
optimal MPC problem can be obtained instantaneously. However, most real-world control
applications can be accurately modeled by sampled-data systems, where a continuous-time (CT)
physical plant is controlled by a DT digital controller. Therefore, robust constraint satisfaction
must also be guaranteed between two discrete sampling times. Because of its high practical
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relevance, the consideration of sampled-data robust MPC approaches has gained popularity
over the past few years [208, 209]. For instance, the approach in [193] has been extended to
deal with sampled-data systems in [210]. However, in this extension, the unknown but bounded
disturbance is assumed to be constant between two sampling times, which is quite unrealistic.

Because most robust MPC approaches suffer from high computational complexity, centralized
methods are usually unsuitable for handling large-scale systems. For instance, the computation
of a polytopic invariant terminal set is difficult for large-scale systems because performing the
required polytopic set operations becomes intractable [211], as shown in Table 2.1. Typically,
these problems can only be overcome if the original control problem can be decomposed into
simpler ones, as in distributed and decentralized MPC [146, 212, 213]. Instead of polytopes,
ellipsoids are also widely used in MPC approaches to analyze the evolution of the disturbance
based on scalable ellipsoidal reachability analysis [97,98]. However, ellipsoids under-approximate
typical constraints represented by multidimensional intervals in high dimensions very poorly [129,
142], increasing conservativeness.

It is clear from the presented literature review that it is an unresolved issue to provide
a scalable, real-time, robust output feedback MPC approach for sampled-data systems. In
this chapter, we address this issue by incorporating our efficient large safe set computations
proposed in Section 3.5 into robust output feedback MPC. In particular, we use our large
safe sets as terminal sets in the optimal MPC problem, which is iteratively solved online on a
moving horizon, as shown in Fig. 4.1. Because the computation time for solving this convex
optimization problem (COP) is nonnegligible, we explicitly consider it in our reachability
analysis to avoid invalidating the formal safety guarantees. In addition, we use a simple linear
Luenberger state observer to estimate the inaccessible state of the system. Before we present our
scalable, real-time, robust output feedback MPC approach, we formulate the control problem
of this chapter in the following section.

4.2 Problem Formulation
In this chapter, we consider a CT, linear time-invariant (LTI) system that evolves according to
(2.20), i.e., it is compactly represented by the model M = (A,B,W,CT). Instead of making
the simplifying assumption that the state of the system is directly measurable, as done in
Chapter 3, only noisy measurements

yD(tk) = CDx(tk) + vD(tk) (4.1)

are available at periodic sampling times tk, where CD ∈ Rny×nx is the output matrix and
vD(tk) ∈ Rny is the unknown output disturbance at tk. Similar to the zonotopic state disturbance
set W, the output disturbance set VD = ⟨cVD

, GVD
⟩Z ⊂ Rny contains the unknown output

disturbance at all times, i.e., vD(·) ∈ VD. As for the state and input constraints in (3.1), in
this chapter, the system in (2.20) is also constrained by

x(·) ∈ X (4.2a)
u(·) ∈ U , (4.2b)

where X = ⟨HX , hX ⟩P ⊂ Rnx and U = ⟨HU , hU ⟩P ⊂ Rnu are the state and input constraint
sets, respectively. Because W, VD, X , and U are usually represented by multidimensional
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intervals, they can be easily expressed in both half-space and generator representations using
(2.5) and (2.6). If other set representations are chosen, tight polytopic under-approximations of
X and U as well as zonotopic over-approximations of W and VD must be computed such that
the formal safety guarantees remain valid.

To formulate a meaningful sampled-data control problem, we assume that (AD, BD, CD) is
stabilizable and detectable, where AD ∈ Rnx×nx and BD ∈ Rnx×nu are the DT system and
input matrices defined in (2.27). Without loss of generality, we also assume that W, VD, X ,
and U contain the origin. Then, the control goal of this chapter is to steer the system in (2.20)
to a neighborhood of the origin while satisfying the safety constraints in (4.2).

4.3 Preliminaries
In this section, we present our clocked digital state estimator and controller. In addition, we
compute reachable sets for times tk + t with t ∈ R≥0 based on the noisy measurement yD(tk)
obtained at tk. Finally, we determine large safe sets along with corresponding safety-preserving
controllers by slightly modifying the approaches proposed in Section 3.5.

4.3.1 State Estimation and Control
The noisy measurements in (4.1) are used to compute state estimates at sampling times. To
obtain a DT state estimator, we consider the exactly discretized system dynamics in (2.28)
with corresponding model (AD, BD,WD,DT). Instead of using a computationally demanding
set-membership or strip-based observer [91,214], we choose a simple linear Luenberger state
estimator

x̂(tk+1) = ADx̂(tk) +BDu(tk) + L
(
yD(tk)− CDx̂(tk)

)
,

where L ∈ Rnx×ny is a stabilizing output injection matrix such that all eigenvalues of AD−LCD

are contained in the open complex unit disc [215]. As a result, the dynamics of the state
estimation error ξ(tk) = x(tk)− x̂(tk) and the corresponding error sets are

ξ(tk+1) = (AD − LCD)ξ(tk) + wD(tk)− LvD(tk) (4.3a)
E(tk+1) = (AD − LCD)E(tk)⊕WD ⊕ (−LVD), (4.3b)

where wD(tk) ∈ WD is the discretized state disturbance at tk, and the initial error ξ(t0) ∈ Rnx

lies within the zonotopic initial error set E(t0) ⊂ Rnx containing the origin. Thus, ξ(tk) ∈ E(tk)
for any k ∈ N, resulting in

x(tk) ∈ {x̂(tk)} ⊕ E(tk) (4.4a)
x̂(tk) ∈ {x(tk)} ⊕

(
−E(tk)

)
. (4.4b)

We also want to emphasize that we do not require E(t0) to be a robust positively invariant
(RPI) set [37,39], which would imply E(tk+1) ⊆ E(tk) and significantly simplify the reachability
analysis [200, 202]. Subsequently, we use the state estimate x̂(tk) for computing the output
feedback control input.

If x̂(tk) is guaranteed to lie within Zx̂(tk) = ⟨cx̂(tk), Gx̂(tk)⟩Z ⊂ Rnx , it can be expressed by

x̂(tk) = cx̂(tk) +Gx̂(tk)λx̂,k,
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similar to (3.2). The not necessarily unique parameter vector λx̂,k ∈ Rgen(Zx̂(tk)) with |λx̂,k| ≤ 1
can be obtained by solving (2.1) for x̂(tk) and Zx̂(tk), similar to (3.3). By generalizing the
piecewise constant state feedback controller in (3.4), we obtain the piecewise constant output
feedback control law

u(t) = Kx̂(tk) + cu(tk) +Gu(tk)λx̂,k for t ∈ [tk, tk+1), (4.5)

where Zu(tk) = ⟨cu(tk), Gu(tk)⟩Z ⊂ Rnu with generator matrix Gu(tk) ∈ Rnu×gen(Zx̂(tk)) is
the correction input zonotope at sampling time tk, and K ∈ Rnu×nx is a stabilizing feedback
matrix such that all eigenvalues of AD + BDK are contained in the open complex unit disc.
Because (AD, BD) is assumed to be stabilizable, a stabilizing K can be easily obtained, e.g., by
LQR-based controller synthesis [155].

In MPC, we iteratively solve an optimal control problem on a moving horizon at each
sampling time tk, as illustrated in Fig. 4.1 for t3. To extend our notation to account for these
iterations, we use (ti|tk) with i ∈ N to refer to the prediction for the time tk + ti made at tk. In
particular, we denote the prediction of the correction input zonotope sequence that is optimized
online based on the state estimate x̂(tk) at tk by Zu(·|tk) = ⟨cu(·|tk), Gu(·|tk)⟩Z . Analogously,
we denote the predictions of the future state and input trajectories based on x̂(tk) by x(·|tk)
and u(·|tk), respectively, where x(t0|tk) = x(tk). In Fig. 4.1, these state and input trajectory
predictions are shown in blue and green, respectively.

4.3.2 Reachability Analysis
Based on the state estimate x̂(tk) ∈ Zx̂(tk) = ⟨cx̂(tk), Gx̂(tk)⟩Z at tk, we predict reachable sets
when using the output feedback controller in (4.5) for arbitrary future sampling times ti and
time intervals [ti, ti+1) with i ∈ N. To account for the piecewise constant control law in (4.5),
we compute reachable sets for consecutive time steps of size ∆t until the specified time ti is
reached. Similar to (3.5), we introduce the following recursively defined set sequence for Zx̂(tk),
Zu(·|tk), and M = (A,B,W,CT):

R̃M
Kx̂ (t0,Zx̂(tk),Zu(·|tk), E(·))

=
〈[

cx̂(tk)
Kcx̂(tk) + cu(t0|tk)

]
,

[
Gx̂(tk)

KGx̂(tk) +Gu(t0|tk)

]〉

Z

⊕
〈
E(tk)
{0}

〉

Z

(4.6a)

⟨cx(ti|tk), Gx(ti|tk)⟩Z
= ΠxR̃M

over

(
∆t, R̃M

Kx̂ (ti−1,Zx̂(tk),Zu(·|tk), E(·))
)

(4.6b)

R̃M
Kx̂ (ti,Zx̂(tk),Zu(·|tk), E(·))

=
〈[

cx(ti|tk)
Kcx(ti|tk) + cu(ti|tk)

]
,

[
Gx(ti|tk)

KGx(ti|tk) +
[
Gu(ti|tk) 0

]
]〉

Z

⊕
〈

{0}
−KE(tk+i)

〉

Z

. (4.6c)

Similar to Theorem 3.2, we prove that the sets in (4.6) are over-approximating the augmented
reachable sets of M when using the controller in (4.5), as shown in the following proposition.
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Proposition 4.1 (Set Propagation using Output Feedback Control): For all x̂(tk) ∈
Zx̂(tk), applying the output feedback controller in (4.5) to M = (A,B,W,CT) results in

[
x(ti|tk)
u(ti|tk)

]
∈ R̃M

Kx̂ (ti,Zx̂(tk),Zu(·|tk), E(·)) ,

where i ∈ N. ■

Proof. The structure of the output feedback controller in (4.5) is identical to the structure of
the state feedback controller in (3.4). In addition, by using the relations in (4.4), the proof by
induction follows the same line of thoughts as Theorem 3.2.

We have focused on performing reachability analysis for discrete sampling times ti when using
the output feedback controller in (4.5). Nevertheless, the state and input constraints in (4.2)
must be satisfied not only at but also between sampling times. Thus, based on Proposition 4.1
and (2.22b), we compute reachable sets for an arbitrary time interval [ti, ti+1) with i ∈ N
according to

R̃M
Kx̂ ([ti, ti+1),Zx̂(tk),Zu(·|tk), E(·)) = R̃M

over

(
[0,∆t), R̃M

Kx̂ (ti,Zx̂(tk),Zu(·|tk), E(·))
)
. (4.7)

Then, the projection of the over-approximative reachable set onto the original state and
input space is obtained by ΠxR̃M

Kx̂ (·,Zx̂(tk),Zu(·|tk), E(·)) and ΠuR̃M
Kx̂ (·,Zx̂(tk),Zu(·|tk), E(·)),

respectively. In summary, we can efficiently compute the set of states and inputs that are
reachable for all state estimates x̂(tk) ∈ Zx̂(tk) at tk when applying the output feedback
controller in (4.5) to M = (A,B,W,CT).

Similar to Theorem 3.6, we can also separate the reachable sets in (4.6) and (4.7) into
controllable and uncontrollable parts based on the superposition principle. To enable formal
safety guarantees, we separate all involved set operations in an over-approximative way, as
presented in the following proposition.

Proposition 4.2 (Separation of Output Feedback Reachable Sets): The reachable sets
in (4.6) and (4.7) for M = (A,B,W,CT) can be separated by

R̃M
Kx̂ (ti,Zx̂(tk),Zu(·|tk), E(·)) = R̃(A,B,{0},CT)

Kx̂ (ti,Zx̂(tk),Zu(·|tk), {0})
⊕ R̃M

Kx̂ (ti, {0}, {0}, E(·))
R̃M

Kx̂ ([ti, ti+1),Zx̂(tk),Zu(·|tk), E(·)) ⊆ R̃(A,B,{0},CT)
Kx̂ ([ti, ti+1),Zx̂(tk),Zu(·|tk), {0})
⊕ R̃M

Kx̂ ([ti, ti+1), {0}, {0}, E(·)) . ■

Proof. The structure of the output feedback controller in (4.5) is identical to the structure
of the state feedback controller in (3.4). In addition, all operations required to compute the
reachable sets in (4.6) and (4.7) are identical to those in Theorem 3.6. Therefore, the proof
follows the same line of thoughts as Theorem 3.6.

In the following subsection, we use the presented reachable set computations to propose an
efficient output feedback control method to construct large safe sets based on the approaches in
Section 3.5.
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4.3.3 Safe Sets
Ensuring the satisfaction of the safety constraints in (4.2) is typically achieved by using the
controller u(t) = Kx̂(tk) for t ∈ [tk, tk+1) and constructing a polytopic RPI set [37,39]. However,
the underlying set operations become intractable for large-scale systems, as shown in Table 2.1.

To overcome this scalability problem, we have proposed efficient approaches in Section 3.5
for computing large zonotopic safe sets based on the state feedback controller in (3.4). To
incorporate the output feedback controller in (4.5) into these safe set computations, we need to
consider the following main modifications:

• The reachable set sequence in (4.6) is used instead of (3.5).

• If x(tk) ∈ Zx(tk) at tk, Zx̂(tk) = Zx(tk)⊕
(
−E(tk)

)
is guaranteed to contain x̂(tk) based

on (4.4b).

• Because we do not require the initial error set E(t0) ⊂ Rnx to be an RPI set, we compute
time-variant optimal safe sets Z⋆

x(tk) ⊆ X with corresponding optimal correction input
zonotope sequence Z⋆,◦

u (·|tk).

By performing these slight modifications, we compute optimal large safe sets Z⋆
x(tk) ⊆ X along

with corresponding optimal correction input zonotope sequence Z⋆,◦
u (·|tk), which guarantee

satisfaction of the safety constraints in (4.2) if x(tk) ∈ Z⋆
x(tk) or x̂(tk) ∈ Z⋆

x(tk) ⊕
(
−E(tk)

)
.

In the following section, these large safe sets are used as terminal sets in our robust MPC
approach.

4.4 Robust Output Feedback Model Predictive Control
In this section, we present our scalable, real-time, robust output feedback dual-mode MPC
algorithm considering a finite prediction horizon of N ∈ N>0. In the first mode of our algorithm,
we iteratively solve an optimal MPC problem on a moving horizon, as shown in Fig. 4.1. We
switch to the second mode when the state of the system is guaranteed to lie within a large safe
set, which is efficiently computed based on Section 3.5. In this second mode, the corresponding
safety-preserving controller ensures robust constraint satisfaction at all future times.

Because solving an optimal MPC problem on a moving horizon must be achieved in real
time, it is usually too computationally expensive to optimize over general zonotopes online. To
overcome this problem, we slightly simplify the controller in (4.5) that is used for the online
optimal MPC optimizations. In particular, we set the correction input generator matrix Gu(ti|tk)
with i ∈ N[0,N−1] to zero, i.e., we use Zu(ti|tk) = ⟨cu(ti|tk),0⟩Z = cu(ti|tk) for all online optimal
MPC computations.

In this section, we explicitly consider the computation time for solving the optimal MPC
problem online, which is neglected by most existing robust MPC approaches. After introducing
the contraction constraint and stating the optimal MPC problem, we present our robust output
feedback dual-mode MPC algorithm that achieves the control goal of this chapter formulated
in Section 4.2. Finally, we propose some simplifications that significantly reduce the online
computational effort.
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· · · tk−1 tk tk+1 tk+2 tk+3 · · ·
t

c?
u(t0|tk−1) c?

u(t1|tk−1) c?
u(t2|tk−1)

c?
u(t0|tk) c?

u(t1|tk) c?
u(t2|tk)

[tk−1, tk) [tk, tk+1) [tk+1, tk+2) [tk+2, tk+3)

Figure 4.2: Optimal correction input sequences c⋆
u(·|tk−1) and c⋆

u(·|tk) for N = 3. Based on (4.8),
c⋆

u(t0|tk) = c⋆
u(t1|tk−1), which is shown in blue.

4.4.1 Computation Time Considerations
To ensure the satisfaction of the state and input constraints in (4.2), we explicitly consider the
nonzero computation time for solving the optimal MPC problem online [216]. Thus, our formal
safety guarantees remain valid despite such computational delays.

During the time interval [tk−1, tk), we solve an optimal MPC problem to optimize the
simplified correction input sequence Zu(·|tk−1) = ⟨cu(·|tk−1),0⟩Z = cu(·|tk−1), as shown in
Fig. 4.2 for N = 3. At the next sampling time tk = k∆t, the available computation time for
optimizing cu(·|tk−1) is elapsed. Then, we set

c⋆
u(t0|tk) = c⋆

u(t1|tk−1) (4.8)

and apply the input Kx̂(tk) + c⋆
u(t1|tk−1) to the system during [tk, tk+1) while we optimize

cu(ti|tk) for i ∈ N[1,N−1]. If the optimization solver requires a longer time than the sampling
period ∆t to complete, we abort the optimization prematurely. If the result of this optimization
is infeasible, we use the remainder of c⋆

u(·|tk−1) as a safe backup solution under the common
assumption that an initial feasible solution c⋆

u(·|t0) of the optimal MPC problem exists [203].
In this case, we set

c⋆
u(ti|tk) =

{
c⋆

u(t1 + ti|tk−1) for i ∈ N[0,N−2]
∅ for i = N − 1

. (4.9)

If c⋆
u(t1|tk⋆,◦−1) equals the empty set ∅ for some k⋆,◦ ∈ N, we apply the inputs of (4.5)

with optimal correction input zonotope sequence Z⋆,◦
u (·|tk⋆,◦) that guarantee robust constraint

satisfaction at all times t ≥ tk⋆,◦ based on Subsection 4.3.3. However, this approach is only valid
if x(tk⋆,◦) ∈ Z⋆

x(tk⋆,◦). Thus, we add a terminal constraint to the optimal MPC problem that
ensures the state at the end of the prediction horizon N to lie within a safe set, as visualized
in Fig. 4.3. Before we propose the optimal MPC problem that incorporates this terminal
constraint, we introduce a contraction constraint in the following subsection.

4.4.2 Contraction Constraint
Inspired by [95], we construct a simple contraction constraint such that the convergence of the
state trajectory x(·) to the origin in finite time is ensured. Based on the contraction distances

dx

(
ti, x̂(tk), cu(·|tk)

)
= α+ dist

(
ΠxR̃M

Kx̂ (ti, {x̂(tk)}, ⟨cu(·|tk),0⟩Z , E(·)) , {0}
)
, (4.10)

82



4.4 Robust Output Feedback Model Predictive Control

x̂(tk)

Z?
x(tk+2)

{x̂(tk)} ⊕ E(tk)

ΠxR̃M
Kx̂ (t1, {x̂(tk)}, 〈cu(·|tk), 0〉Z , E(·))

ΠxR̃M
Kx̂ (t2, {x̂(tk)}, 〈cu(·|tk), 0〉Z , E(·))

∆t ∆t

Figure 4.3: Overview of optimal MPC problem for N = 2 based on the state estimate x̂(tk) at tk. Our
reachability analysis guarantees that x(tk+2) ∈ ΠxR̃M

Kx̂ (t2, {x̂(tk)}, ⟨cu(·|tk),0⟩Z , E(·)) lies
within the safe set Z⋆

x(tk+2).

where α ∈ R>0 is a contraction parameter that is typically chosen close to zero, we add the
contraction constraint

N−1∑

i=1
dx

(
ti, x̂(tk), cu(·|tk)

)
−

N−1∑

i=1
dx

(
ti, x̂(tk−1), cu(·|tk−1)

)
< −α (4.11)

to the optimal MPC problem solved during [tk, tk+1). Thus, the constraint in (4.11) ensures
that

∑N−1
i=1 dx

(
ti, x̂(tk), cu(·|tk)

)
is a strictly decreasing function with respect to consecutive

time steps k, implying the convergence of the state trajectory to the origin. To disregard the
contraction constraint in (4.11) for the initial time, we define

∑N−1
i=1 dx

(
ti, x̂(t−1), c⋆

u(·|t−1)
)

=∞.
As stated in Subsection 4.4.1, we use the remainder of the previous solution c⋆

u(·|tk−1) as
a safe backup if the optimal MPC problem is infeasible. To be consistent with the update of
c⋆

u(·|tk) in (4.9), we set

dx

(
ti, x̂(tk), c⋆

u(·|tk)
)

=
{
dx

(
t1 + ti, x̂(tk−1), c⋆

u(·|tk−1)
)

for i ∈ N[1,N−2]
0 for i = N − 1

(4.12)

if the optimal MPC problem solved during [tk, tk+1) is infeasible. Instead of reusing the previous
contraction distances, we could also compute dx

(
ti, x̂(tk), c⋆

u(·|tk)
)

for i ∈ N[1,N−2] based on
(4.9) and (4.10). Nevertheless, we choose (4.12) to be consistent with the update of c⋆

u(·|tk) and
to make the contraction constraint less restrictive for the optimal MPC problem that is solved
during the following time interval.

4.4.3 Algorithm
By incorporating the computation time considerations, the terminal constraint, and the contrac-
tion constraint, the online optimal MPC problem that is solved during the time interval [tk, tk+1)
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is

minimize
cu(·|tk)

JMPC
(
x̂(tk), cu(·|tk)

)
(4.13a)

subject to (4.8) and (4.11) are satisfied (4.13b)
ΠxR̃M

Kx̂ (tN , {x̂(tk)}, ⟨cu(·|tk),0⟩Z , E(·)) ⊆ Z⋆
x(tk+N ) (4.13c)

ΠxR̃M
Kx̂ ([ti, ti+1), {x̂(tk)}, ⟨cu(·|tk),0⟩Z , E(·)) ⊆ X for i ∈ N[0,N−1] (4.13d)

ΠuR̃M
Kx̂ ([ti, ti+1), {x̂(tk)}, ⟨cu(·|tk),0⟩Z , E(·)) ⊆ U for i ∈ N[0,N−1], (4.13e)

where JMPC is a convex cost function. When choosing JMPC to be a quadratic function, the
COP in (4.13) is a simple quadratic programming problem [55]. Finally, we present our robust
output feedback dual-mode MPC approach in Alg. 4.1, where we iteratively solve the optimal
MPC problem in (4.13) in a moving horizon fashion until the safety-preserving controller takes
over. Subsequently, we describe this algorithm in more detail.

Algorithm 4.1 Robust output feedback dual-mode MPC
1: k ← 1
2: while dx

(
t1, x̂(tk−1), c⋆

u(·|tk−1)
)
̸≤ α do ▷ 1. mode

3: u(t)← Kx̂(tk) + c⋆
u(t1|tk−1) for t ∈ [tk, tk+1)

4: c⋆
u(·|tk)← solve (4.13) for x̂(tk)

5: if c⋆
u(t0|tk) ̸≡ ∅ then

6: dx

(
·, x̂(tk), c⋆

u(·|tk)
)
← apply x̂(tk), c⋆

u(·|tk) to (4.10)
7: else
8: c⋆

u(·|tk)← apply c⋆
u(·|tk−1) to (4.9)

9: dx

(
·, x̂(tk), c⋆

u(·|tk)
)
← apply dx

(
·, x̂(tk−1), c⋆

u(·|tk−1)
)

to (4.12)
10: end if
11: k ← k + 1
12: end while
13: k⋆,◦ ← k
14: λx̂,k ← solve (2.1) for Z⋆

x(tk⋆,◦), x̂(tk⋆,◦)
15: while true do ▷ 2. mode
16: u(t)← Kx̂(tk) + c⋆,◦

u (tk − tk⋆,◦ |tk⋆,◦) +G⋆,◦
u (tk − tk⋆,◦ |tk⋆,◦)λx̂,k for t ∈ [tk, tk+1)

17: k ← k + 1
18: end while

In line 2 of Alg. 4.1, we implicitly check if the unknown state x(tk) ∈ Rnx is guaranteed
to lie within the optimal large safe set Z⋆

x(tk) ⊆ X at tk. If this is the case, we switch to
the second mode and apply the inputs of the safety-preserving controller with corresponding
Z⋆,◦

u (·|tk) =
〈
c⋆,◦

u (·|tk), G⋆,◦
u (·|tk)

〉
Z

to the system in lines 15 to 18. Otherwise, the input that
is applied to the system during [tk, tk+1) is updated in line 3 based on Subsection 4.4.1. In
addition, the optimal MPC problem in (4.13) is solved until tk+1 in line 4. In case of an infeasible
solution, c⋆

u(·|tk) and dx

(
·, x̂(tk), c⋆

u(·|tk)
)

are updated based on the safe backup solution of the
previous time step in lines 8 and 9. In the following theorem, we show that Alg. 4.1 achieves
the control goal of this chapter formulated in Section 4.2.
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Theorem 4.3 (Properties of Alg. 4.1): If an initial feasible solution c⋆
u(·|t0) with corre-

sponding dx

(
·, x̂(t0), c⋆

u(·|t0)
)

is given at t1, Alg. 4.1 steers the disturbed system in (2.20) to a
neighborhood of the origin while satisfying the safety constraints in (4.2). ■

Proof. We must show two things: (i) The safety constraints in (4.2) are satisfied, and (ii) the
system reaches a neighborhood of the origin in finite time.

(i) This part of the proof is based on extending the optimized correction input sequence by
the safety-preserving control sequence and using the previous solution as a safe backup in case
of the infeasibility of the optimal MPC problem in (4.13). Because these ideas follow standard
proof techniques in robust dual-mode MPC [95], this part of the proof is omitted.

(ii) Based on Subsection 4.3.3, the safety-preserving controller steers the system to a neigh-
borhood of the origin if x(tk) ∈ Z⋆

x(tk) with k ∈ N. If

dx

(
t1, x̂(tk−1), c⋆

u(·|tk−1)
)
≤ α, (4.14)

i.e., if the condition in Alg. 4.1 is satisfied for switching to the safety-preserving controller, x(tk)
is guaranteed to be the origin or lie within Z⋆

x(tk) based on (4.10), (4.12), and (4.13c). Thus, it
remains to show that (4.14) is satisfied for some finite k.

On the one hand, if the optimal MPC problem in (4.13) solved during [tk, tk+1) is feasible, we
know that the contraction constraint in (4.11) is satisfied, i.e., the contraction rate of at least
α ∈ R>0 is guaranteed for

∑N−1
i=1 dx

(
ti, x̂(tk), cu(·|tk)

)
. On the other hand, if it is infeasible,

dx

(
·, x̂(tk), c⋆

u(·|tk)
)

is updated according to (4.12) in line 9 of Alg. 4.1, i.e., it is set equal to the re-
mainder of the previous contraction distance sequence dx

(
·, x̂(tk−1), c⋆

u(·|tk−1)
)
. By construction

of (4.12), the contraction constraint in (4.11) is simplified to −dx

(
t1, x̂(tk−1), c⋆

u(·|tk−1)
)
< −α.

This inequality holds because the condition in line 2 has been previously verified. Thus, the
contraction rate of α is also guaranteed in case of the infeasibility of (4.13). Therefore, (4.14)
is satisfied for some finite k.

4.4.4 Simplifications
Solving the optimal MPC problem in (4.13) for large-scale systems is often computationally
too expensive for real-time applications that require the sampling period ∆t to be in the order
of 100 ms. Thus, we propose some simplifications that reduce the online computational effort
while maintaining the formal safety guarantees of Theorem 4.3.

Terminal Constraint

Ideally, we want to use the terminal constraint in (4.13c), as visualized in Fig. 4.3. Although
the zonotope containment condition in (2.15) provides a way to solve (4.13c) for large-scale
systems, it is still computationally too expensive for most real-time applications. Nevertheless,
we know that the reachable set at the end of the prediction horizon can be separated by

ΠxR̃M
Kx̂ (tN , {x̂(tk)}, ⟨cu(·|tk),0⟩Z , E(·)) = ΠxR̃(A,B,{0},CT)

Kx̂ (tN , {x̂(tk)}, ⟨cu(·|tk),0⟩Z , {0})
⊕ΠxR̃M

Kx̂ (tN , {0}, {0}, E(·)) (4.15)

based on Proposition 4.2. Thus, to speed up the online computations, we also want to separate
the terminal constraint in (4.13c) based on (4.15). To achieve this goal, we decompose the
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zonotope containment condition in (2.15) into two COPs, as shown in the following proposition.

Proposition 4.4 (Separation of Zonotope Containment Condition in (2.15)): Let
Z1 = ⟨c1, G1⟩Z ⊂ Rn, Z2 = ⟨c2, G2⟩Z ⊂ Rn, and c3 ∈ Rn be given. In addition, let Γ⋆ ∈
Rgen(Z2)×gen(Z1) be the solution of the COP

minimize
Γ

JΓ(Γ) (4.16a)

subject to G1 = G2Γ (4.16b)
|Γ|1 ≤ 1, (4.16c)

where JΓ is a convex cost function. If a vector γ ∈ Rgen(Z2) exists such that

c2 − (c1 + c3) = G2γ (4.17a)∣∣∣
[
Γ⋆ γ

]∣∣∣1 ≤ 1, (4.17b)

the Minkowski addition of Z1 and {c3} is contained in Z2, i.e., Z1 ⊕ {c3} ⊆ Z2. ■

Proof. Based on (2.10a) and (2.15), Z1 ⊕ {c3} ⊆ Z2 if a matrix Γ ∈ Rgen(Z2)×gen(Z1) and a
vector γ ∈ Rgen(Z2) exist such that

G1 = G2Γ (4.18a)
c2 − (c1 + c3) = G2γ (4.18b)∣∣∣

[
Γ γ

]∣∣∣1 ≤ 1. (4.18c)

Because Γ⋆ satisfies the constraint in (4.16b), which is identical to (4.18a), feasibility of (4.17)
implies satisfaction of the zonotope containment condition in (4.18).

Based on (4.15) and Proposition 4.4, we separate the terminal constraint in (4.13c) into two
COPs: one COP corresponds to the uncontrollable part of the reachable set in (4.15) and is
solved offline, while the other COP corresponds to the controllable part and replaces (4.13c)
online. In particular, let Γ⋆

k+N of appropriate dimensions be the solution of the COP

minimize
Γk+N

∥Γk+N∥∞
subject to GRk+N,1 = GZ⋆

x(tk+N )Γk+N

|Γk+N |1 ≤ 1,

where
〈
cZ⋆

x(tk+N ), GZ⋆
x(tk+N )

〉
Z
⊆ X is the large safe set at tk+N , and

〈
cRk+N,1 , GRk+N,1

〉
Z

=
ΠxR̃M

Kx̂ (tN , {0}, {0}, E(·)) is the uncontrollable part of the reachable set in (4.15). Then, we
replace the original terminal constraint in (4.13c) by

cZ⋆
x(tk+N ) − (cRk+N,1 + cRk+N,3) = GZ⋆

x(tk+N )γk+N (4.19a)
∣∣∣
[
Γ⋆

k+N γk+N

]∣∣∣1 ≤ 1, (4.19b)
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where γk+N ∈ Rgen(Z⋆
x(tk+N )) is an optimization vector and

〈
cRk+N,3 ,0

〉
Z

= ΠxR̃(A,B,{0},CT)
Kx̂ (tN , {x̂(tk)}, ⟨cu(·|tk),0⟩Z , {0})

is the controllable part of the reachable set in (4.15). Based on Proposition 4.4, it follows that
the original terminal constraint in (4.13c) is satisfied if (4.19) is feasible.

State and Input Constraints

Based on Proposition 4.2, we also want to tighten the state and input constraints in (4.13d)
and (4.13e) offline to further reduce the online computational effort [192,194]. The constraint
tightening can be achieved by computing Minkowski differences, which are defined in (2.8d).
Although the Minkowski differences of the polytopes X or U and a zonotope Z of appropriate
dimension can be computed exactly [217, Thm. 1], its representing number of half-spaces grows
exponentially with gen (Z). Alternatively, to maintain the scalability of our approach, we
directly separate the zonotope-in-polytope containment condition in (2.14), as shown in the
following proposition.

Proposition 4.5 (Separation of Zonotope Containment Condition in (2.14)): The
Minkowski addition of Z1 = ⟨c1, G1⟩Z ⊂ Rn and Z3 = ⟨c3, G3⟩Z ⊂ Rn is contained in
Z2 = ⟨H2, h2⟩P ⊂ Rn, i.e., Z1 ⊕Z3 ⊆ Z2, if and only if

H2c1 + |H2G1|1 ≤ h2 − (H2c3 + |H2G3|1) . ■

Proof. Based on (2.10a) and (2.14), Z1 ⊕Z3 ⊆ Z2 if and only if

H2(c1 + c3) +
∣∣∣H2

[
G1 G3

]∣∣∣1 ≤ h2

⇔ H2c1 +H2c3 + |H2G1|1 + |H2G3|1 ≤ h2

⇔ H2c1 + |H2G1|1 ≤ h2 − (H2c3 + |H2G3|1) .

Based on Proposition 4.5, tightening Z2 = ⟨H2, h2⟩P ⊂ Rn by Z3 = ⟨c3, G3⟩Z ⊂ Rn

is achieved by ⟨H2, h2 − (H2c3 + |H2G3|1)⟩P , which is an under-approximation of Z2 ⊖ Z3.
Advantageously, this under-approximation does not introduce more conservativeness because
the zonotope-in-polytope containment condition is necessary and sufficient. Thus, we can
accurately and efficiently tighten the state and input constraints in (4.13d) and (4.13e) offline
by considering the uncontrollable part of the reachable sets based on Propositions 4.2 and 4.5.

Error Sets and Safe Sets

As mentioned in Subsection 4.3.1, we do not require the initial error set E(t0) ⊂ Rnx to be
an RPI set of the autonomous, DT system in (4.3a), which would imply E(ti+1) ⊆ E(ti) for
any i ∈ N [200]. To avoid computing an infinite number of error sets, we exploit the fact
that the error set sequence E(·) usually converges quickly to the minimal robust positively
invariant (mRPI) set E(t∞) ⊂ Rnx . Computing a tight RPI over-approximation E∞ ⊇ E(t∞)
can be achieved by slightly modifying our invariant set approaches in Chapter 3 or by following
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standard methods [38, 120–122]. Based on E∞, let β⋆ ∈ R≥0 be the solution of the linear
programming problem

minimize
β

β (4.20a)

subject to 0 ≤ β (4.20b)
E (tk∞) ⊆ (1 + β)E∞, (4.20c)

where a finite k∞ ∈ N is given. Then, we can use (1 + β⋆)E∞ as RPI over-approximation for all
E (tk∞+i) with i ∈ N. Therefore, only a finite number of error sets must be computed.

Similarly, it suffices to compute only a finite number of optimal large safe sets. In particular,
we replace Z⋆

x (tk∞+i) ⊆ X with Z⋆
x (tk∞) ⊆ X for all i ∈ N. It is even sufficient to compute

only Z⋆
x(tN ) ⊆ X when choosing k∞ = N and staying in the first mode for the first N time

steps in Alg. 4.1. In the following section, we use the simplifications proposed in this subsection
to enable the real-time capability of our robust output feedback MPC approach.

4.5 Numerical Examples
In this section, we demonstrate the effectiveness of our proposed robust MPC approach using
two numerical examples. In Subsection 4.5.1, we slightly modify the vehicle platooning system
considered in Subsection 3.6.3, where the state was assumed to be measurable. In addition, we
consider an under-actuated quadrotor model in Subsection 4.5.2.

For both numerical examples, we make the following choices: The sampling period is ∆t =
150 ms, the prediction horizon is N = 20, the applied correction input during [t0, t1) is 0, the con-
traction parameter used in (4.11) is α = 10−3, and the stabilizing output injection matrix L is ob-
tained by [218, Eq. 16]. In addition, to enable short computation times, we use the quadratic cost
function JMPC

(
x̂(tk), cu(·|tk)

)
=
∑N−1

i=1 LMPC
(
x̄(ti|tk), cu(ti|tk)

)
+ VMPC

(
x̄(tN |tk)

)
in (4.13a),

where LMPC(x̄, cu) = x̄T x̄+ 10cT
u cu is the stage cost, VMPC(x̄) = x̄T x̄ is the terminal cost, and

x̄(ti|tk) equals the undisturbed reachable set ΠxR̃(A,B,{0},CT)
Kx̂ (ti, {x̂(tk)}, cu(·|tk), {0}). Thus,

the optimal MPC problem in (4.13) is a simple quadratic programming problem [55]. Moreover,
we use (1 + β⋆)E∞ as RPI over-approximation for all E (tN+i) with i ∈ N, where E∞ ⊂ Rnx is
computed by Alg. 2.1 with convergence tolerance ϵ = 0.01 and β⋆ is the solution of (4.20) for
k∞ = N .

4.5.1 Vehicle Platooning System
In Subsection 3.6.3, we assumed that the state of the vehicle platoon is measurable. To
demonstrate the effectiveness of our output feedback approach, we extend the vehicle platoon
dynamics in (3.24) and (3.25) by the output equation in (4.1). In particular, the corresponding
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Table 4.1: State, input, disturbance, and initial state estimation error bounds of vehicle platooning
system.

Variables Bounds

e(1), e(2), e(3) [−10, 10] m
ė(1), ė(2), ė(3) [−5, 5] m

s
a(1), a(2), a(3) [−8, 8] m

s2

u(1), u(2), u(3) [−8, 8] m
s2

a(0) [−1, 1] m
s2

v(1), v(3), v(5) [−0.05, 0.05] m
v(2), v(4), v(6) [−0.05, 0.05] m

s
ξ(1)(t0), ξ(4)(t0), ξ(7)(t0) [−0.5, 0.5] m
ξ(2)(t0), ξ(5)(t0), ξ(8)(t0) [−0.5, 0.5] m

s
ξ(3)(t0), ξ(6)(t0), ξ(9)(t0) [−0.5, 0.5] m

s2

output matrix CD ∈ R6×9 is chosen as

CD =




1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0




,

i.e., the third, sixth, and ninth elements of the state vector cannot be measured directly,
which correspond to the effective accelerations of all three following vehicles. Moreover,
the state, input, state disturbance, output disturbance, and initial state estimation er-
ror bounds are presented in Table 4.1. The stabilizing feedback matrix K ∈ R3×9 is
the same as in (3.26). Moreover, the unknown initial state of the system is given by
x(t0) =

[
−9 m 4 m

s 7 m
s2 9 m −4 m

s 7 m
s2 3 m 3 m

s 0
]T

.
As described in Subsection 4.3.3, we slightly modify our large safe set approaches in Section 3.5

to incorporate output feedback control. Then, we execute Alg. 3.1 with convergence tolerance ϵ =
0.01 and Alg. 3.3 with maximum interval radius ϵ = 0.01 to obtain the scaled safe set S⋆

Kx̂(tN ) ⊆
X . In addition, we use S⋆

Kx̂(tN ) as safe terminal set Ssafe when solving the COP in (3.22).
In (3.22a), we use the geometric mean of the generator scaling vector sx,0 ∈ R18

≥0 for the cost
function JZx(t0). Moreover, the fixed generator matrix Gfixed ∈ R9×18 is chosen as the generator
matrix of reduce (S⋆

Kx̂(tN ), 2) and the initial time step is kx,0 = 35. Then, solving this COP to
obtain the optimal large safe set Z⋆

x(tN ) ⊆ X takes 1 min.
In Fig. 4.4, we show projections of sets and trajectories when sampling the state and output

disturbances randomly from the admissible bounds reported in Table 4.1. As can be observed,
the large safe set Z⋆

x(tN ) covers the state constraint set X quite well, and the reachable sets
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X Z⋆
x(tN )

random trajectories for x̂(t0) ΠxR̃M
Kx̂

(
[t(·), t(·)+1), {x̂(t0)}, ⟨c⋆

u(·|t0),0⟩Z , E(·)
)

{x̂(t0)} ⊕ E(t0) ΠxR̃M
Kx̂ (tN , {x̂(t0)}, ⟨c⋆

u(·|t0),0⟩Z , E(·))
x̂(·) x(·)
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ė(2
)
[ m s
]

−10 −5 0 5 10−8

−4

0

4

8

e(1) [m]

a
(1

)
[ m s2
]

−5 −2.5 0 2.5 5−8

−4

0

4

8
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Figure 4.4: Two-dimensional projections of sets and trajectories. In particular, 50 random trajectories
for the initial solution c⋆

u(·|t0) along with the corresponding reachable sets are visualized.
In addition, the unknown state trajectory x(·) and the corresponding state estimate
trajectory x̂(·) are shown for the first 20 s.
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corresponding to the initial solution touch the bounds of X . This observation indicates that
our approach is not overly conservative. Because the maximum computation time for solving
the optimal MPC problem in (4.13) is 111 ms, which is less than ∆t, we never must abort the
online optimization prematurely.

In Fig. 4.5, we visualize the corresponding state estimate, unknown state, and input trajecto-
ries for the first 20 s. As can be observed, the system is successfully steered to a neighborhood
of the origin while satisfying the safety constraints in (4.2). In addition, the norm of cu(·)
diminishes within 1 s, resulting in a quick decrease of the cost LMPC. Moreover, the switch
to the second mode of our dual-mode MPC controller is barely visible, which results in a
comfortable driving experience for all vehicles.

4.5.2 Quadrotor System
To demonstrate the computational efficiency of our approach, we also consider the twelve-
dimensional, under-actuated quadrotor system proposed in [142,219]. The system dynamics is
linearized around the hover condition to obtain a linear model. The resulting twelve states are
given by

• the spatial positions
[
x(1) x(2) x(3)

]T
∈ [−3, 3]3;

• the spatial velocities
[
x(4) x(5) x(6)

]T
∈ [−3, 3]3;

• the angular positions
[
x(7) x(8)

]T
∈ [−π/4, π/4]2, x(9) ∈ [−π, π]; and

• the angular velocities
[
x(10) x(11) x(12)

]T
∈ [−3, 3]3.

In addition, the four control inputs are given by

• the total normalized thrust u(1) ∈ [−9.81, 2.38]; and

• the second-order derivatives of the angular positions
[
u(2) u(3) u(4)

]T
∈ [−0.5, 0.5]3.

The uncertain wind is modeled by the unknown, bounded disturbance
[
w(4) w(5) w(6)

]T
∈

[−0.01, 0.01]3 that affects only the three spatial velocities. In addition, the output ma-
trix CD ∈ R12×12 in (4.1) is chosen as identity matrix I, the output disturbance set is
VD = [−0.003, 0.003]12, and the initial error set is E(t0) = [−0.03, 0.03]12. The unknown initial
state of the system is given by x(t0) =

[
2 −2 2 −1 1 −2 0 0 1 0.2 0.2 −1

]T
.

Moreover, we compute the stabilizing feedback matrix K ∈ R4×12 using LQR-based controller
synthesis [155], where the state and input weighting matrices are Q = I and R = 100I.

Analogous to Subsection 4.5.1, we slightly modify our large safe set approaches in Section 3.5
to incorporate output feedback control. Then, we execute Alg. 3.1 with convergence tolerance ϵ =
0.1 and Alg. 3.3 with maximum interval radius ϵ = 0.1 to obtain the scaled safe set S⋆

Kx̂(tN ) ⊆ X ,
which we use as large safe set Z⋆

x(tN ) in our algorithm. Executing both algorithms takes 0.5 s.
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Figure 4.5: State estimate, unknown state, and input trajectories. At sampling time step k = 54, i.e.,
at t = 8.1 s, our robust output feedback dual-mode MPC controller switches to the second
mode, which ensures robust constraint satisfaction at all future times.
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Because the maximum computation time for solving the optimal MPC problem in (4.13) is
74 ms, which is less than ∆t, we never must abort the online optimization prematurely. As the
projections of sets and trajectories are qualitatively the same compared to Figs. 4.4 and 4.5, we
omit these plots.

4.6 Summary
In this chapter, we have proposed a scalable robust output feedback dual-mode MPC algorithm
for sampled-data LTI systems. In the first mode of this algorithm, we iteratively solve an
optimal MPC problem that uses a large safe set as a terminal set. We switch to the second mode
when the state of the system is guaranteed to lie within this safe set. Then, the corresponding
safety-preserving controller formally guarantees robust constraint satisfaction at all future
times.

Because the presented large safe set methods in Section 3.5 assume the state of the sampled-
data system to be measurable, we have slightly modified these computations to incorporate
output feedback control. Based on these modified safe sets, we have computed real-time
controllers that steer the system to a neighborhood of the origin and explicitly consider the
computation time of the online optimal MPC problem. Finally, we have demonstrated the
effectiveness of our proposed robust MPC approach on a slight modification of the vehicle
platooning system considered in Subsection 3.6.3, where the state was assumed to be measurable.
Because our approach uses zonotopes as set representation and is based on scalable reachability
analysis and convex optimization, a sampling period of 150 ms is achieved for this nine-
dimensional, sampled-data system, which is impossible for existing approaches.

In the following chapter, we present our supervisory safety filter approach that iteratively
solves a COP on a moving horizon to minimally modify a desired control input. Thus, the
core of this safety filter is a robust MPC problem whose finite prediction horizon is typically
only one. To formulate any robust MPC problem, the system model and its corresponding
disturbance set are usually assumed to be given. Because we remove this assumption in the
following chapter, we perform offline set membership identification to identify models that
are conformant to a finite set of training data. As a new measurement obtained online might
invalidate the model conformance, we quickly update this conformant model online to restore
formal safety guarantees.
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In this chapter, which is based on [49,51], we propose a minimally invasive supervisory safety
filter approach that makes no assumptions about the availability of a model along with its
corresponding disturbance set. After introducing the concept of safety filters and reviewing the
relevant literature in Section 5.1, we formulate the control goal of this chapter in Section 5.2.
In Section 5.3, we perform offline set membership identification to identify models that are
conformant to a finite set of training data. Based on these conformant models, we present
our safety filter algorithm and our online conformance updates in Section 5.4, followed by a
demonstration of its effectiveness using four numerical examples in Section 5.5. Finally, we
summarize this chapter in Section 5.6.

5.1 Introduction and State of the Art
Excellent control performance is typically achieved using sophisticated control methods with
fine-tuned parameters. Due to the high complexity of these high-performance controllers, which
are obtained, e.g., using machine learning techniques, it is usually cumbersome to formally verify
safety. Nevertheless, providing formal safety guarantees for any controller can be accomplished
using an additional supervisory safety filter along with a corresponding safety-preserving or
safe backup controller. Such a filter aims at modifying the desired input of the unverified
high-performance controller in a minimally invasive or least restrictive way so that safety is
guaranteed at all times. Therefore, safety filters serve as supervisory mediators between a
simple, safe backup controller and a sophisticated, unverified high-performance controller, as
illustrated in Fig. 5.1.

System High-Performance
Controller

Safety Filter with Safe Backup Controller

usafe = arg minimize
u(x)

‖udesired − u(x)‖p

subject to u(x) is safe

x, udesiredxusafe

Figure 5.1: Safety filter concept. The safety filter can be seen as a supervisory mediator between
performance and safety.
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Because the simple concept of safety filters is compelling, they are used in a wide variety
of areas, such as safe reinforcement learning [220,221], human-in-the-loop control [129], med-
ical systems [222], motion planning [17, 18, 46], collision avoidance [223], and fault tolerant
systems [224]. Moreover, different naming conventions have been introduced in the literature
because safety filters are widely used in several disciplines. For instance, they are closely related
to safety shields [225], verified control envelopes [226], and sandboxing control [227].

Safety filters can be efficiently implemented using, e.g., reachability analysis [45, 228], in-
variance control [229, 230], barrier functions [231, 232], or command governors [44]. These
implementations usually use model predictive control (MPC) techniques [41–43, 181], where
an optimal control problem is iteratively solved online on a moving horizon of length one. By
increasing this time horizon, the corresponding safe set of the safety filter can be enlarged [130],
i.e., the region of operation of the safe backup controller can be enlarged. Because the size of
its safe set mainly determines the conservativeness of a safety filter, we refer to Section 3.1 for
a brief literature overview of large safe sets.

Because formal safety guarantees are model-based, they are only valid as long as the identified
model of the unknown system is valid [233–235]. However, perfect models are typically
unavailable. Thus, control approaches using a finite training data set have gained interest over
the past few years. For instance, a conformant model and a robust control invariant (RCI)
approximation of the minimal RCI set are simultaneously computed in [148]. However, there is
no guarantee that an unseen measurement obtained online also lies within this RCI set because
only a finite training data set was used for its construction. Thus, additional assumptions
are required to provide formal safety guarantees for an infinite time horizon. For instance,
the disturbance set is assumed to be known while the system dynamics is unknown [236,237],
which is quite unrealistic. The availability of such a priori disturbance sets is also a standard
assumption in most robust MPC approaches [41–43,160], including our robust output feedback
MPC method in Chapter 4. Alternatively, to obtain a margin that also ensures safety online,
the tightest estimate of the disturbance set can be multiplied by a safety factor greater than
one [238, 239]. However, it is unclear how to choose this safety factor without introducing
excessive conservativeness to ensure safety for an infinite time horizon.

It is clear from the literature review that minimally invasive supervisory safety filters are of
great importance for many robust control applications. However, it is an unresolved issue to
provide a scalable safety filter approach that makes no assumptions about the availability of
a model along with its corresponding disturbance set. In this chapter, we address this issue
by incorporating our efficient large safe set computations proposed in Section 3.5 into safety
filters. In contrast to existing methods, our approach is scalable while making no assumptions
about the availability of the disturbance set. In particular, we perform offline set membership
identification to identify a conformant model based on a finite set of training data. Then, we
use this identified model to compute a large safe set with a corresponding safe backup controller.
Moreover, we quickly update the conformant model, the safe set, and the safe backup controller
online because a new measurement might invalidate the identified model due to the unknown
disturbance set. Thanks to the scalability of our safety filter algorithm, these updates are
performed in real time, even for medium-sized problems. As in Chapter 4, we also consider all
online computation times for solving optimization problems to guarantee safety despite such
computational delays. Before we present our scalable safety filter approach, we formulate the
control problem of this chapter in the following section.
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5.2 Problem Formulation
Up to now, we have always assumed that a system and its corresponding disturbance set are
given. In this chapter, we consider an unknown, discrete-time (DT), time-invariant system that
evolves according to

x(tk+1) = f (x(tk), u(tk), wD(tk)) , (5.1)

i.e., it is compactly represented by the model M = (f (x, u, wD) ,WD,DT) with WD ⊂ Rnw

being the unknown, DT disturbance set. Similar to the continuous-time (CT) state and input
constraints in (3.1) and (4.2), the unknown, DT system in (5.1) is constrained by

x(·) ∈ X (5.2a)
u(·) ∈ U , (5.2b)

where X = ⟨HX , hX ⟩P ⊂ Rnx and U = ⟨HU , hU ⟩P ⊂ Rnu are the known state and input
constraint sets, respectively, which contain the origin.

To gain some knowledge about the unknown system in (5.1), sufficiently exciting training
data {x(tk), u(tk), x(tk+1)}Nk=1 is available offline [236,240], where N ∈ N>0 denotes the number
of measurements. In particular, we assume that the state of the system is directly measurable
in contrast to the problem in Chapter 4. To deal with unstable systems, the training data is
not required to be recorded from a single run of the system but can be obtained by performing
multiple short experiments. Then, the control goal of this chapter is the construction of a
scalable safety filter, i.e., the goal is to determine the minimal modification ∥ũ(tk)− u(tk)∥p of
a desired input ũ(tk) ∈ Rnu with k ∈ N such that the safety constraints in (5.2) are satisfied.

5.3 Model Conformance
In this section, we construct linear models that are conformant to or consistent with the
available offline training data. Throughout this section, we assume that the offline training
data has captured all possible system behaviors. Because the system in (5.1) is unknown, we
remove this unrealistic assumption in Section 5.4 by updating our conformant model online.

To enable formal safety guarantees, we first identify linear models that are conformant to the
offline training data [235].

Definition 5.1 (Conformant Model): Let {x(tk), u(tk), x(tk+1)}Nk=1 be a finite set of training
data. Then, M =

(
ÂD, B̂D, ŴD,DT

)
is a conformant model if for all k ∈ N[1,N ]

x(tk+1) = ÂDx(tk) + B̂Du(tk) + ŵD(tk) (5.3a)
ŵD(tk) ∈ ŴD, (5.3b)

where ÂD ∈ Rnx×nx , B̂D ∈ Rnx×nu , and ŴD ⊂ Rnx are the estimated system matrix, input
matrix, and disturbance set, respectively. ■

To decrease the conservativeness of our safety filter, we want to find the conformant
model M =

(
ÂD, B̂D, ŴD,DT

)
whose estimated disturbance set ŴD has the smallest volume.
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For simplicity, this is typically achieved in two steps [238, 241]: First, a standard system
identification is performed to obtain ÂD and B̂D [234]. Second, an optimization problem is
solved to minimize the volume of ŴD. Instead of this two-step approach, we propose to address
both aspects simultaneously by solving

minimize
M=(ÂD,B̂D,ŴD,DT)

volume of ŴD (5.4a)

subject to M is a conformant model. (5.4b)

Hence, we use state-space representations in contrast to existing set membership identification
methods [239,242], which exploit autoregressive exogenous structures.

The volume of a general zonotope Z = ⟨c,G⟩Z ⊂ Rnx can be computed exactly [162] or
estimated using sampling-based techniques [243]. However, both approaches are computationally
too expensive for large-scale systems, so we must use a suitable heuristic to cast (5.4) as a
convex optimization problem (COP). For instance, suitable choices for the cost in (5.4a) are
the 1-norm of G, or the Frobenius norm of G [93]. Nevertheless, we can exactly solve (5.4)
when restricting ŴD =

〈
cŴD

, GŴD

〉
Z

to be a parallelotope with symmetric positive definite
generator matrix GŴD

, as shown in the following proposition.

Proposition 5.2 (Conformant Model with Parallelotopic Disturbance Set): Let
{x(tk), u(tk), x(tk+1)}Nk=1 be a finite set of training data. If A⋆

D, B
⋆
D, c

⋆, G⋆ is the solution of
the COP

minimize
AD,BD,c,G

− log(det(G)) (5.5a)

subject to G = GT ≻ 0 (5.5b)∣∣Gx(tk+1)−ADx(tk)−BDu(tk)− c
∣∣ ≤ 1 for k ∈ N[1,N ], (5.5c)

M⋆ =
(
ÂD, B̂D, ŴD,DT

)
is the solution of (5.4), where ÂD = (G⋆)−1A⋆

D, B̂D = (G⋆)−1B⋆
D,

and ŴD =
〈
(G⋆)−1c⋆, (G⋆)−1〉

Z
is restricted to be a parallelotope with symmetric positive

definite generator matrix. ■

Proof. Model conformance constraint: Based on (2.2), the unique parameter vector λk ∈
Rgen(ŴD) for any ŵD(tk) ∈ ŴD =

〈
cŴD

, GŴD

〉
Z

is given by λk = G−1
ŴD

(
ŵD(tk)− cŴD

)
with

|λk| ≤ 1. By additionally using (5.3a), we obtain the model conformance constraint
∣∣∣G−1

ŴD
x(tk+1)−G−1

ŴD
ÂDx(tk)−G−1

ŴD
B̂Du(tk)−G−1

ŴD
cŴD

∣∣∣ ≤ 1,

which is equivalent to (5.5c) when choosing cŴD
= G−1c and GŴD

= G−1.
Cost function: Because GŴD

∈ Rnx×nx is symmetric positive definite, the volume of ŴD is
proportional to det

(
GŴD

)
[162]. In addition, log(det(M)) equals − log

(
det
(
M−1)) for any

symmetric positive definite matrix M ∈ Rn×n, the inverse of a symmetric positive definite
matrix is also symmetric positive definite, and the determinant is logarithmically concave on
the set of symmetric positive definite matrices [55,163]. Thus, the convex cost function in (5.5a)
selects the conformant model whose estimated disturbance set has the smallest volume.
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A matrix must be inverted when using Proposition 5.2 to obtain the optimal conformant
model M⋆. Numerical problems when computing the inverse of a matrix can be avoided by
further restricting ŴD to be a multidimensional interval, i.e., by restricting the corresponding
generator matrix to be a diagonal matrix. In this case, (5.4) is a simple linear programming
problem [59], as shown in the following proposition.

Proposition 5.3 (Conformant Model with Multidimensional Disturbance Interval):
Let {x(tk), u(tk), x(tk+1)}Nk=1 be a finite set of training data. If A⋆

D, B
⋆
D, c

⋆, g⋆ is the solution
of the linear programming problem

minimize
AD,BD,c,g

1T g (5.6a)

subject to
∣∣x(tk+1)−ADx(tk)−BDu(tk)− c

∣∣ ≤ g for k ∈ N[1,N ], (5.6b)

M⋆ =
(
ÂD, B̂D, ŴD,DT

)
is the solution of (5.4), where ÂD = A⋆

D, B̂D = B⋆
D, and ŴD =

⟨c⋆, diag(g⋆)⟩Z is restricted to be a multidimensional interval. ■

Proof. Model conformance constraint: For any ŵD(tk) ∈ ŴD =
〈
cŴD

, GŴD

〉
Z

, there exists

a λk ∈ Rgen(ŴD) with |λk| ≤ 1 such that ŵD(tk) − cŴD
= GŴD

λk. These conditions can be
equivalently reformulated as

∣∣∣ŵD(tk)− cŴD

∣∣∣ ≤ diag
(∣∣∣GŴD

∣∣∣
)

because GŴD
∈ Rnx×nx is a

diagonal matrix and zonotopes are centrally symmetric sets. By additionally using (5.3a), the
model conformance constraint in (5.6b) is obtained.

Cost function: The volume of
〈
cŴD

, GŴD

〉
Z

equals the product of the elements of

diag
(∣∣∣GŴD

∣∣∣
)
∈ Rnx

≥0, which is a nonconvex function. Nevertheless, because the model confor-
mance constraint in (5.6b) is linear, it can be equivalently separated into a single constraint
for each of the nx dimensions. Thus, there is no coupling between any of the nx elements
of diag

(∣∣∣GŴD

∣∣∣
)

. Therefore, minimizing the sum of any nx convex functions whose single

arguments are the elements of diag
(∣∣∣GŴD

∣∣∣
)

also minimizes the product of these elements,
resulting in the smallest volume of ŴD. We choose these nx convex functions as identity maps
to obtain a simple COP, resulting in the linear cost function in (5.6a).

By restricting ŴD to be a parallelotope with a symmetric positive definite generator matrix
or a multidimensional interval, we can exactly and efficiently solve the optimization problem
in (5.4). However, using such restricted set representations might be too conservative for
some applications. To overcome this potential problem, we propose another set membership
identification approach that allows ŴD to be a general zonotope and approximates the volume
minimization of ŴD by finding the minimum scaling factor s⋆

X ∈ R≥0 such that ŴD ⊆ s⋆
XX ,

similar to (3.16). To cast this problem as a COP, we use the generator scaling framework [143],
i.e., we fix the arbitrary orientations of the generators of ŴD and optimize only their scaling
factors, as shown in the following proposition.

Proposition 5.4 (Conformant Model with Zonotopic Disturbance Set): Let
{x(tk), u(tk), x(tk+1)}Nk=1 be a finite set of training data. In addition, let A⋆

D, B
⋆
D, c

⋆, s⋆
X , λ

⋆
1,
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λ⋆
2, . . . , λ

⋆
N be the solution of the COP

minimize
AD,BD,c,sX λ1,λ2,...,λN

JM (sX , λ1, λ2, . . . , λN ) (5.7a)

subject to λmax = max
(∣∣∣
[
λ1 λ2 . . . λN

]∣∣∣
)

(5.7b)

0 ≤ sX (5.7c)
⟨c,Gfixeddiag (λmax)⟩Z ⊆ sXX (5.7d)
x(tk+1)−ADx(tk)−BDu(tk) = c+Gfixedλk for k ∈ N[1,N ], (5.7e)

where JM is a convex cost function, the function max(M) in (5.7b) returns a vector containing
the maximum value of each row of M ∈ Rgen(ŴD)×N , and Gfixed ∈ Rnx×gen(ŴD) is a fixed
generator matrix. Then, M⋆ =

(
ÂD, B̂D, ŴD,DT

)
is a conformant model, where ÂD =

A⋆
D, B̂D = B⋆

D, and ŴD = ⟨c⋆, Gfixeddiag (λ⋆
max)⟩Z with λ⋆

max = max
(∣∣∣
[
λ⋆

1 λ⋆
2 . . . λ⋆

N

]∣∣∣
)

.
Moreover, ŴD ⊆ s⋆

XX . ■

Proof. For any λk ∈ Rgen(ŴD), there exists a λk ∈ Rgen(ŴD) with |λk| ≤ 1 such that Gfixedλk =
Gfixeddiag(|λk|)λk. In addition, ⟨c̄, Gfixeddiag(|λk|)⟩Z ⊆

〈
c̄, Gfixeddiag

(∣∣λ̄k

∣∣)〉
Z

for any c̄ ∈ Rnx

and λ̄k ∈ Rgen(ŴD) with |λk| ≤
∣∣λ̄k

∣∣. By using these relations, the fact that |λk| ≤ λmax for
k ∈ N[1,N ] because of (5.7b), the model conformance constraint in (5.7e), and the system
dynamics in (5.3a), it follows that the optimal M⋆ is a conformant model. In addition, the
constraints in (5.7c) and (5.7d) enforce ŴD ⊆ s⋆

XX .

It is straightforward to show that the optimal models obtained by solving (5.6) and (5.7) are
identical when choosing JM = 1T max

(∣∣∣
[
λ1 λ2 . . . λN

]∣∣∣
)

and Gfixed = I in (5.7). Thus,
the COP in (5.7) offers more flexibility at the expense of an increased computational cost.

In summary, we can efficiently compute an optimal linear model M⋆ =
(
ÂD, B̂D, ŴD,DT

)

that is conformant to the offline training data and has an estimated zonotopic disturbance set
of small volume. To define a meaningful control problem, we assume that the tuple

(
ÂD, B̂D

)

is stabilizable. If this assumption is violated, we could increase the number of measurements N ,
add more actuators, and follow more sophisticated experiment design approaches [234, 244]. In
the following section, we use the optimal conformant model M⋆ as an essential building block
in our supervisory safety filter.

5.4 Robust Safety Filter
We want to avoid having big spikes when switching between a desired control input and a
safe backup control input [245]. Thus, our safety filter aims to minimize modifying a desired
control input to ensure the satisfaction of the safety constraints in (5.2). We achieve this goal
by enforcing the state of the unknown system in (5.1) to stay within a DT, large safe set,
which is obtained by slightly modifying the approaches in Section 3.5. Because the desired
control inputs are only known during runtime, we solve an optimal control problem online,
which takes a nonnegligible amount of time [216]. Similar to Subsection 4.4.1, we explicitly
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consider such computational delays instead of assuming that optimization problems can be
solved instantaneously. In addition, we present our safety filter algorithm. Finally, we propose
our online conformance update to restore formal safety guarantees as soon as we detect that
ŵD(tk) /∈ ŴD with k ∈ N for the optimal conformant model M⋆ =

(
ÂD, B̂D, ŴD,DT

)
.

5.4.1 Safe Sets
To provide the high-performance controller in Fig. 5.1 with a large region of operation, we
use the large safe set approach in Subsection 3.5.2, which is based on a CT model. To apply
this state feedback control method to the DT model M⋆ =

(
ÂD, B̂D, ŴD,DT

)
, we need to

consider the following main modifications:

• The relation between the CT system at sampling times and the equivalent DT system is
given in (2.26) and (2.27).

• The set-based state feedback controller in (3.4) is defined only at sampling times but not
between them.

• The constraints corresponding to the time interval [tk, tk+1) are enforced only at the
sampling time tk.

By performing these slight modifications and solving (3.20), we compute optimal large safe
sets Z⋆

x(t0) ⊆ X along with corresponding Z⋆,◦
u (·) in (3.21). Then, based on Proposition 3.12,

these safety-preserving or safe backup controllers guarantee the satisfaction of the constraints
in (5.2) for M⋆ if x(t0) ∈ Z⋆

x(t0).

5.4.2 Computation Time Considerations
To compute the safe backup control input in (3.4) for the initial set Z⋆

x(t0) ⊆ X , we must find
the not necessarily unique initial parameter vector λx,0 ∈ Rgen(Z⋆

x(t0)) satisfying (3.2). Obtaining
λx,0 can be achieved by solving the COP in (3.3), which causes a nonnegligible computational
delay that invalidates the formal safety guarantees [216]. Alternatively, if the extreme points of
Z⋆

x(t0) are given, closed-form expressions of λx,0 exist [246]. However, obtaining the extreme
points of a general zonotope is a computationally complex task [75]. To ensure the scalability
of our approach, we present an efficient method for computing λx,0 without assuming that an
optimization problem can be solved instantaneously at time step 0, as shown in the following
lemma.

Lemma 5.5 (Parallelotope-in-Zonotope Parameter Vector): Let a parallelotope P =
⟨c1, G1⟩Z ⊂ Rn and a zonotope Z = ⟨c2, G2⟩Z ⊂ Rn be given. In addition, let a matrix Γ ∈
Rgen(Z)×n and a vector γ ∈ Rgen(Z) exist such that (2.15) is satisfied, where the arbitrary scaling
factor is 1. Then, a valid parameter vector λZ ∈ Rgen(Z) of Z with |λZ | ≤ 1 for parameterizing
any s ∈ P is

λZ = −γ + ΓG−1
1 (s− c1), (5.8)

i.e., s can be expressed by s = c2 +G2λZ . ■
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x(tk)

u(tk)
ũ(tk+1)

ū(tk+1)Zx(tk+1)

Z̃x(tk+2)

Zx(tk+2)

Rnx \ Z?
x(t0)

Figure 5.2: Set-based safety filter. Because applying the desired input ũ(tk+1) at time step k+ 1 might
lead to leaving the optimal safe set Z⋆

x(t0) at time step k + 2, it is minimally modified to
obtain the safe input ū(tk+1).

Proof. Based on (2.2), any s ∈ P can be parameterized by the unique parameter vector λP =
G−1

1 (s− c1) of P with |λP | ≤ 1. If (2.15a) and (2.15b) are satisfied, it follows that

c1 +G1λP = c2 +G2(−γ + ΓλP)

for any λP ∈ Rn. In addition, satisfaction of (2.15c) implies |−γ + ΓλP | ≤ 1 for all λP with
|λP | ≤ 1. Thus, choosing

λZ = −γ + ΓλP

= −γ + ΓG−1
1 (s− c1)

results in a valid parameter vector of Z for any s = c1 +G1λP .

If we know that x(t0) ∈ Rnx lies within a small parallelotope that is contained in the zonotopic
optimal safe set Z⋆

x(t0), we can compute λx,0 at time step 0 based on Lemma 5.5 without
solving an optimization problem. Before presenting our optimal control problem that explicitly
considers all computation times for solving optimization problems online, subsequently, we give
an overview of our set-based safety filter approach.

Because the desired control inputs are only known during runtime, we must solve an optimal
control problem online. To explicitly consider such nonnegligible online computational delays,
we verify the desired input not for the current but for the next time step, as illustrated in Fig. 5.2.
In particular, at time step k ∈ N, the state x(tk) ∈ Rnx is measured, and the input u(tk) ∈ Rnu

that was previously verified as safe is applied until k + 1. During this time, we want to verify
safety when applying the desired input ũ(tk+1) ∈ Rnu at k + 1. If safety might be violated, we
minimally modify ũ(tk+1) to obtain the safe input ū(tk+1) ∈ U that ensures xk+2 ∈ Z⋆

x(t0). By
evaluating the system in (5.3a) in a set-based fashion, the reachable sets in Fig. 5.2 are

Zx(tk+1) =
{
ÂDx(tk) + B̂Du(tk)

}
⊕ ŴD

Z̃x(tk+2) = ÂDZx(tk+1)⊕
{
B̂Dũ(tk+1)

}
⊕ ŴD

Zx(tk+2) = ÂDZx(tk+1)⊕
{
B̂Dū(tk+1)

}
⊕ ŴD.
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We also want to mention that it might be infeasible to find a safe input ū(tk+1) because the
optimal safe set Z⋆

x(t0) = ⟨c⋆
x(t0), G⋆

x(t0)⟩Z is usually not an RCI set.
To verify or, if necessary, minimally modify the desired input ũ(tk+1), we solve an optimal

control problem that considers all online computation times starting at time step k ∈ N. Let
ū⋆(tk+1), γ⋆(tk+2),Γ⋆(tk+2), c⋆

P(tk+2), G⋆
P(tk+2) be the solution of the COP

minimize
ū(tk+1),γ(tk+2),Γ(tk+2),

cP (tk+2),GP (tk+2)

∥ũ(tk+1)− ū(tk+1)∥p (5.9a)

subject to ū(tk+1) ∈ U (5.9b)

Zx(tk+2) =
{
Â2

Dx(tk) + ÂDB̂Du(tk) + B̂Dū(tk+1)
}

⊕ ÂDŴD ⊕ ŴD (5.9c)
⟨cP(tk+2), GP(tk+2)⟩Z = reduce

(
Zx(tk+2), 1

)
(5.9d)

GP(tk+2) = G⋆
x(t0)Γ(tk+2) (5.9e)

c⋆
x(t0)− cP(tk+2) = G⋆

x(t0)γ(tk+2) (5.9f)∣∣∣
[
Γ(tk+2) γ(tk+2)

]∣∣∣1 ≤ 1, (5.9g)

where any p-norm with p ≥ 1 can be chosen for the cost function in (5.9a). Then, the optimal
safe input at time step k + 1 is ū⋆(tk+1) ∈ U .

Instead of the standard constraint Zx(tk+2) ⊆ Z⋆
x(t0), we use (5.9d) through (5.9g) based on

Lemma 5.5 to ensure that the set-based safe backup control input in (3.4) with (3.21) can be
computed without solving an optimization problem at time step k + 2. In particular, based on
(5.8), the required initial parameter vector is

λx,0 = −γ⋆(tk+2) + Γ⋆(tk+2)
(
G⋆

P(tk+2)
)−1(

x(tk+2)− c⋆
P(tk+2)

)
. (5.10)

In addition, G⋆
P(tk+2) ∈ Rnx×nx only depends on the generator matrix of ÂDŴD ⊕ ŴD based

on (5.9d). Therefore, G⋆
P(tk+2) and its inverse

(
G⋆

P(tk+2)
)−1 are independent of the current

time step k and, thus, are computed only once. Because the inverse of a diagonal matrix can
be easily obtained, simple multidimensional interval over-approximations instead of general
parallelotopic ones can also be used in (5.9d). As a result, we only need to perform a few
simple matrix operations to compute the safe backup control input in (3.4) with (3.21) at time
step k + 2.

The COP in (5.9) is a robust MPC problem, where the length of the prediction horizon is
only one, the terminal set is not necessarily RCI, and all online computation times are explicitly
considered. Although we could easily incorporate a larger horizon that increases the region
of operation and the computation time [130], we opt for the small horizon for simplicity. In
addition, if solving (5.9) requires a longer time than the sampling period ∆t ∈ R>0 to complete,
we abort the optimization prematurely to maintain the validity of our formal safety guarantees,
similar to Subsection 4.4.1.

In summary, the optimal control problem in (5.9) minimally modifies the desired input ũ(tk+1)
while ensuring that the safe backup control input in (3.4) can be computed at time step k + 2
without solving an optimization problem. In the following subsection, we show how the COP
in (5.9) is integrated into our safety filter algorithm.
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5.4.3 Algorithm
We now present Alg. 5.1 that implements our supervisory safety filter. This algorithm proceeds
in two steps at each sampling time: First, the safe input u(tk) applied to the unknown system
in (5.1) at time step k ∈ N is computed. Second, the COP in (5.9) is solved to verify or, if
necessary, minimally modify the desired input ũ(tk+1). If (5.9) is infeasible, i.e., if ū(tk+1) equals
the empty set ∅, we use the safe backup control input at the subsequent time step k+ 1. In the
following theorem, we show that Alg. 5.1 achieves the control goal of this chapter formulated in
Section 5.2.

Algorithm 5.1 Robust safety filter
1: ū⋆(t0)← u(t0)
2: for k ← 0, 1, 2, . . . do
3: get x(tk) and ũ(tk+1)
4: if ū⋆(tk) ̸≡ ∅ then ▷ use solution of (5.9)
5: u(tk)← ū⋆(tk)
6: kx,0 ← 0 ▷ reset initial time step
7: else ▷ use safe backup control input
8: if kx,0 ≡ 0 then
9: λx,0 ← −γ⋆(tk) + Γ⋆(tk)

(
G⋆

P(tk)
)−1(

x(tk)− c⋆
P(tk)

)
▷ see (5.10)

10: kx,0 ← k ▷ update initial time step
11: end if
12: u(tk)← Kx(tk) + c⋆,◦

u

(
tk−kx,0

)
+G⋆,◦

u

(
tk−kx,0

)
λx,0 ▷ see (3.4) and (3.21)

13: end if
14: apply u(tk) to the unknown system in (5.1)
15: ū⋆(tk+1), γ⋆(tk+2),Γ⋆(tk+2), c⋆

P(tk+2), G⋆
P(tk+2)← solve (5.9) for x(tk), u(tk), ũ(tk+1)

16: end for

Theorem 5.6 (Properties of Alg. 5.1): Let SKx ⊆ X be a safe set, let Z⋆
x(t0) be the

optimal safe set obtained by solving (3.20), and let the corresponding optimal model M⋆ =(
ÂD, B̂D, ŴD,DT

)
be also conformant to all online obtained data. In addition, let x(t0) ∈

Z⋆
x(t0),

{
ÂDx(t0) + B̂Du(t0)

}
⊕ ŴD ⊆ Z⋆

x(t0), u(t0) ∈ U , and the COP in (5.9) be feasible for
x(t0), u(t0), ũ(t1). Then, the applied control inputs in Alg. 5.1 are minimal modifications of
the desired inputs so that the safety constraints in (5.2) are satisfied for the unknown system
in (5.1). ■

Proof. Because M⋆ is also conformant to all online obtained data, the satisfaction of the safety
constraints in (5.2) for the estimated system in (5.3a) implies constraint satisfaction for the
unknown system in (5.1). Thus, it is sufficient to consider (5.3a).

We use our safe backup controller to guarantee safety for an infinite time horizon. Because
the initial time was chosen to be zero during its construction in Subsections 3.5.2 and 5.4.1, we
appropriately shift the counter k ∈ N of the correction input zonotope Z⋆,◦

u (tk) in line 12 of
Alg. 5.1. Then, applying the resulting safe backup control inputs to the system ensures the
satisfaction of the safety constraints in (5.2) based on Proposition 3.12.
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If the COP in (5.9) is feasible, the control inputs in line 5 of Alg. 5.1 are minimal modifications
of the desired inputs with respect to the cost function in (5.9a). In addition, the state and
input constraints are satisfied for the next time step because of the incorporated reachability
analysis in (5.9) and Z⋆

x(t0) ⊆ X . Moreover, if the COP in (5.9) is infeasible, we use the safe
backup controller until it is feasible again.

In summary, Alg. 5.1 ensures the satisfaction of the safety constraints in (5.2) while considering
all computation times for solving optimization problems. This statement is only valid if the
optimal conformant model M⋆ =

(
ÂD, B̂D, ŴD,DT

)
is valid at all times, which, however, is

constructed offline in Section 5.3 based on a finite set of training data. Because the system in
(5.1) is unknown, we have no guarantee that ŵD(tk) ∈ ŴD for all k ∈ N. Thus, we perform
conformance updates online to restore formal safety guarantees if a model invalidation is
detected, as presented in the following subsection.

5.4.4 Online Conformance Updates
We update M⋆, Z⋆

x(t0), and Z⋆,◦
u (·) online as soon as ŵD(tk) /∈ ŴD to restore formal safety

guarantees, similar to [45]. Restoring a conformant model can be achieved by solving the COPs
presented in Section 5.3 including not only the offline training data but also all online obtained
data. Although the number of constraints scales only linearly with the amount of data, this
approach quickly poses computational and memory problems as time proceeds. Therefore, to
ensure scalability, an update is needed that is independent of the amount of online data, which
implies independence of the elapsed time.

We address this issue by fixing ÂD and B̂D of our offline-constructed optimal conformant
model M⋆ =

(
ÂD, B̂D, ŴD,DT

)
and by minimally enlarging ŴD to restore model conformance.

To enable a fast update procedure, we restrict ŴD to be a multidimensional interval
[
ŴD, ŴD

]

with lower bound ŴD and upper bound ŴD. If we detect that ŵ(i)
D (tk) < Ŵ(i)

D or Ŵ(i)
D < ŵ

(i)
D (tk)

for any i ∈ Rnx , we set Ŵ(i)
D or Ŵ(i)

D equal to ŵ
(i)
D (tk) to restore model conformance. After

updating M⋆, we also check if there still exists a small safe set SKx ⊆ X . In addition, we update
Z⋆

x(t0) by solving (3.20) and compute the resulting correction input zonotope sequence Z⋆,◦
u (·)

in (3.21).
Because no conformant model is available during these online updates, the satisfaction of the

safety constraints in (5.2) can no longer be formally guaranteed. Thus, quickly performing these
updates and reducing the probability of constraint violation using the previous safe backup
controller is the best we can do in this situation. Therefore, if ŵD(tk) /∈ ŴD, we set the control
input ū⋆(tk) in Alg. 5.1 equal to ∅ as long as our online conformance update process is running.

5.5 Numerical Examples
In this section, we demonstrate the effectiveness of our safety filter approach using four numerical
examples taken from the literature [130, 142, 143, 236]. To show the low conservativeness of
our large safe sets, we also compute tight RCI under-approximations of the maximal robust
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control invariant (MRCI) set for the two low-dimensional examples by executing Alg. 2.2 with
convergence tolerance ϵ = 10−5.

For all four numerical examples, we make the following choices: The sampling period is
∆t = 0.1 s. In addition, we increment kx,0 ∈ N>0 based on Theorem 3.13 until the cost of the
COP in (3.20) is unchanged for two consecutive iterations or 50 iterations are reached, which is
done to ensure finite termination of the iterative procedure. This final kx,0 is then used for all
subsequent online conformance updates. The cost in (3.20a) is JZx(t0) = 1T sx,0 so that (3.20) is
a simple linear programming problem [59]. After solving (3.20) for the offline training data, we
erase the ith column of Gfixed if the ith element of the optimal generator scaling vector s⋆

x,0 is
smaller than 0.05. This erasure is done because these generators of Gfixed significantly increase
the computation times when solving (3.20) online to perform conformance updates, although
the shape of the optimal Z⋆

x(t0) is typically only slightly changed as ÂD and B̂D are fixed.
Moreover, we choose the 2-norm for the cost function in (5.9a), i.e., we choose the Euclidean
norm.

As mentioned in Section 5.2, the training data is not required to be recorded from a single
run of the system but can be obtained by performing multiple short experiments. This helpful
property allows us to efficiently handle unstable systems. Because the chosen experiment
design [234,244] for training data generation is irrelevant to our approach, for simplicity, we
generate the training data by sampling uniformly from X , U , and W.

5.5.1 Two-Dimensional System without Disturbances
We consider the mass-spring-damper (MSD) example presented in [130], which is briefly
summarized subsequently. The unknown system in (5.1) is described by

x(tk+1) =
[

1.0 0.1
−0.3 0.8

]
x(tk) +

[
0.0
0.1

]
u(tk) + wD(tk).

The disturbance set isWD = {0}, and the multidimensional input and state constraint intervals
are described by U = [−2.5, 2.5], X =

[
−1 −0.4

]T
, and X =

[
1 1

]T
, respectively. The

stabilizing feedback matrix K =
[
−4.12 −5.32

]
is computed using linear-quadratic regulator

(LQR)-based controller synthesis based on approximate system and input matrices that are
assumed to be known. In addition, it is assumed that training data {x(ti), u(ti), x(ti+1)}600

i=1 is
generated by sampling uniformly from X and U . The initial state is x(t0) =

[
−0.7 1

]T
and

the desired input is ũ(tk) = 2 sin(0.01πk) + 0.5 sin(0.12πk) for k ∈ N[0,200].
By solving the linear programming problem in (5.6), we obtain the optimal conformant

model M⋆ =
(
ÂD, B̂D, ŴD,DT

)
based on the available training data. Because M⋆ equals

the unknown model (A,B, {0},DT) up to floating-point precision, we never have to update
M⋆ online. To cover X , we choose the columns of Gfixed ∈ R2×20 in (3.20) to be 20 uniformly
distributed points around the top half unit circle.

In Fig. 5.3a, we present the simulation results when choosing u(t0) = −0.2 for the initial
input. As observed, our safety filter minimally modifies the desired input only in the first
two time steps. Thus, our method intervenes significantly less than the safety filter approach
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(a) Our approach. A tight RCI under-approximation
of the MRCI set is visualized in blue, which
shows the low conservativeness of our large safe
set Z⋆

x(t0).
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(b) This figure is taken from [130]. The dotted black
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Figure 5.3: Comparison of different safety filter approaches for the two-dimensional system. Red (black)
color corresponds to states for which the desired input is (is not) minimally modified to
guarantee safety at all times. Thus, our approach intervenes significantly less compared
to [130].

in [130], whose performance is shown in Fig. 5.3b. To illustrate the low conservativeness of our
optimal safe set Z⋆

x(t0) in Fig. 5.3a, we also visualize a tight RCI under-approximation of the
MRCI set.

To compare the set membership identification methods presented in Section 5.3, we subse-
quently assume that the unknown disturbance setWD is not the origin but given by [−0.1, 0.1]2,
i.e., the volume of WD is 0.04. In Fig. 5.4, we show the volumes of the estimated disturbance
sets ŴD,(5.5), ŴD,(5.6), and ŴD,LLS that are obtained by solving (5.5), (5.6), and a linear
least-squares system identification problem with subsequent parallelotopic volume minimization,
respectively. As can be observed in Fig. 5.4, the volume of ŴD,(5.5) is always smaller than the
volume of ŴD,(5.6). In addition, both volumes are monotonically increasing and converging to
the volume of the unknown disturbance set WD from below. In contrast to this monotonic
increase, the volume of ŴD,LLS fluctuates and even exceeds WD. This observation shows the
advantage when performing system identification and volume minimization in one step.

5.5.2 Unstable Three-Dimensional System
To demonstrate the usefulness of our online conformance updates proposed in Subsection 5.4.4,
we consider the unstable system presented in [236], which is briefly summarized subsequently.
The unknown system in (5.1) is described by

x(tk+1) =



−0.5 1.4 0.4
−0.9 0.3 −1.5

1.1 1.0 −0.4


x(tk) +




0.1 −0.3
−0.1 −0.7

0.7 −1.0


u(tk) + wD(tk),
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Figure 5.4: Comparison of different system identification approaches for the two-dimensional system.
In addition to the unknown disturbance set WD, we visualize ŴD,LLS, obtained by per-
forming linear least-squares system identification with subsequent parallelotopic volume
minimization. Moreover, ŴD,(5.5) and ŴD,(5.6) are obtained by solving (5.5) and (5.6),
respectively.

and the state feedback matrix is

K =
[
−2.45 −1.29 −2.40
−0.61 −0.03 −2.18

]
. (5.11)

We assume that the unknown disturbance set is WD = [−0.04, 0.04]3, and the known
state and input constraint sets are X = [−1, 1]3 and U = [−1, 1]2, respectively. The initial
state x(t0) ∈ R3 and the initial input u(t0) ∈ R2 are the origin. The desired input ũ(tk) ∈ R2 and
the disturbance wD(tk) ∈ R3 are uniformly sampled online from U and WD for all k ∈ N[0,105].

We generate training data {x(ti), u(ti), x(ti+1)}100
i=1 by sampling uniformly from X , U , and

WD. By solving the linear programming problem in (5.6), we obtain the optimal conformant
linear model M⋆ =

(
ÂD, B̂D, ŴD,DT

)
with

ÂD =



−0.5001 1.4013 0.3991
−0.8998 0.3001 −1.5004

1.0997 0.9997 −0.4020


 (5.12a)

B̂D =




0.0994 −0.2966
−0.0997 −0.6997

0.6983 −0.9977


 (5.12b)

ŴD =



−0.0392
−0.0395
−0.0361


 , ŴD =




0.0390
0.0389
0.0387


 . (5.12c)

Thus, the state feedback matrix in (5.11) stabilizes the estimated system
(
ÂD, B̂D

)
. Never-

theless, any stabilizing feedback matrix could be deployed, e.g., using LQR-based controller
synthesis [155]. Moreover, because ŴD ⊂ WD, model invalidation will likely occur, requiring
us to update ŴD online. To cover X , we choose the columns of Gfixed ∈ R3×70 in (3.20) to be
70 uniformly distributed points around the unit ball corresponding to the Euclidean norm.
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Figure 5.5: Online conformance updates of the three-dimensional system. The time steps k ∈ N[0,105]

are marked when conformance updates are performed, i.e., when wD(tk) /∈ ŴD is detected.
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Ŵ(1)
D Ŵ(2)
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Figure 5.6: Evolution of estimated multidimensional disturbance interval ŴD of the three-dimensional
system, which is initialized in (5.12c).

In Fig. 5.5, we plot the 38 time steps k ∈ N when wD(tk) /∈ ŴD is detected. At these
time steps, we update the model, the safe set, and the safe backup controller, as proposed in
Subsection 5.4.4. Using a logarithmic scale makes it clear that most updates occur early on.

In Fig. 5.6, we visualize the evolution of the lower and upper bounds of the estimated
disturbance set ŴD, which is initialized in (5.12c). As more uniformly sampled disturbances
are gathered online, the bound changes in all three dimensions become smaller.

In Fig. 5.7, we show two-dimensional projections of the initial optimal safe set and a tight
RCI under-approximation of the initial MRCI set based on the estimated disturbance bounds
in (5.12c). In addition, we visualize the 38 updated optimal safe sets corresponding to updated
conformant models. As can be seen in the x(1)-x(2)-plot in Fig. 5.7, the updated safe sets shrink
in some generator directions but also grow in some others. Because computing a tight RCI
under-approximation of the initial MRCI set takes more than 1 min, these computations are
unsuitable for online updating. Nevertheless, our online conformance updates, which include
updating ŴD, verifying the existence of a small safe set SKx ⊆ X , and updating Z⋆

x(t0) ⊆ X
along with corresponding Z⋆,◦

u (·), take 57 ms on average with a standard deviation of 4 ms.
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Figure 5.7: Evolution of large safe sets of the three-dimensional system. The updated optimal safe
sets corresponding to updated conformant models are shown, where a lighter gray tone
corresponds to a higher number of updates.

Because the sampling period is ∆t = 100 ms, our online conformance updates are performed in
real time.

5.5.3 Nonlinear Continuous-Time Six-Dimensional System
To demonstrate the generalizability of our DT safety filter approach, we consider the non-
linear, CT, longitudinal quadrotor model proposed in [143,247], which is briefly summarized
subsequently. The unknown system is described by the set of ordinary differential equations

ẋ(1) = x(3) (5.13a)
ẋ(2) = x(4) (5.13b)

ẋ(3) = u(1)n1 sin
(
x(5)

)
(5.13c)

ẋ(4) = u(1)n1 cos
(
x(5)

)
− g (5.13d)

ẋ(5) = x(6) (5.13e)
ẋ(6) = −d0x

(5) − d1x
(6) + n0u

(2), (5.13f)

where x(1) to x(6) represent the horizontal and vertical positions, horizontal and vertical
velocities, roll, and roll velocity, respectively. The constant parameters are g = 9.81, d0 = 70,
d1 = 17, n0 = 55, n1 = 0.89/1.4, and the multidimensional state and input constraint intervals
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are described by

X =
[
−1.7 0.3 −0.8 −1 −π/12 −π/2

]T

X =
[

1.7 2.0 0.8 1 π/12 π/2
]T

U =
[
g/n1 − 1.5 −π/12

]T

U =
[
g/n1 + 1.5 π/12

]T
.

To satisfy our assumption that X and U contain the origin, we perform a simple coordi-
nate transformation, i.e., we shift x(2) by −1.15 and u(1) by −g/n1. We generate training
data {x(ti), u(ti), x(ti+1)}100

i=1 by using the MATLAB function ode451 to solve (5.13) and by
sampling uniformly from X and U . In addition, we compute the stabilizing feedback ma-
trix K ∈ R2×6 using LQR-based controller synthesis [155], where the state and input weighting
matrices are Q = 10I and R = I. The fixed generator matrix Gfixed ∈ R6×48 in (3.20) is
taken from [143]. The initial state is x(t0) =

[
0 1.15 0 0 0 0

]T
and the initial input is

u(t0) =
[
g/n1 0

]T
. Moreover, the desired input ũ(tk) ∈ R2 is uniformly sampled online from

U for all k ∈ N[0,105].
Because solving (3.20) initially for the offline training data takes 19 s, we slightly simplify

(3.20) to enable real-time conformance updates. In particular, we restrict Zx(t0) and Zu(·)
to be scaled versions of the optimal initial zonotopes, as shown in Fig. 5.8. As a result, our
update takes only 145 ms on average with a standard deviation of 8 ms. Thus, our approach
can update formal safety guarantees at sampling times for nonlinear, CT systems in real time.

To demonstrate the difficulty of this numerical example, we compare our results with two
existing methods for computing large safe sets. Because the approach in [40] has an exponential
computational complexity with respect to the state space dimension, we abort the corresponding
computations prematurely after 24 h. We also use the method in [137], which requires the linear
system to be presented in controller canonical form. Using the corresponding publicly available
code2, the transformation of our initial conformant model into this form involves the inverse
of a matrix whose condition number is greater than 106, which leads to significant numerical
errors.

5.5.4 Continuous-Time Twelve-Dimensional System
To demonstrate the scalability of our approach, we consider the twelve-dimensional, under-
actuated, CT quadrotor model presented in Subsection 4.5.2 [142,219]. Because the state of
the system is assumed to be measurable in this chapter, we ignore the output equations in
Subsection 4.5.2. In addition, we assume the uncertain wind to be modeled by the unknown,
bounded disturbance

[
w(4) w(5) w(6)

]T
∈ [−0.05, 0.05]3 that affects only the three spatial

velocities.

1https://mathworks.com/help/matlab/ref/ode45.html
2https://github.com/janis10/cis2m
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Figure 5.8: Evolution of large safe sets of the six-dimensional system. The updated optimal safe
sets corresponding to updated conformant models are shown, where a lighter gray tone
corresponds to a higher number of updates.
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We generate training data {x(ti), u(ti), x(ti+1)}1000
i=1 by using the MATLAB function ode45

to solve the system of linear differential equations and by sampling uniformly from the state
and input constraint sets. In addition, we compute the stabilizing feedback matrix K ∈ R4×12

using LQR-based controller synthesis [155], where the state and input weighting matrices
are Q = 10I and R = I. The fixed generator matrix Gfixed ∈ R12×52 in (3.20) is obtained
following the approach in [143], i.e., by examining the sparsity of the system matrix. The
initial state x(t0) ∈ R12 and the initial input u(t0) ∈ R4 are the origin. Moreover, the desired
input ũ(tk) ∈ R4 is uniformly sampled online from the input constraint set for all k ∈ N[0,105].

Two-dimensional projections of the initial solution of (3.20) are shown in Fig. 5.9. Because
solving (3.20) initially for the offline training data takes 40 min, we slightly simplify (3.20)
analogously to Subsection 5.5.3. As a result, our 20 updates take 1.01 s on average with a
standard deviation of 85 ms. In summary, our approach quickly updates formal safety guarantees
for medium-sized problems.

5.6 Summary
In this chapter, we have presented supervisory safety filters that enable formal safety guarantees
for any controller. Only if the desired input of the corresponding high-performance controller
might lead to leaving our large safe set in the future, it is modified in the least restrictive way.

Unlike most other work on robust controller synthesis, we make no assumptions about
the availability of a system model along with its corresponding disturbance set. Thus, we
perform offline set membership identification based on a finite set of available training data.
Because a new measurement obtained online might invalidate the formal safety guarantees of
our safety filter, fast online conformance updating is crucial. In contrast to existing work, our
updates are performed in real time, even for medium-sized problems, as shown in Section 5.5.
These real-time updates are enabled by designing our update procedure to be independent
of the number of measurements and by using scalable reachability analysis as well as convex
optimization algorithms. We have demonstrated our supervisory safety filter approach’s
effectiveness, generalizability, and scalability using four numerical examples taken from the
literature, including a six-dimensional, nonlinear quadrotor system.
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Figure 5.9: Initial safe sets of the twelve-dimensional system. In addition, reachable sets are shown,
where a lighter gray tone corresponds to a larger prediction horizon.
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In this chapter, which is based on [46], we verify the safety of autonomous vehicles online while
considering the uniqueness of each traffic situation. After reviewing the relevant literature in
Section 6.1, we formulate the safety verification goal in Section 6.2. In Section 6.3, we present
the traditional set-based verification approach. To guarantee timely, safe motion plans, we
propose an anytime approach that provides conservative safety verification results quickly and
continually refines them until the available computation time is elapsed. Thus, our algorithm
can be interrupted at any time while using the available computational resources optimally.
After presenting this anytime approach in Section 6.4, we demonstrate its effectiveness using two
traffic scenario benchmarks in Section 6.5. Finally, we summarize this chapter in Section 6.6.

6.1 Introduction and State of the Art
In the previous chapters, we have mainly focused on time-invariant systems affected by unknown
but bounded disturbances. For this setting, we have proposed multiple robust control approaches
that provide formal safety guarantees for an infinite time horizon. In this chapter, we extend this
setting by considering not only the system that we want to control but also other safety-relevant
agents that are located in the shared environment. Thus, we compute reachable sets not only
for the controlled system but also for models of the other uncontrolled agents to provide formal
safety guarantees, which claim that the intersections of reachable sets are empty. In addition,
we perform safety verification as a special case of a supervisory safety filter, as shown in
Fig. 6.1. Thus, we want to answer the question “Is the desired control input udesired safe?” while
assuming the existence of a safety-preserving or safe backup controller that provides a safe input
if udesired is unsafe [17,248,249]. Because of its high practical relevance and interdisciplinary
challenge [126,250], we consider autonomous driving in this chapter, i.e., we want to formally
verify that the desired trajectory of the controlled autonomous vehicle is safe.

Predicting the movement of other traffic participants is crucial for motion planning [251–254],
threat assessment [255, 256], and safety verification of autonomous vehicles [17, 18]. Several
techniques have been developed based on their intended use. Rather simple safety metrics have
been proposed to warn drivers based on predicting a single behavior of other traffic participants,
such as the time to collision [257, 258] and combinations of several metrics [259, 260]. In
addition, collision mitigation systems that typically require short prediction horizons often
rely on predicting a single future behavior [261, 262]. Moreover, threat assessments mainly
use stochastic predictions [263], either by performing Monte Carlo simulations [264, 265],
which consider a finite number of future trajectories, or by predicting occupancy probability
distributions [266–268], which account for infinitely many possible behaviors. However, none of
these methods can formally verify the safety of the desired trajectory.

When using the term safety in the context of not necessarily cooperative autonomous vehicles,
as considered in this chapter, we refer to legal safety [17, 269]. In this safety concept, the
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System High-Performance
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Figure 6.1: Safety verification concept.

ego vehicle must always be in a state that is not causing a collision while assuming that all
other traffic participants obey the traffic rules [270–272]. Based on the definition of legal safety
and induction, safe sets can be defined and constructed [248, 249], e.g., by realizing a safe
distance behind another traffic participant or a standstill [17,273]. Then, if the state of the ego
vehicle lies within such a safe set, safety for an infinite time horizon can be formally guaranteed.
In addition to legal safety, there exist other closely related definitions of safety [274, 275].
Moreover, these safety concepts are used not only in autonomous vehicles but also in, e.g.,
robotics [24,276–278].

In [269], the importance of set-based prediction of other traffic participants is highlighted.
However, no prediction algorithm is provided for formally computing reachable or occupancy
sets, i.e., sets of occupied X-Y -positions. In [17,279–281], reachability analysis is used to obtain
over-approximations of the occupancy sets of all surrounding safety-relevant traffic participants,
i.e., all possible behaviors that satisfy the traffic rule assumption are captured. When the
trajectory of the ego vehicle, i.e., the vehicle performing these predictions, does not intersect the
over-approximative occupancy sets of other traffic participants at any time, it can be deduced
that no collision occurs. In Fig. 6.2, we show an example of these predicted occupancy sets of
all surrounding safety-relevant traffic participants and the ego vehicle for a finite prediction
horizon N ∈ N>0.

On the one hand, considering all possible future behaviors of the other traffic participants
increasingly restricts the solution space of the ego vehicle’s trajectory, the larger N is chosen.
For instance, when doubling N in the example in Fig. 6.2, the occupancy sets of the third
traffic participant will intersect the desired trajectory of the ego vehicle, which wants to make
a left turn. Thus, set-based safety verification approaches are usually used to formally verify
trajectories of short time horizons.

On the other hand, there exist long-term trajectories of the ego vehicle that are initially unsafe
for some parts when considering all possible future behaviors. Nevertheless, such trajectories
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Figure 6.2: Initial occupancy sets for uncontrolled intersection, i.e., no traffic lights control the traffic
flow. The sampling period is ∆t = 0.1 s and the prediction horizon is N = 17, i.e., the over-
approximative occupancy sets of all other safety-relevant traffic participants are predicted
for the next 1.7 s. Because the desired trajectory of the ego vehicle does not intersect them
at any time, it can be safely executed.
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formally verified part(
t ∈ [tk, tk+1)

) long-term trajectory(
t ∈ [tk, tlong-term)

)

safe backup trajectory(
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)

Figure 6.3: Comparison of long-term and safe backup trajectory planning of the white ego vehicle,
which wants to overtake the other blue traffic participant. The predicted occupancy set
of the other vehicle at tbackup ∈ R>0 and the most likely position of the other vehicle at
tlong-term ∈ R>0 are shown by the lighter blue rectangle and vehicle, respectively.

often become safe because uncertainty about the other traffic participants’ future behaviors is
reduced as time proceeds. For instance, the third traffic participant in Fig. 6.2 might slow down
significantly in preparation for making a right turn. Thus, an off-the-shelf motion planner can
compute a long-term trajectory based on the most likely maneuvers of the other safety-relevant
traffic participants, as shown in Fig. 6.3. Then, the introduced set-based safety verification
method is applied only to the first part of the desired motion plan, i.e., this method can be seen
as moving horizon verification or model predictive verification. If formally verified, this first
part of the long-term trajectory can be safely executed. Conversely, if the verification fails, the
previously verified safe backup or fail-safe maneuver of the safe backup controller is executed,
ensuring the safety of the ego vehicle for an infinite time horizon.

A challenging aspect of set-based prediction and verification that has not yet received much
attention is the high dependence of computation time on the varying number of surrounding
traffic participants, which causes significant variations in computational demand. For instance,
at a busy intersection in an urban area, this number can easily vary from only a few to more
than 100 because of many surrounding pedestrians, cyclists, and dog walkers. However, the
computing resources of the ego vehicle are limited. Using conventional prediction techniques
in such congested traffic scenarios requires, e.g., disregarding some safety-relevant traffic
participants from the prediction or performing fewer simulations in a Monte Carlo simulation.
However, these measures inevitably reduce the safety of the ego vehicle.

It is clear from the presented literature review that it is an unresolved issue to provide an online
safety verification approach that considers the uniqueness of each traffic situation. In this chapter,
we address this issue by proposing an anytime approach that quickly provides conservative
formal verification results and continually refines them until the available computation time
is elapsed. Thus, our algorithm aims to guarantee timely, safe trajectories of the controlled
autonomous vehicle and can be interrupted at any time while optimally using the available
computational resources. Moreover, if the safety of the desired trajectory cannot be verified in
time, the safety-preserving backup controller overwrites the desired control inputs. Before we
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6.2 Problem Formulation

present our anytime safety verification approach, we formulate the verification problem of this
chapter in the following section.

6.2 Problem Formulation
Typically, an exact model Mexact of another traffic participant is not known by the ego vehicle
unless, e.g., transmitted by vehicle-to-vehicle communication [170,171]. Thus, we use nM ∈ N>0

models of different complexities that are collected in the vector M =
[
M(1) M(2) . . . M(nM)

]

and that are based on physical constraints and traffic rules [270–272,281]. If M(i) with i ∈ N[1,nM]
is a conformant model [235], M(i) is also known as an abstraction of Mexact. In this chapter,
we assume that all models are abstractions of the unknown Mexact and that the reachable
set R̃M(i)

over (·, ·) ⊂ Rnxi can be efficiently computed. In addition, all safety-relevant traffic
participants are assumed to be detected by the sensors of the ego vehicle.

The ith model M(i) = (fi (xi,0, wi) ,Wi,CT) with i ∈ N[1,nM] represents the uncontrolled,
CT system in (2.16) that evolves according to

ẋi(t) = fi (xi(t),0, wi(t)) , (6.1)

where xi(t) ∈ Rnxi and wi(t) ∈ Rnwi denote the ith state and ith disturbance at time t ∈ R≥0,
respectively, whereas the control input is element of R0. The disturbances, such as the steering
rate or the acceleration of the other traffic participant, are unknown but bounded by the ith
disturbance set Wi ⊂ Rnwi .

Subsequently, we compute reachable sets for the ith model M(i), the initial state set Zxi(t0) ⊂
Rnxi , discrete sampling times tk = k∆t, and time intervals [tk, tk+1) with k ∈ N. Identical
to the reachability analysis in Section 3.3, this is achieved by computing reachable sets for
consecutive time steps of size ∆t until the specified time is reached. Similar to (3.5) and (3.11),
we introduce the following recursively defined set sequence:

R̃M(i)
0

(
t0,Zxi

(t0)
)

= Zxi
(t0) (6.2a)

R̃M(i)
0

(
tk,Zxi

(t0)
)

= R̃M(i)
over

(
∆t, R̃M(i)

0

(
tk−1,Zxi

(t0)
))

. (6.2b)

Similar to Theorems 3.2 and 3.7, we prove in the following proposition that the sets in (6.2)
are over-approximating the reachable sets of M(i) when using no control input.

Proposition 6.1 (Set Propagation using No Control): For all xi(t0) ∈ Zxi(t0), applying
no control input to M(i) = (fi (xi,0, wi) ,Wi,CT) results in

xi(tk) ∈ R̃M(i)
0

(
tk,Zxi

(t0)
)
,

where k ∈ N. ■

The proof is omitted because Proposition 6.1 follows directly from the definition of over-
approximative reachable sets and set propagation.

Up to now, we have focused on performing reachability analysis for discrete sampling times.
Nevertheless, the safety of the ego vehicle must be verified not only at but also between sampling
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times. Thus, based on Proposition 6.1 and (2.22b), we compute reachable sets for an arbitrary
time interval [tk, tk+1) according to

R̃M(i)
0

(
[tk, tk+1),Zxi

(t0)
)

= R̃M(i)
over

(
[0,∆t), R̃M(i)

0

(
tk,Zxi

(t0)
))

.

In summary, we can efficiently compute the set of states that are reachable for all xi(t0) ∈ Zxi(t0)
when applying no control input to M(i) = (fi (xi,0, wi) ,Wi,CT).

Similar to the definitions of Πx and Πu in (2.19), we introduce the mapping ΠM(i)
XY : 2Rnxi →

2R2 to project a set of states of another traffic participant onto its set of occupied X-Y -positions.
By projecting the reachable set of another traffic participant onto the two-dimensional set of
occupied X-Y -positions, the occupancy set is obtained, which is introduced in the following
definition.

Definition 6.2 (Occupancy Set of Other Traffic Participant): The occupancy set
for the ith model M(i), the initial state set Zxi(tk) ⊂ Rnxi at tk, and the prediction time
interval [tj−1, tj) with j ∈ N[1,N ] is ΠM(i)

XY

(
R̃M(i)

0 ([tj−1, tj),Zxi(tk))
)

. We use Q(j)
k

(
M(i)) to

obtain a more concise notation for representing this occupancy set. ■

Because all models are abstractions, it follows that

Q(j)
k (Mexact) ⊆

nM⋂

i=1
Q(j)

k

(
M(i)

)
(6.3)

for any j ∈ N>0 and k ∈ N [17, Prop. 5.1]. This set relation allows us to over-approximate
the exact occupancy set of another traffic participant by intersecting the occupancy sets of
nM different models. Thus, the over-approximation becomes tighter each time a new model
is added, as illustrated in Fig. 6.4. We also want to mention that, in general, Q(j)

k (M(i)) ⊈
Q(j)

k (M(i+1)) and Q(j)
k (M(i+1)) ⊈ Q(j)

k (M(i)) for any i ∈ N[1,nM−1], j, and k, as it is the case
for M(2) and M(3) in Fig. 6.4.

Example 6.3 (Infinite-Acceleration-Based Model): A simple first model M(1) can be con-
structed by modeling the other traffic participant as a point mass [282,283]. The corresponding
dynamics is

ẋ1(t) =




0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0



x1(t) + w1(t),

where x(1)
1 to x(4)

1 represent the X-position, Y -position, X-velocity, and Y -velocity, respectively.
Moreover, the first two elements w(1)

1 and w
(2)
1 of the disturbance vector are zero, and the last

two elements are constrained by
√(

w
(3)
1

)2
+
(
w

(4)
1

)2
≤ amax, where amax ∈ R>0 denotes a

maximum absolute acceleration. By allowing amax to be infinite and assuming a maximum
absolute velocity vmax ∈ R>0, the exact set of occupied X-Y -positions during [tj−1, tj) is
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Q(j)
k (Mexact)

Q(j)
k

(
M(1))

Q(j)
k

(
M(2))

Q(j)
k

(
M(3)) ⋂3

i=1 Q(j)
k

(
M(i))

Figure 6.4: Occupancy set intersection of different models M(i) with i ∈ N[1,3] to tightly over-
approximate the occupancy set of the unknown model Mexact.

〈
c, (tjvmax)2I

〉
E
⊂ R2, where c =

[
x

(1)
1 (0) x

(2)
1 (0)

]T
is the center of this circle. A simple

zonotopic over-approximation is ⟨c, tjvmaxI⟩Z , i.e., given by a square with length 2tjvmax and
center c. Finally, to obtain the occupancy set, the vehicle dimensions must be added by
Minkowski addition based on the orientation of the considered traffic participant. ■

Analogous to Definition 6.2, the occupancy set of the ego vehicle based on the desired
trajectory at tk and the prediction time interval [tj−1, tj) is denoted by T (j)

k ⊂ R2. We assume
that the uncertainties due to an imperfect tracking controller and the dimensions of the ego
vehicle are already included in the set T (j)

k [17]. Then, the goal in this chapter is to quickly
verify the safety of the desired trajectory of the ego vehicle, i.e., to quickly verify at sampling
time tk that Q(j)

k (Mexact) ∩ T (j)
k ≡ ∅ for all j ∈ N[1,N ].

6.3 Traditional Safety Verification
In this section, we provide an overview of the traditional safety verification approach that
uses set-based predictions of other traffic participants [279,281]. The corresponding method
is presented in Alg. 6.1 and is executed in parallel for each surrounding safety-relevant traffic
participant at tk, where the function any returns Boolean “true” if any element of the Boolean
input vector is “true”; otherwise, it returns “false”. Essentially, this algorithm iterates over
all N prediction time intervals and checks if the occupancy sets of the ego vehicle and the
considered traffic participant intersect, indicating a potential future collision.

Alg. 6.1 has two outputs: The first output of Alg. 6.1 is Boolean “true” if there exists
a possible collision between the ego vehicle and the other traffic participant; otherwise, it
is “false”. The second output is the vector of occupancy sets of the other traffic participant
Ok =

[
O(1)

k O(2)
k . . . O(N)

k

]
. Analogous to Ok, we denote the vector of occupancy sets of
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Algorithm 6.1 Traditional safety verification
Input: Tk,Qk,M, N
Output: ac,Ok

1: updateModelParameters( )
2: for all j ∈ N[1,N ] do
3: O(j)

k ← ⋂nM
i=1Q

(j)
k

(
M(i))

4: c(j) ← O(j)
k ∩ T

(j)
k ̸≡ ∅

5: end for
6: ac ← any(c)

the ego vehicle by Tk =
[
T (1)

k T (2)
k . . . T (N)

k

]
, which is the first input of Alg. 6.1. The

second, third, and fourth inputs are the vector of occupancy set operators Qk, the vector of
models M, and the prediction horizon N , respectively. Subsequently, we describe the main
steps of Alg. 6.1 in more detail.

As mentioned in Section 6.2, the parameters of the models collected in M are primarily
based on traffic rules and physical constraints [270–272,281]. For instance, some models check
traffic rule compliance of other traffic participants, such as staying in their lane or exceeding
a maximum velocity vmax ∈ R>0, e.g., given by an exact or relaxed speed limit. If the ego
vehicle detects a conformance violation, the corresponding parameter is adapted or removed to
restore model conformance online, similar to Subsection 5.4.4. For instance, restoring model
conformance is achieved by increasing the individual speed limit or removing the assumption
that the other traffic participant will follow lanes in the future. Otherwise, the models would
no longer be conformant to the real system. This conformance-preserving parameter updating
procedure is handled by the function updateModelParameters, which is called in line 1 of
Alg. 6.1. In line 3 of Alg. 6.1, the occupancy set O(j)

k for the other traffic participant at tk and
prediction time interval [tj−1, tj) is computed based on (6.3). Subsequently, collision checks
are performed in line 4, i.e., it is checked whether there exists a nonempty intersection for
any of the N time intervals. If no intersection is detected, the motion plan of the ego vehicle
is formally verified as safe with respect to the considered traffic participant. Otherwise, the
ego vehicle must repair the desired trajectory [284,285] or perform a safe backup maneuver to
ensure safety, as shown in Fig. 6.3.

6.4 Anytime Safety Verification
In this section, we present our anytime safety verification approach. In Subsection 6.4.1, we
propose our algorithm that aims to quickly verify that the desired motion plan of the ego vehicle
is collision-free. While previous works provide a formal concept, none of these algorithms are
anytime capable, i.e., the algorithm can be interrupted at any time after completing a short
start-up phase and the quality of the results improves until the available computation time is
elapsed [286]. To design an efficient anytime safety verification algorithm, we

• reuse the vector of occupancy sets Ok−1 obtained at tk−1 (Subsection 6.4.2);
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• sort the vector of models M based on their computational complexity and perform collision
checks immediately after a new occupancy set has been computed (Subsection 6.4.3); and

• refine the predicted occupancy sets O(j)
k for as long as computation time allows (Subsec-

tion 6.4.4).

6.4.1 Algorithm
Our anytime safety verification procedure is presented in Alg. 6.2. It has the same inputs and
outputs as Alg. 6.1 with the exception that we use the occupancy vector of the other traffic
participant of the previous time step Ok−1 for k ∈ N>0 as an additional input. Subsequently,
we describe the main steps of Alg. 6.2 in more detail.

Algorithm 6.2 Anytime safety verification
Input: Tk,Qk,M, N,Ok−1
Output: ac,Ok

1: if updateModelParameters( ) then
2: for all j ∈ N[1,N ] do
3: O(j)

k ← R2

4: end for
5: else
6: Ok ← lazyUpdate (Ok−1) ▷ see Subsection 6.4.2
7: O(N)

k ← R2

8: end if
9: for all j ∈ N[1,N ] do ▷ see Subsection 6.4.3

10: m(j) ← 0
11: c(j) ← O(j)

k ∩ T
(j)

k ̸≡ ∅
12: while c(j) ∧

(
m(j) < nM

)
do

13: m(j) ← m(j) + 1
14: O(j)

k ← O(j)
k ∩Q

(j)
k

(
M(m(j))

)

15: c(j) ← O(j)
k ∩ T

(j)
k ̸≡ ∅

16: end while
17: end for
18: ac ← any(c)
19: for all j ∈ N[1,N ] do ▷ see Subsection 6.4.4
20: for all i ∈ N[m(j)+1,nM] do

21: O(j)
k ← O(j)

k ∩Q
(j)
k

(
M(i))

22: end for
23: end for

In line 1 of Alg. 6.2, we check if the updated model parameters at tk have changed compared to
those at tk−1 based on the newly available sensor measurements. If altered, the occupancy sets
of the other traffic participant computed at tk−1 are based on models that are possibly no longer
conformant to the real system, invalidating the formal safety guarantees. Thus, we slightly
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modify the function updateModelParameters used in Alg. 6.1 by introducing a return value
that is Boolean “true” if the model parameters have changed or the current time t equals the
initial time t0; otherwise, it is “false”. If the model parameters have changed, all N occupancy
sets O(j)

k with j ∈ N[1,N ] are initialized with R2 in line 3 of Alg. 6.2. Otherwise, we reuse the
occupancy vector of the previous time step Ok−1 to quickly obtain over-approximations of O(j)

k

with j ∈ N[1,N−1], as described in Subsection 6.4.2 in more detail.
In lines 9 to 17, we aim to quickly verify that no collision occurs for all N prediction time

intervals. The fast verification is achieved by ordering the vector of models M based on their
computational complexity. In addition, collision checks are performed in line 15 immediately
after a newly computed occupancy set has been intersected with the overall occupancy set
in line 14, as described in Subsection 6.4.3 in more detail. As in Alg. 6.1, the Boolean
collision vector c ∈ BN stores the safety verification result for all N prediction time intervals.
Furthermore, the scalar m(j) ∈ N[1,nM] with j ∈ N[1,N ] in Alg. 6.2 corresponds to the number of
models required to verify safety for the prediction time interval [tj−1, tj).

If more computation time is available after verifying the safety of the ego vehicle, i.e., if
the safety verification takes less than ∆t, the remaining models are also used to refine the
occupancy sets O(j)

k in lines 19 to 23, as described in Subsection 6.4.4 in more detail. This
refinement is done to reduce the over-approximation of these occupancy sets for their potential
future reuse. Finally, Alg. 6.2 returns the safety verification result any(c) in addition to the
vector of occupancy sets Ok at tk.

6.4.2 Reuse of Occupancy Sets
We can quickly predict the occupancy sets of another traffic participant at tk for k ∈ N>0 by
reusing Ok−1 obtained at tk−1 if the model parameters are unchanged. As a result, we only need
to compute the occupancy set O(N)

k corresponding to the last prediction time interval [tN−1, tN )
while using elements of Ok−1 as over-approximations corresponding to all other intervals, as
shown in the following proposition.

Proposition 6.4 (Reuse of Occupancy Sets): Q(j−1)
k

(
M(i)) ⊆ Q(j)

k−1
(
M(i)) for j ∈ N[2,N ],

k ∈ N>0, and any model M(i) with i ∈ N[1,nM]. ■

Proof. The considered absolute time intervals are the same, i.e., [tk+(j−1)−1, tk+(j−1)) equals
[t(k−1)+j−1, t(k−1)+j). Based on this equality, the set relation follows directly from Proposition 6.1
and Definition 6.2.

As defined in Section 6.3, the vector of occupancy sets of another traffic participant at tk−1

is given by Ok−1 =
[
O(1)

k−1 O(2)
k−1 O(3)

k−1 . . . O(N−1)
k−1 O(N)

k−1

]
. To perform a circular shift of

this vector, we introduce the lazy update function

lazyUpdate (Ok−1) =
[
O(2)

k−1 O(3)
k−1 . . . O(N−1)

k−1 O(N)
k−1 O(1)

k−1

]
,

which is called in line 6 of Alg. 6.2. By using lazyUpdate (Ok−1), we quickly obtain an over-
approximative result for all prediction time intervals [tj−1, tj) with j ∈ N[1,N−1] at tk based
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O(1)
0

O(2)
0

O(3)
0

t = t0 :

O(2)
0

O(3)
0 O(3)

1

t = t1 :

Figure 6.5: Reuse of occupancy sets. The occupancy sets O(2)
0 and O(3)

0 obtained at t0 are reused at t1
to over-approximate O(1)

1 and O(2)
1 , respectively. Thus, only O(3)

1 must be computed at t1
for obtaining the valid vector of occupancy sets O1 =

[
O(2)

0 O(3)
0 O(3)

1

]
.

on Proposition 6.4. Thus, only O(N)
k must be computed based on the newly available sensor

measurements at tk to obtain a valid vector of occupancy sets Ok.

Example 6.5 (Reuse of Occupancy Sets): In the upper plot of Fig. 6.5, all occupancy sets
at t0 for N = 3 and the rightward moving vehicle are illustrated. Based on Proposition 6.4,
we exploit the fact that O(1)

1 ⊆ O(2)
0 and O(2)

1 ⊆ O(3)
0 to quickly obtain an over-approximative

result for the first two prediction time intervals at t1, as shown in the lower plot of Fig. 6.5.
Thus, only the last occupancy set O(3)

1 must be computed at t1. ■

6.4.3 Fast Safety Verification
In lines 9 to 17 of Alg. 6.2, we aim at quickly verifying that the desired trajectory of the ego
vehicle is safe. For all j ∈ N[1,N−1], the occupancy set of the ego vehicle T (j)

k is checked for
a nonempty intersection with O(j)

k , which is possibly over-approximated by a reused set. If
O(j+1)

k−1 can be reused and the trajectory of the ego vehicle is unchanged, i.e., T (j)
k ⊆ T (j+1)

k−1 ,
the collision check in line 11 always returns Boolean “false”. Thus, the check can be omitted in
these cases. However, if a collision is detected in line 11 for a reused set and a changed motion
plan, it is unclear whether this is an actual or spurious collision due to the reuse of previously
computed occupancy sets. In this case, we verify safety for the first N − 1 prediction time
intervals exactly as done for the last one [tN−1, tN ), which is described subsequently.
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⋃N−1
j=1 O(j)

k−1

⋃N
j=1 T (j)

k

O(N)
k

E

(a) By using only the first model M(1), a nonempty intersection between T (N)
k and O(N)

k = Q(N)
k (M(1)) is

detected, indicating a potential future collision.

⋃N−1
j=1 O(j)

k−1

⋃N
j=1 T (j)

k

O(N)
k

(b) By using m(N) ∈ N[1,nM] models, an empty intersection between T (N)
k and O(N)

k =
⋂m(N)

i=1 Q(N)
k

(
M(i)

)
is

detected, verifying safety for the last prediction time interval [tN−1, tN ).

Figure 6.6: Fast safety verification. The first N−1 occupancy sets of the other blue traffic participant at
tk are over-approximated by the collision-free reused sets O(j)

k−1 with j ∈ N[1,N−1] computed
at tk−1. Thus, only O(N)

k must be computed at tk.

To speed up the safety verification, we sort the vector of models M such that M(i) has a lower
computational complexity than M(i+1) for all i ∈ N[1,nM−1]. As a suitable complexity measure,
we use the number of floating point operations required to obtain the corresponding occupancy
set. Then, we compute Q(N)

k (M(1)) corresponding to the simplest model M(1) and intersect
this set with the occupancy set O(N)

k in line 14 of Alg. 6.2. Subsequently, a collision check is
performed in line 15. If a collision is detected for M(1), as illustrated in Fig. 6.6a, we compute
Q(N)

k (M(2)) for the second model M(2), intersect it with O(N)
k to reduce the over-approximation

based on (6.3), and perform a new collision check. This procedure is repeated until safety
is eventually verified for O(N)

k =
⋂m(N)

i=1 Q
(N)
k

(
M(i)) with m(N) ∈ N[1,nM], as illustrated in

Fig. 6.6b. Therefore, we formally verify the desired motion plan of the ego vehicle as safe using
as few models as possible, starting with the simplest ones.

This fast safety verification method produces different results for the same input data
depending on the available computation time. Nevertheless, our interruptible anytime Alg. 6.2
can formally verify the safety of the ego vehicle’s trajectory much faster than the traditional
Alg. 6.1, as shown in the subsequent numerical examples in Section 6.5. As for the traditional
verification approach, we execute the safe backup maneuver if we cannot formally verify a
desired trajectory in time, as shown in Fig. 6.3.

6.4.4 Occupancy Set Refinements
In lines 19 to 23 of Alg. 6.2, our anytime safety verification procedure continues computing the
occupancy sets Q(j)

k

(
M(i)) based on the more complex models M(i) for i ∈ N[m(j)+1,nM] and
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⋃N−1
j=1 O(j)

k

⋃N
j=1 T (j)

k

O(N)
k

Figure 6.7: Refined occupancy sets.

the newly available sensor data obtained at tk, even though the safety verification result no
longer changes. These computations are performed to reduce the over-approximation of the
occupancy sets for their potential future reuse, i.e., at times tk+k̄ with k̄ ∈ N[1,N ]. Thus, if more
computation time is available, the other models are additionally used to refine the occupancy
sets O(j)

k for all j ∈ N[1,N ]. Finally, after all occupancy sets are refined, as illustrated in Fig. 6.7,
Alg. 6.2 returns the safety verification result and the vector of occupancy sets Ok. Then, if
enough computation time is available, these two outputs are identical to the ones of Alg. 6.1.

6.5 Numerical Examples
In this section, we compare the performance of both safety verification algorithms using two
numerical examples from the literature [287]. Our anytime Alg. 6.2 has been integrated into
the open-source MATLAB tool SPOT [280], which implements Alg. 6.1 and represents the
two-dimensional occupancy sets by polytopes. Because polytopic collision detection using the
MATLAB function polybool1 is relatively slow, we recommend to speed up these computations
in the future by incorporating, e.g., bounding volume hierarchies [288, 289], pre-computed
collision checks [290], and existing collision detection libraries [291,292].

To generate a long-term trajectory for the ego vehicle, as shown in Fig. 6.3, we use a standard
sampling-based approach [293]. In addition, we use the following three model abstractions for
all other traffic participants that are ordered by their computational complexity:

• an infinite-acceleration-based model M(1), as introduced in Example 6.3;

• a finite-acceleration-based model M(2) [279]; and

• a lane-following model M(3) [279].

When choosing these models, Q(j)
k (M(2)) ⊆ Q(j)

k (M(1)) for any j ∈ N>0 and k ∈ N, i.e., the
second model M(2) always produces tighter occupancy sets than M(1). Thus, M(1) is disregarded
by SPOT to speed up the traditional safety verification computations. However, in general,
Q(j)

k (M(2)) ⊈ Q(j)
k (M(3)) and Q(j)

k (M(3)) ⊈ Q(j)
k (M(2)). These typical set relations are also

illustrated in Fig. 6.4.
To determine the computational speed-up potential, we terminate Alg. 6.2 as soon as the

safety of the desired motion plan is verified. Because performance comparisons depend highly
on the specific traffic scenario, we use scenarios provided by the motion planning benchmark
suite CommonRoad [287]. This suite is a collection of composable benchmarks for motion

1https://mathworks.com/help/map/ref/polybool.html
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planning of autonomous vehicles on roads that assigns each benchmark a unique identifier. This
identifier specifies detailed information about, e.g., the ego vehicle, the cost function, the road
network, and the other traffic participants. In addition to hand-crafted scenarios that provide
challenging safety-critical situations, real-world recorded traffic data is also available. Because
all benchmarks can be downloaded from the CommonRoad website2, the following numerical
experiments can be easily reproduced.

6.5.1 Uncontrolled Intersection
To compare the computed occupancy sets for two consecutive time steps, we use the Com-
monRoad benchmark PM1:MW1:DEU Muc-3 1 T-1:2018b. Here, the ego vehicle is modeled
as a point mass with maximum absolute acceleration of 11.5 m

s2 , the cost function is inspired
by [293, Eq. 2 and Sec. 5.B], and the CommonRoad release 2018b is used. The considered
traffic scenario comprises an uncontrolled intersection with three other traffic participants and
specifies the ego vehicle to turn left. The initial configuration and the occupancy sets computed
at t0 by SPOT are shown in Fig. 6.2, where the sampling period is ∆t = 100 ms and the
prediction horizon is N = 17. Thus, we predict the occupancy sets of all three safety-relevant
traffic participants for the next 1.7 s.

The predicted occupancy sets computed by our interruptible anytime Alg. 6.2 at t1 are shown
in Fig. 6.8. In addition to reusing the occupancy sets obtained at t0, it is sufficient to consider
only the simplest model M(1) for the first and second vehicles to verify safety at t1. However,
we must use all three model abstractions to formally verify the desired motion plan of the ego
vehicle as safe with respect to the third traffic participant. By averaging the simulation results
for t1 over 10 runs, we obtain computational speed-ups of Alg. 6.2 compared to SPOT of 26.1,
23.8, and 4.9 for the first, second, and third traffic participant, respectively. This results in an
overall speed-up of 9.6 while a single safety verification step takes 4.4 ms.

There are multiple reasons why our proposed anytime approach is not even faster. For
instance, the slow polytopic collision check is performed each time after a new Q(N)

k

(
M(i)) with

i ∈ N[1,3] is intersected with the overall O(N)
k in line 14 of Alg. 6.2. In contrast to these frequent

collision checks, SPOT only performs a single collision check for the final occupancy set O(N)
k .

Thus, if computing the occupancy set for a more complex model has a lower complexity than
performing the collision detection for a simpler model, which is true in this example for M(1) and
M(2), it may be beneficial to skip this check to optimize, e.g., the expected overall computation
time. Similarly important, some computations, e.g., obtaining the reachable lanes for M(3),
must be performed irrespective of whether the result is only used for the last prediction time
interval [tN−1, tN ) or for all N intervals. However, the complexity of these computations will
be significantly reduced in a future C++ implementation of SPOT.

6.5.2 Three-Lane Highway
The second vehicular traffic scenario we consider is given by the CommonRoad benchmark
PM1:MW1:DEU A9-2 1 T-1:2018b. It features a three-lane highway, where the ego vehicle is
initially located in the middle lane and must perform a lane change to the right one, as shown

2commonroad.in.tum.de
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6.5 Numerical Examples
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Figure 6.8: Predicted occupancy sets for uncontrolled intersection obtained by interrupting Alg. 6.2
as soon as the safety of the desired trajectory is formally verified. The traffic scenario is
described by the CommonRoad benchmark PM1:MW1:DEU Muc-3 1 T-1:2018b.
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Figure 6.9: Initial occupancy sets for three-lane highway. The traffic scenario is described by the
CommonRoad benchmark PM1:MW1:DEU A9-2 1 T-1:2018b.

in Fig. 6.9. In addition, this scenario includes two other safety-relevant traffic participants. As
for the previous CommonRoad benchmark in Subsection 6.5.1, the prediction horizon is N = 17
and the sampling period is ∆t = 100 ms. Then, performing the whole lane change maneuver
takes 13 time steps.

As mentioned before, SPOT implements Alg. 6.1 and disregards the simplest model M(1).
To provide a fair comparison of both safety verification algorithms, i.e., to use the same
model abstractions, Alg. 6.2 also disregards M(1) subsequently, i.e., it considers only M(2)

and M(3). By averaging the simulation results for tk with k ∈ N[1,13] over 10 runs, we obtain
computational speed-ups of Alg. 6.2 compared to SPOT of 51.0 and 57.6 for the first and
second traffic participant, respectively. This results in an overall speed-up of 54.3 while a single
safety verification step takes 0.5 ms. In contrast to the previous benchmark, it is unnecessary
to consider the most complex model M(3) for either of the two other traffic participants to
guarantee safety, which is why a higher overall speed-up is obtained.

6.6 Summary
In this chapter, we have proposed an anytime safety verification approach, which attempts
to quickly verify that the desired trajectory of the ego vehicle is collision-free. In contrast to
existing methods, our approach is anytime capable, i.e., the algorithm can be interrupted at any
time after completing a short start-up phase and the quality of the results improves until the
available computation time is elapsed. In particular, we reuse the occupancy sets obtained at
the previous time step, sort the models of other traffic participants based on their computational
complexity, and refine the predicted occupancy sets for as long as computation time allows.
Finally, we have demonstrated the effectiveness of our proposed anytime safety verification
approach using an uncontrolled intersection and a three-lane highway traffic scenario. As shown,
our anytime method achieves significant computational speed-ups for verifying the safety of the
ego vehicle.
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In this chapter, we conclude this thesis. In Section 7.1, we summarize our main contributions.
Finally, we suggest promising future research directions and further improvements of our
proposed control approaches in Section 7.2.

7.1 Summary of Contributions
As seen by the failures of the Lewis spacecraft and the radiation therapy machine Therac-25 in
Chapter 1, guaranteeing the safety of autonomous systems for an infinite time horizon is crucial
when deploying these systems in safety-critical applications. To provide such safety guarantees,
a wide variety of approaches that compute robust control invariant (RCI) sets already exist
in the literature. However, these approaches typically suffer from exponential computational
complexity with respect to the problem dimension or excessive conservativeness.

To overcome these limitations, we have presented scalable algorithms for computing noncon-
servative safe sets of sampled-data systems along with corresponding set-based, safety-preserving
controllers. These controllers formally guarantee robust state and input constraint satisfaction
at all times if the initial state of the dynamical system lies within the safe set, which is not
necessarily RCI. Because safe sets are usually desired to have minimum or maximum volume, we
have proposed multiple methods to synthesize such sets. Because our computations are based
on scalable reachability analysis and convex optimization, the computational complexity of our
safe set approaches is only polynomial with respect to the problem dimension. To evaluate the
performance of these methods and validate the formal safety guarantees of their corresponding
safety-preserving controllers, we have considered multiple numerical examples taken from the
literature.

The efficient computation of nonconservative safe sets is beneficial not only for leveraging
autonomous systems in safety-critical applications but also for enhancing other popular control
methods, such as model predictive control (MPC). Thus, we have also proposed an efficient
robust output feedback MPC approach that uses our safe sets as terminal sets. In particular,
when iteratively solving an optimization problem on a moving horizon, the state at the end of
this horizon is constrained to lie within our safe set. In addition, we have used a simple linear
state observer to estimate the inaccessible state of the system based on noisy measurements
obtained online. To demonstrate the effectiveness of our real-time robust output feedback MPC
approach, we have used a nine-dimensional vehicle platooning system with a sampling period
of 150 ms.

In addition to MPC, supervisory control is another important control area that benefits
from our efficient safe set computations. Here, the goal is to guarantee the safety of the
controlled system at all times while minimally modifying the desired input of an unverified
high-performance controller, which is obtained, e.g., using machine learning techniques. We
have achieved this goal by enforcing the state of the system to stay within our safe set at all
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times. Because our approach makes no assumptions about the availability of a model along with
its corresponding disturbance bounds, a new measurement obtained online might invalidate the
formal safety guarantees, which were based on a finite set of training data. In this case, we
quickly update our safe set along with its corresponding safety-preserving controller online to
restore model conformance. We have considered multiple numerical examples taken from the
literature to demonstrate the usefulness and generalizability of our robust control approach.

The concept of safe sets along with corresponding safety-preserving controllers is also beneficial
for formally verifying the safety of autonomous vehicles online. In particular, if the desired
trajectory of the controlled autonomous vehicle intersects the predicted occupancy set of another
traffic participant, the safety-preserving controller overwrites the desired control input to ensure
safety. To guarantee timely, safe trajectories, we have proposed an anytime approach that
provides conservative formal verification results quickly and continually refines them until the
available computation time is elapsed. Thus, our algorithm can be interrupted at any time
while using the available computational resources optimally. We have considered two traffic
scenario benchmarks to demonstrate the effectiveness of our anytime safety verification method.

7.2 Future Research Directions
In this thesis, we have taken a step towards robustly controlling general, high-dimensional
systems in real-world, safety-critical applications. Subsequently, we identify several promising
directions for future work and further improvements of our proposed robust control approaches.

Computing safe sets of nonlinear or hybrid systems is a challenging task [152–154]. Thus,
computing safe sets for these classes of dynamical systems could benefit from our efficient linear
approaches [294, 295]. The first promising steps in this research direction have already been
made [52]. To make our safe set approaches more appealing for practitioners, the involved
algorithm parameters could also be tuned adaptively, as has been proposed for reachability
analysis over the past few years [296,297]. Although our algorithms are scalable, they might
still be computationally too demanding to tackle high-dimensional, real-world problems because
the modeling of large convex optimization problems (COPs) is too slow. For instance, it takes
more than 2 h to model some COPs in Section 3.6 using the MATLAB toolbox YALMIP [66].
This issue could be addressed by exploiting the underlying problem structure and using our
black-box approaches as building blocks in compositional controller synthesis [89,146], which
typically consider couplings between subsystems as disturbances. Instead of YALMIP, other
convex optimization modeling frameworks can also be used, e.g., CVX [67, 68]. Moreover,
optimizing the volume or an approximation thereof is often a good heuristic for obtaining useful
safe sets. As these safe sets are usually embedded in other robust control approaches, it is
useful to leverage other cost functions for improving the overall control performance [298].

Because safe sets play a crucial role in our robust output feedback MPC formulation,
exploring the research directions suggested above also directly benefits our MPC approach. In
addition, it is beneficial to extend our method to deal with event-triggered MPC. In particular,
instead of solving an optimal MPC problem at every sampling time, we only solve it if the
over-approximation error of a reachable set lies above a certain threshold [296]. Another
interesting direction for future work is to consider more sophisticated controller and prediction
structures [185], such as our set-based disturbance feedback controller in Subsection 3.3.2.
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While these structures will improve the overall control performance, it must be ensured that
the corresponding set-based computations still have a polynomial computational complexity
with respect to the problem dimension and that they can be performed in real time.

There also exist great opportunities for further improving our supervisory safety filter
approach. Currently, our method decouples the safe set computations and the set membership
identification, which is performed based on a finite set of training data. Instead of this
modular approach, it might be beneficial to combine both steps to improve the overall control
performance [148], i.e., the construction of an explicit model could be avoided. In general,
minimally invasive safety filters provide formal safety guarantees for any controller, e.g., obtained
using machine learning techniques. Thus, it is interesting to further investigate the effects of this
least restrictive filtering on the resulting control performance [299]. Another promising direction
for future work is exploring more sophisticated online conformance update procedures instead
of minimally enlarging the estimated disturbance set. Moreover, to improve the real-time
capabilities of our safety filters, it is beneficial to construct low-dimensional model abstractions
of high-dimensional systems [300], i.e., to use suitable model order reduction techniques.

Regarding our anytime safety verification approach, there is room for further improvement
that calls for future work. Because the benefits of our approach are most apparent in complex
traffic scenarios when computational resources are particularly scarce, the further use of urban
traffic data might reveal the full potential of our anytime method. In addition, integrating
and evaluating our approach in an actual vehicle is of great importance [17, 18]. There also
exist many possibilities for further speeding up the computations, e.g., by using additional
model abstractions of different complexities and by suitably merging several other traffic
participants in the same proximity. Another interesting direction for future work is to use
our set-based anytime method to quickly verify not only autonomous vehicles but also other
safety-critical systems, such as robots, ships, and airplanes. Instead of verifying the desired
trajectory of the controlled autonomous vehicle, it is interesting to use an extension of our
safety filter for minimally modifying the desired motion plan. This extension could result in
smoother control input trajectories and, thus, more comfortable autonomous driving experiences.
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[52] L. Schäfer, F. Gruber, and M. Althoff. Scalable computation of robust control invariant
sets of nonlinear systems. IEEE Transactions on Automatic Control, 69(2):755–770, 2024.
doi:10.1109/TAC.2023.3275305. 5, 17, 28, 51, 132

[53] R. T. Rockafellar. Lagrange multipliers and optimality. SIAM Review, 35(2):183–238,
1993. doi:10.1137/1035044. 7

[54] Y. Nesterov and A. Nemirovskii. Interior-Point Polynomial Algorithms in Convex
Programming. SIAM, 1994. doi:10.1137/1.9781611970791. 7, 52

[55] S. Boyd and L. Vandenberghe. Convex Optimization. Cambridge University Press, 2004.
doi:10.1017/CBO9780511804441. 7, 8, 9, 15, 25, 48, 52, 84, 88, 98

[56] D. P. Bertsekas. Convex Optimization Algorithms. Athena Scientific, 2015. 7, 8

[57] S. Boyd, A. Agrawal, and S. Barratt. Embedded convex optimization for control. In
IEEE Conference on Decision and Control, 2020. URL: https://stanford.edu/˜boyd/
papers/cdc_20.html. 7

[58] R. T. Rockafellar. Convex Analysis. Princeton University Press, 1970. 7

[59] N. Karmarkar. A new polynomial-time algorithm for linear programming. Combinatorica,
4(4):373–395, 1984. doi:10.1007/BF02579150. 8, 13, 99, 106

[60] R. J. Vanderbei. Linear Programming: Foundations and Extensions. Springer, 4th edition,
2014. doi:10.1007/978-1-4614-7630-6. 8, 13

[61] M. S. Bazaraa, H. D. Sherali, and C. M. Shetty. Nonlinear Programming: Theory and
Algorithms. John Wiley & Sons, 3rd edition, 2006. 8

[62] K. C. Toh, M. J. Todd, and R. H. Tütüncü. SDPT3 - A MATLAB software package for
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978-3-319-09210-2. 28

[141] S. Yu, Y. Zhou, T. Qu, F. Xu, and Y. Ma. Control invariant sets of linear systems
with bounded disturbances. International Journal of Control, Automation and Systems,
16(2):622–629, 2018. doi:10.1007/s12555-016-0745-8. 28

[142] S. Kaynama, I. M. Mitchell, M. Oishi, and G. A. Dumont. Scalable safety-preserving
robust control synthesis for continuous-time linear systems. IEEE Transactions on
Automatic Control, 60(11):3065–3070, 2015. doi:10.1109/TAC.2015.2411872. 28, 77,
91, 105, 111

[143] I. M. Mitchell, J. Budzis, and A. Bolyachevets. Invariant, viability and discriminating
kernel under-approximation via zonotope scaling, 2019. arXiv:1901.01006. 28, 30, 44,
48, 53, 99, 105, 110, 111, 113

[144] D. Althoff, M. Althoff, and S. Scherer. Online safety verification of trajectories for
unmanned flight with offline computed robust invariant sets. In IEEE/RSJ Conference
on Intelligent Robots and Systems, pages 3470–3477, 2015. doi:10.1109/IROS.2015.
7353861. 28
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D. M. Raimondo, and F. Allgöwer, editors, Nonlinear Model Predictive Control., volume
384 of Lecture Notes in Control and Information Sciences, pages 345–369. Springer, 2009.
doi:10.1007/978-3-642-01094-1_29. 75

148

http://dx.doi.org/10.1109/ACC.2016.7526557
http://dx.doi.org/10.1109/ACC.2016.7526557
http://dx.doi.org/10.1016/S0967-0661(02)00186-7
http://dx.doi.org/10.1016/S0967-0661(02)00186-7
http://dx.doi.org/10.1016/j.ifacol.2015.09.022
http://dx.doi.org/10.1109/CCA.2012.6402735
http://dx.doi.org/10.1016/j.arcontrol.2012.03.009
http://dx.doi.org/10.1109/TIE.2016.2625238
http://dx.doi.org/10.1016/j.buildenv.2013.11.016
http://dx.doi.org/10.1109/ACC.2007.4282251
http://dx.doi.org/10.1016/j.automatica.2014.10.128
http://dx.doi.org/10.1016/j.automatica.2016.10.005
http://dx.doi.org/10.1016/j.automatica.2016.10.005
http://dx.doi.org/10.1016/j.sysconle.2018.12.002
http://dx.doi.org/10.1016/j.sysconle.2018.12.002
http://dx.doi.org/10.1007/978-3-642-01094-1_29


Bibliography
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model predictive control of constrained linear systems. Automatica, 42(7):1217–1222,
2006. doi:10.1016/j.automatica.2006.03.005. 76
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