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Abstract

Within the framework of this thesis, the Molecular Dynamics (MD) simulation
method was used to investigate three different biological systems of biomolecules.
Each biomolecule was considered in terms of the effect of an mutation or pertur-
bation in the sequence and/or structure of the molecule. The folding of a protein
was statistically simulated using collagen peptides. Collagen fibres consist of
three collagen strands that fold into a triple helix. In a given environment, the
amino acid sequence of the individual strands and the repeated stabilization
of the helix by heat shock protein 47 (HSP47) are decisive. It was shown that
insufficient stabilization of the initial nucleus makes subsequent folding more
difficult. Furthermore, it was shown that even a point mutation of glycine (Gly),
which occurs periodically in the protein sequence, to alanine (Ala), impedes
folding and bends the folded helix.
The transport protein Transthyretin (TTR) is normally present in our blood
as a tetramer. However, it can also appear in the form of pathological amyloid
fibrils. These deposits, which are hardly degradable, are a common cause of
cardiovascular diseases in old age. However, several mutations are known which
lead to similar clinical pictures at a young age. It is assumed that some muta-
tions destabilize the tetrameric protein and thus tend towards increased amyloid
formation. MD simulations combined with free energy calculations were used
to investigate 36 known mutations with regard to their tendency to stabilize
or destabilize. In good agreement with experimental data, a rapid method was
developed to estimate the effect of single point mutations. The developed method
delivered better results compared to the FoldX package.
Finally, the dynamics of an extra nucleotide within a double-stranded Ribonu-
cleic Acid (dsRNA) were studied. For this purpose, an artificially generated
Ribonucleic Acid (RNA) sequence containing a bulge loop was simulated. The
behaviour of the bulge loop was statistically evaluated with regard to the position
of the bulge along the helix and to its neighbouring residues. Clear differences
were observed between an adenine (A) bulge and a uracil (U) bulge. While the
A-bulge mostly stays within the helical structure, the U-bulge often loops out of
the helix, which fixes it at that moment, while otherwise it moves more flexibly
along the helix.
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Zusammenfassung

Im Rahmen dieser Arbeit wurde die Methode der Molecular Dynamics (MD) Sim-
ulation genutzt, um drei biologische Systeme von Biomolekülen zu untersuchen.
Jedes Biomolekül wurde in Hinsicht auf Auswirkung eines Fehlers oder einer
Störung in der Sequenz und / oder der Struktur des Moleküls betrachtet. Anhand
von Kollagenpeptiden wurde die Faltung eines Proteins statistisch simuliert. Das
Kollagenmolekül besteht aus drei Kollagensträngen, die sich zu einer Dreifachhe-
lix falten. Entscheidend dabei sind unter anderem die Aminosäuresequenz der
einzelnen Stränge und die wiederholte Stabilisierung der Helix durch heat shock
protein 47 (HSP47). Es wurde gezeigt, dass eine zu schwache Stabilisierung des
Anfangsnukleus die folgende Faltung erschwert. Des Weiteren wurde gezeigt, dass
bereits eine Punktmutation des periodisch in der Proteinsequenz auftretenden
Glycin Gly zu Alanin Ala, die Faltung behindert und die gefaltete Helix krümmt.
Das Transportprotein Transthyretin (TTR) liegt normalerweise als Tetramer
in unserem Blut vor. Allerdings kann es auch in Form von pathologischen
Amyloidfibrillen auftreten. Diese schwer abbaubaren Ablagerungen sind eine
häufige Ursache für Herzkreislauferkrankungen im Alter. Allerdings sind mehrere
Mutationen bekannt, welche schon in jungem Alter zu ähnlichen Krankheits-
bildern führen. Es wird vermutet, dass einige Mutationen das Tetramer-Protein
destabilisieren und so zur verstärkten Amyloidbildung neigen. MD Simulationen
kombiniert mit freie Energie Berechnungen wurden genutzt, um 36 bekannte
Mutationen hinsichtlich ihrer Neigung zur Stabilisierung oder Destabilisierung
zu untersuchen. Bei guter Übereinstimmung mit experimentellen Daten wurde
eine schnelle Methode entwickelt, um den Effekt einzelner Punktmutationen
abzuschätzen. Die gewählte Methode lieferte im Vergleich zum FoldX-Paket
bessere Ergebnisse.
Schließlich wurde die Dynamik eines zusätzlichen Nukleotids in einer double-
stranded Ribonucleic Acid (dsRNA) beobachtet. Hierfür wurde eine künstlich
erzeugte Ribonucleic Acid (RNA) Sequenz, die einen Bulge Loop enthält, simuliert.
Das Verhalten des Bulge Loops wurde sowohl bzgl. der Position des Bulges ent-
lang der Helix, als auch bzgl. der Stellung zu seinen Nachbarresiduen statistisch
ausgewertet. Hierbei wurden deutliche Unterschiede zwischen einem Adenin(A)-
Bulge und einem Uracil(U)-Bulge beobachtet. Während der A-Bulge meist
innerhalb der Helixstruktur bleibt, klappt der U-Bulge häufig aus der Helix
heraus, was ihn in diesem Moment fixiert, während er ansonsten beweglicher
entlang der Helix wandert.
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Chapter 1

Introduction and Overview

If you look at the molecular building blocks of biological life on earth, the
available kit appears very clear and simple at first glance. Starting with the
information-storing ”libraries” Deoxyribonucleic Acid (DNA) and Ribonucleic
Acid (RNA), which enable inheritance and thus development and evolution,
there are only four nucleic acids each that form the code that makes every living
being unique. This code contains the blueprints for the ”machines” of our cells,
the proteins. Again, there are only 21 basic building blocks – amino acids –
that make up each protein. How can the incredible diversity of life emerge from
this small number of building blocks? If one imagines a toy box with building
bricks that contains so few different types of bricks, one quickly realises what it
takes to have fun with them (assuming you loved playing with such bricks as
a child and never quite grew up...). Firstly, a huge number of bricks is needed
and secondly, it must be possible to combine them as freely as possible in order
to be able to build a wide variety of shapes. Then it is possible to decorate
entire amusement parks with it. With regard to DNA and RNA, the first point
is particularly true. With as many nucleotides as we have fingers on our hands,
already over a million different combinations can theoretically be generated. The
human genome contains 3.2 billion building blocks! [1] By the way even with
just two ”blocks” – 0 and 1 – many things are possible, otherwise this thesis
would not have been possible.
The second point does not apply to biomolecules (DNA, RNA and proteins) at
first glance. Each building block has only two docking points and, in principle,
only long spaghetti molecules can be built with them. However, these molecules
are very flexible. Therefore, the structures folded from it are not only diverse
but also variable, which further increases the variety.
Furthermore, if we take a closer look, those building blocks of biomolecules have
more than two docking points of different strengths. An essential aspect of life
and evolution is reproduction. Due to the enormous number of reproductive steps
at the molecular level, it is inevitable that mutations occur. These mutations or
perturbations can have positive, negative, or no effect on the resulting molecule.
It depends on the perspective. In the complex interaction of all biomolecules,
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2 CHAPTER 1. INTRODUCTION AND OVERVIEW

we are usually not able to recognize all the effects of a mutation. In most cases,
a single faulty protein or an incorrectly transcribed RNA is quickly degraded by
the cell, and a mutation in the DNA is corrected again by its repair mechanisms.
However a single mistake in the wrong or right place can have major conse-
quences. For example, a mutation in the DNA can lead to repeatedly incorrectly
built proteins, which can cause serious diseases. A mutated RNA can suddenly
make a virus much more contagious or enable it to infect entirely new hosts. A
modified protein can adopt an unfavourable structure, thereby influencing other
proteins, which can ultimately lead to completely different complexes. On the
other hand, a mutation can also mean that a certain protein is more stable in its
natural conformation, or can perform its task in a better or quicker way. This
way mutations are fundamental parts of evolution.

Nowadays there are a variety of measuring instruments to study such small
structures as biomolecules. In most cases, however, the focus is always on spatial
or temporal resolution. If particularly fast processes are to be measured, it
is often only possible to trace few points within the system. If a molecule’s
complete structure should be mapped, this usually happens so slowly that fast
processes cannot be tracked. In order to be able to observe both at the same
time, it would be practical if one could slow down time. Alternatively, it would
be useful if one knew the rules governing the processes at the molecular level
so well that one could re-enact them at an acceptable speed. Nowadays both
the knowledge of these rules and the possible game speed (computer power) are
large enough to make this possible. The instrument for this is called Molecular
Dynamics (MD) simulations.
As part of this thesis, the theoretical foundations of MD simulations are explained
first. Then three examples of mutations in biomolecules and their effects are
discussed. The first example is the protein collagen, which is the most abundant
protein in our body. It forms long fibres that are a fundamental part of the
structure of a variety of tissue types from skin to tendons to bone. First,
the process of folding three collagen peptides into a triple helix is examined.
Individual mutations are then introduced to analyse how they affect the folding
process. Furthermore perturbations of the starting nucleus are simulated to
investigate their influence on the protein structure..
The second example is the tetrameric protein Transthyretin (TTR), which is
a transport protein for various molecules in our body. Unfolding and faulty
refolding of this protein can lead to so-called amyloid formation. These are long
fibrils made of incorrectly folded proteins, which are difficult to degrade and
can therefore lead to pathological deposits in the body. Several mutations of
TTR are known which either promote or prevent this process. In order to get a
quick method to estimate the effect of a mutation, already folded tetramers are
simulated over time to obtain an ensemble of conformations, which is then used
to calculate free energy differences.
Finally, the third example deals with a RNA double helix containing an excess
nucleobase (bulge loop) which disrupts the normal double helix structure. By
creating an artificially repetitive RNA sequence, it is possible for this perturbation
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to propagate along the helix. The behaviour and dynamics of the perturbation
are observed and analysed using long MD simulations.
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Chapter 2

Theory of Molecular
Dynamics Simulations

As mentioned at the beginning, Molecular Dynamics (MD) Simulations have
proven to be an appropriate tool to describe the behaviour of biomolecules like
proteins, DNA or RNA. It is a completely theoretical in silico method, using
formerly gained knowledge of molecular principles and laws to obtain better
insights into biomolecular processes. The basic principles of MD Simulations are
described in the following section.

2.1 Discretization of continuous Processes

In short MD is a method to numerically iterate the positions of given set of
atoms of a molecular structure through time using time steps small enough to
preserve the system’s realistic behaviour and at the same time big enough to
obtain satisfying progress of the system’s behaviour. Obviously the adherence of
the first boundary is crucial for the latter goal and can not be evaded. Experience
has shown, that the limit is around few femtoseconds, determined by the fastest
movements within the system, the hydrogen atoms.[2] Fortunately steadily rising
processing power of modern computer chips allows to simultaneously reach the
second goal by increasing the number of iterations.
To describe the atoms’ dynamics Newton’s equation of motion is applicable,
determining the dynamic of a particle i with mass mi and location ri(t) caused
by a force Fi.

Fi = mi
d2ri(t)

dt2
(2.1)

The force Fi results from the rest of the particles in the system and possible
external influences and can be calculated at any time by the negative gradient

5
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of a potential energy function U , called force field.

Fi =
∂U(r1, ..., rN )

∂ri
(2.2)

As biomolecular systems usually consist of many (N ≫ 2) atoms, there is no
analytical solution of this many-body problem. On the contrary many algorithms
exist to solve it numerically. A simple method to integrate the equation of motion
is to just perform a Taylor expansion and truncate it after the second order.
Further simplification is possible by applying the Verlet algorithm, based on
the Leapfrog integration, which omits calculating the atoms’ velocities after
each step by performing a forward and backward Taylor expansion in time and
summing both:

ri(t+∆t) = ri(t) +
dri(t)

dt
∆t+

1

2

d2ri(t)

dt2
∆t2 +

1

6

d3ri(t)

dt3
∆t3 +O(∆t4)

ri(t−∆t) = ri(t)−
dri(t)

dt
∆t+

1

2

d2ri(t)

dt2
∆t2 −

1

6

d3ri(t)

dt3
∆t3 +O(∆t4)

(2.3)

resulting in the new location ri(t+∆t), only depending on the current and prior
location and the force acting on the atom.

ri(t+∆t) = 2ri(t)− ri(t−∆t) +
d2ri(t)

dt2
∆t2 (2.4)

Other common integrators are the velocity Verlet method [3] or the Beeman
algorithm [4].
Since atoms consist of nuclei and electrons, a quantum mechanical considera-
tion ought to be necessary. The Born-Oppenheimer approximation allows us
to treat atoms as classical particles regardless of the electrons’ quantum me-
chanical character. It assumes that electrons move much faster compared to
their nuclei and thus follow them instantaneously. In MD there are no distinct
electrons but only classically treated nuclei which are equal to the atoms. The ef-
fect of the electrons is described by a global energy landscape acting on the atoms.

2.2 Force Field

While optimizing the integration of the equation of motion 2.1 leads to an
acceleration of the calculations, the accuracy of the physical behaviour of the
system is mainly determined on the force field from equation 2.2. It describes
all interactions between the system’s atoms. In this study the force field from
the AMBER software package [5] was used. Only a basic description can be
presented here.
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The system’s energy is determined by five additive contributions.

U(r1, ..., rN) =
∑

bonded

kd(d− d0)
2

+
∑

angles

kθ(θ − θ0)
2

+
∑

dihedrals

Vn[1 + cos(nΦ− γ)]

+
∑

i<j

4υij

[(

σij

rij

)12

−

(

σij

rij

)6]

+
∑

i<j

[

qiqj
ǫrij

]

(2.5)

The first three terms mimic the behaviour of all covalent bonds within the system,
with two simple harmonic potentials around a ground state, representing the
oscillations of the bond length d and the angle θ of neighbouring (bound) atoms
around their equilibrium state d0 and θ0. kd and kθ are spring constants. The
third term describes the periodic behaviour of the dihedral angles Φ represented
by a cosine function with scaling factor Vn, multiplicity n and phase γ. (figure 2.1)

A

d

B

Θ

C

Φ

Figure 2.1: Basic covalent interaction parameters. Variation of distance
(A), angle (B) and dihedral angle (C) between neighbouring atoms.

Unbound interactions are represented by Lennard-Jones potentials with pa-
rameters υij and σij and the distance rij between interacting partners describing
the van der Waals (vdW) force and Coulomb potentials of interacting charges qi
and qj with the the effective dielectric constant ǫ. (figure 2.2)

The additivity allows to easily expand the force field by new correcting terms
or artificial forces. It also necessitate the assumption that all contributions are
independent from each other.
The parameters of the force field are either gained by empirical data from ex-
periments or by quantum mechanical calculations of very small sample systems.
Since these force fields are not build bottom-up, just following basic physical
principles, there are different force fields for different types of biomolecules, like
proteins, DNA, RNA, membranes or solvent particles.[6]
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r
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A B

r

U(
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Figure 2.2: Unbound interactions. Schematic presentation of attractive and
repulsive Coulomb potential (A) and Lennard-Jones potential (B).

2.3 From microcanonical ensemble to isobaric-
isothermal ensemble

Since all interactions described so far arise from intra-system forces, the total
energy is conserved and we remain in a microcanonical NVE ensemble with
constant particle number N, volume V and energy E. This is an unrealistic
description of a biological microsystem like a cell or parts of it, which normally
sits in an aqueous environment and is therefore coupled to an macroscopic heat
bath. This means that energy transfer in and out of the simulated system should
be possible. Hence the temperature in our simulation should be regulated to a bi-
ologically reasonable value. This is called a canonical ensemble or NVT ensemble.

2.3.1 Temperature Regulation

There are several methods to regulate the temperature towards a desired value.
A simple weak-coupling algorithm was described by Berendsen [7]. It rescales
the temperature depending on the deviation to a desired temperature T0 and a
time constant τT :

dT

dt
=

T0 − T

τT
(2.6)

The temperature is described by the mean kinetic energy of an ensemble’s
particles.

T (t) =
N
∑

i=1

miv
2
i

NfkB
(2.7)

Where mi, vi and Nf are the particles’ mass, velocity and degree of freedom
and kB is the Boltzmann constant. Since the masses and degrees of freedom
are not meaningfully adjustable, the velocities have to be manipulated to adjust
the Temperature to a certain value. However with this method all velocities
are changed the same way, only guaranteeing, that the total kinetic energy
and therefore the global temperature are correct. This does not prevent local
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temperature divergence.

Another thermostat, which was used for this study, is the Langevin thermostat
[8] [9] In Langevin dynamics the Newton equation 2.1 is expanded by two
additional terms.

mi
d2ri(t)

dt2
= −

dU(ri)

dt
− γmi

dri(t)

dt
+ η(t) (2.8)

The force is replaced by the time derivative of the potential function U(r). The
first addition depicts a solvent drag force, describing the friction with the solvent
by collisions using a collision frequency γ. The second addition introduces a
random force η(t) connected to friction by the fluctuation-dissipation theorem

〈ηi(t), ηj(t
′)〉 = 2mγkBTδijδ(t− t′) (2.9)

The average 〈〉 is an average over time and kB is the Boltzmann constant. How
strong the particles are coupled to the heat bath is regulated by the collision
frequency γ. The delta function δij and δ(t− t′) implies that the random force
component at one moment t on one particle i is completely uncorrelated to the
random force at another moment t′ or on another particle j. In reality this is
not valid for the time interval of the collision, unless relevant time scales of the
simulation are much larger.

Other common thermostats are the Andersen thermostat [10], which describes
the energy exchange of the system with the environment by introducing a heat
bath which collides stochastically with the atoms, or the Nosé-Hoover thermostat
[11], which introduces one virtual particle instead.

2.3.2 Pressure Regulation

For most experiments additionally a constant pressure is preferred. Keeping
the number of particles N constant, leads to an NPT ensemble, also called
isobaric-isothermal ensemble.
Similar to temperature regulation equation 2.6 can be written for pressure P to
describe an easy coupling to an external pressure bath of P0.[7]

dP

dt
=

P0 − P

τP
(2.10)

Similar to 2.6 a time constant τP determines the inertness of the barostat. The
pressure P is given by

P =
2

3V



Ekin +
1

2

∑

i<j

rij · Fij



 (2.11)
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with the total kinetic energy Ekin and distances rij and forces Fij between
particle i and j.
Now to regulate the pressure to a desired value, distances between particles rij
and the system’s volume V can be manipulated.
Note since all following analysed systems in this study did not undergo major
fluctuations of volume, the Berendsen barostat was used.

2.4 Environment

An important part of a MD simulation plays the environment of the analysed
biomolecule that is the solvent. In biological systems the solvent mainly consists
of water molecules and few ions like sodium and chloride.

2.4.1 Explicit Solvent

The intuitively best method to model the solvent is to calculate its molecules
individually. Just as for the solute, simplifications are needed to make the
calculations feasible. Since these simplifications are especially required for the
smallest and fastest hydrogen atoms, they particularly affect water molecules.
To ensure a reasonable volume of solvent around the solute, the required number
of water molecules claim most of the simulation’s calculation time. Therefore
particular force fields for the solvent were developed. A common water model
is the Transferable Intermolecular Potential 3-Point (TIP3P) model [12], [13],
which restricts the bond lengths and angle of water molecules to certain val-
ues. These parameters together with the near-tetrahedral atomic partial charge
distribution and the Lennard-Jones parameters are optimized to describe the
properties of liquid water as good as possible. [14]
The water model used in this study was the Optimal Point Charge (OPC) model,
which uses four points to optimally reproduce the lowest order moments of water
molecules. [14]

2.4.2 Periodic Boundary Conditions

The implementation of explicit water molecules arises the question how many of
them are needed and how are they contained, or with other words, what happens
at the borders of the simulated volume. An artificial kind of wall would lead to
the next question of how particles inside the volume interact with this border
and would probably cause undesirable artefacts like particles sticking to the wall
[15].
Making the simulation box large enough, that boundary artefacts can be ne-
glected, would not be feasible due to calculation power of today’s CPUs / GPUs.
A better solution is to introduce periodic boundary conditions (PBC). This
means, that molecules cannot interact with the walls, instead if they pass an
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”invisible” boundary, they enter the box on the opposite side again. So any
particle inside the box does not see any border or exterior of the box.
Another way to understand the concept is, to imagine a lattice of copies of the
simulated box volume aligned to each other leading to an infinite volume. (see
figure 2.3)

A B

Figure 2.3: Periodic boundary conditions. (A) PBC visualized as a grid of
copies of the simulation box. (B) PBC visualized as handled in calculations.

This solution avoids undesired boundary artefacts but can cause other prob-
lems in practice. To prevent as much computing time as possible one may be
tempted to define the box as small as possible. This can lead to undesirable
interactions between the big analysed molecule inside with itself or in other words
with its own copy, which would probably interfere with its natural behaviour.
The risk of this to happen is particularly high, if the molecule drastically changes
its shape, for instance by unfolding itself or if a longish molecule rotates in a
longish box fitted to its original position. For example if the folding process of a
molecule should be simulated, it is possible that parts of the not yet completely
folded molecule interact with parts of its copy which perform as a different
molecule in this situation. This can either just falsify the observed time interval,
the molecule needs to fold, if metastable conformations are formed or make it
completely impossible for the molecule to form its biologically relevant conforma-
tion, if stable complexes are formed with the copy, leading to an infinite protein
complex.
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Other problem arises by the theoretically infinite range of non-covalent forces
like the vdW force and the Coulomb force.

2.4.3 Cut-Off and Ewald Summation

The most time-consuming processes during MD simulations is the evaluation of
energies and forces, especially those resulting from non-bonded Lennard-Jones
and Coulomb terms [16]. So every interaction between every molecule within our
system has to be considered. In case of a periodic system the number of particles
alone is infinite. The calculation of these energies and forces requires O(N2)
operations, which quickly becomes unhandy or impossible within reasonable
time scales with rising particle numbers N, especially if explicit solvent molecules
are used.
In case of Lennard-Jones interactions the problem could be solved by cutting
them at a certain distance for each molecule, since they decay by (1/r)6. For long
ranged Coulomb interactions this method cannot be applied without artefacts at
the cutting edge. Instead of simply truncating them, we can artificially divide
these interactions in a short ranged and a long ranged part. The short ranged
part is used to calculate interactions of a particle with all its neighbours within
a cut-off radius in real space. For long ranged interactions the so called Ewald
summation is used, which sums the long ranged interactions in reciprocal space.
[17] Since summation in reciprocal space over a periodic lattice converges quickly,
it also can be truncated at a certain cut-off length. The Ewald summation is
a special case of the Poisson summation, which says that a summation in real
space can be replaced by a summation in Fourier space. [18], [19]
Using the Fourier transformation for long ranged interactions implicitly assumes
a periodic system. The periodic boundary condition (see section 2.4.2) perfectly
fits to this approach. The combination of real space particle interactions and
long range interactions calculated by a mesh of periodic unit cells by Ewald
summation is also called particle mesh Ewald (PME) method and is widely used
in MD simulations. [20], [21]

2.4.4 Implicit Solvent

An alternative way to mimic the biomolecules environment would be to just
consider one copy of this molecule without periodic repetitions of this unit cell.
As mentioned above this again leads to the question, how to confine the molecule
and the solvent around and how to treat particles, which cross or touch any
artificial border around the system. A very quick method is to put the molecule
in an infinite space and give up all solvent molecules. [22] In this way we have
only one biomolecule and no borders at all (assuming the biomolecule doesn’t
consist of multiple subdomains, or these subdomains don’t separate significantly).
Regardless the effect of the solvent can’t be neglected. A way to take the solvent
back into account is, to treat it not as discrete molecules but as a continuous
mean-field. This approximation ignores all distinct interactions between single



2.4. ENVIRONMENT 13

solvent molecules and the solute molecule, but reduces the enormous effort of
calculating all solvent molecules. [23]
What is basically left to calculate is the solvation free energy contribution to the
total energy of the simulated molecule.

Etot = Evac +∆Gsolv (2.12)

Evac is the molecule’s potential energy in vacuum and determined by the force
field. Its calculation is comparably uncomplicated. [24] The energy to put the
molecule into the solvent ∆Gsolv can be split into two parts:

∆Gsolv = ∆Gnonpolar +∆Gel (2.13)

The non-polar part contains attractive van der Waals interactions between
solute and solvent molecules on the one hand and hydrophobic repulsion by
disturbing the structure of the surrounding solvent on the other hand. [23] Both
contributions can be linearly approximated by the solvent-accessible surface
area (SASA), which can be calculated by ’rolling a ball’ (corresponding to a
solvent molecule) over the molecules surface. [25]

∆Gnonpolar = σ · SASA (2.14)

The proportionality constant σ was derived by experimental solvation energies
of small non-polar molecules. [23]
This leaves the electrostatic contribution ∆Gel to the solvation free energy,
which is long-ranged and most time consuming to calculate. An appropriate
description of the electrostatic potential Φ(r), which is generated by a molecular
charge distribution ρ(r), delivers the Poisson-Boltzmann (PB) equation, which
is derived via mean-field approximation [23], [26]:

∇[ǫ(r)∇Φ(r)] = −4πρ(r) + κ2ǫ(r)Φ(r) (2.15)

where ǫ(r) describes the position-dependent dielectric constant. The additional
term with the Debye-Hückel parameter κ ∼

√

[salt] models electrostatic interac-
tions of salt ions in the solution. [22]
With the numerical solution of this equation, the electrostatic part ∆Gel of the
solvation energy can be calculated. The combination of MD, PB and SASA
to calculate free (binding) energies is called the Molecular Mechanics Poisson-
Boltzmann Surface Area (MMPBSA) method.
Since this relatively expensive method with regard to computational effort
has to be done every step during an MD simulation, the even more simplified
Generalized Born (GB) model can be used [27]:

∆Gel ≈ −
1

2

(

1

ǫin
−

1

ǫw

)

∑

i,j

qiqj
fGB(rij)

(2.16)
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fGB(rij) =

√

r2ij +RiRje
−

r2
ij

4RiRj (2.17)

The dielectric constant inside the molecule ǫin is normally around 1, whereas the
dielectric constant of the surrounding water ǫw is high. So the first term can be
further approximated to (1− 1/ǫw). [23] The sum over atoms i and j contains
partial charges qi and qj , as well as the distance rij between these atoms and
their effective Born radii Ri and Rj . The latter are defined as the radius the
whole molecule without any partial charge but the one of the considered atom
would have if it was a spherical ion with the same ∆Gel. In other words it
describes, how deep an atom is placed inside the solute. In practice the effective
Born radii are calculated by integrating over the interior of the solute excluding
a sphere around the atom of interest. [28]
The function fGB(rij) is equal to the effective Born radius Ri if i = j. For
i 6= j it becomes the effective interaction distance which approximates to the
real distance rij between atoms i and j.
Like the PB equation it can be extended by a correction for screening effects by
salt ions. [29]
The GB equation can be understood as an interpolation between analytic so-
lutions for a single sphere on the one hand and for broadly separated spheres.
From computational point of view the GB equation is much faster than the
PB equation. It is a widely used compromise between approximating reality
and computational effort. One should keep in mind, that the GB model is not
as accurate as explicit water models. For instance all effects involving tightly
bound water molecules, which may be important for a biomolecule’s stability, are
neglected. Furthermore all solvent is treated the same way within this approach.
If a molecule’s shape is strongly curved or has deep binding pockets, solvent
inside this regions may behave different in reality than bulk solvent.
The combination of MD, GB and SASA is called Molecular Mechanics General-
ized Born Surface Area (MMGBSA) method.
In summary, the total free energy difference of different conformations can be
calculated:

∆Gconf
tot = ∆Gvac

forcefield +∆Gsolv
nonpolar +∆Gsolv

el/GB (2.18)

∆Gvac
forcefield contains all bonded (distance, angle, dihedral) and non-bonded

(electrostatics, Lennard-Jones) contributions from the protein force field (see
equation 2.5).



Chapter 3

Folding Process of Collagen
Peptides

Each protein is characterized by its sequence of amino acids. This sequence,
which is encoded in a cell’s Deoxyribonucleic Acid (DNA) is similar to a protein’s
fingerprint. But whereas we understand a fingerprint to be a unique attribute
of a single entity, the sequence of a protein is only an attribute for one certain
species of proteins. Nevertheless, it is the first necessary piece of information
needed to build a specific protein.
After all the amino acids have been joined, the resulting chain must be brought
into its correct form. This is essential for proteins’ stability and functions [30],
[31]. Correctly arranging such a chain of up to thousands of elements appears
much more complex than putting the chain itself together. It is all the more
astonishing that the mere specification of a certain sequence always leads to the
same respective structure. The process of this so-called folding of a protein is
illustrated in this chapter using collagen peptides as an example. Furthermore
the effect of small changes in the sequence is analysed.
The content of this chapter has been previously published in a similar form [32].1

3.1 Importance of Collagen and its structure

With one third of human proteins, collagen is the most abundant protein of our
body. It appears in many different tissue types like skin, cartilage, bone or hair
and plays an essential role for the stability of the extracellular matrix and whole
body. [33] The various types of collagens allow them to serve different functions
ranging from stiff structures like bones to elastic tissue like skin or cartilage.
The characteristic feature of collagens is a parallel right-handed triple helical
structure which was already assumed by Ramachandran and Kartha [34], Rich
and Crick [35], and Cowan and co-workers [36]. It consists of three polypeptide

1➞ 2021 PLOS Computational Biology
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chains, that form a left-handed poly-proline II-type helical coil. For this confor-
mation it is important that every third residue is a glycine (Gly) [37] resulting
in the characteristic Gly-X-Y repeating unit with X and Y mostly representing
proline (Pro) or hydroxyproline (Hyp).
The structures of various triple-helical structures have been determined by X-ray
crystallography [33]. Sequence variants are known in different collagens that are
associated with several human diseases like Osteogenesis Imperfecta [38], Ehlers-
Danlos syndromes [39], Alport syndrome [40], [41] and many others. Mutations
in collagen can result in a destabilization, misfolding or delayed folding of the
collagen fibre. Understanding such defects and design of treatments requires a
comprehensive understanding of the structure formation processes.
Kinetic measurements of folding rates for collagen-like peptides suggest that
folding consists of several steps, which include a first formation of a triple-helical
nucleus followed by rapid propagation of the triple-helical structure from the
C-terminus to the N-terminus in a “zipper-like” mechanism [42]–[45]. The rate
determining folding steps correspond to the formation of a sufficiently long and
stable initial triple-helical segment and the cis-trans isomerisation of Gly-Pro
bonds that can interrupt or prolong the subsequent propagation step [42], [45].
It has been possible to determine the rate of nucleus formation for model peptide
chains and to conclude that the nucleus formation is associated with a purely
entropic barrier (determined by the speed with which the three strands diffuse
together to form a nucleus consisting of ∼3.3 tripeptide units per strand). The
subsequent propagation step is too fast to be measured by the fastest available
kinetic mixing experiments [44], hence, propagation (with all-trans Pro) must
happen in a time regime significantly below 1 ms.

In vivo, collagens are formed in the Endoplasmic reticulum (ER) and involve
several chaperone molecules including the collagen specific heat shock protein
47 (HSP47). Initiation of the collagen folding process starts at the C-terminus
and involves disulphide bonds in the non-helical procollagen part, which is cut
away at the final stage [46]. Since collagens can include more than 1000 residues,
any incorrect propagation can prevent folding completion.
The HSP47 chaperone can bind to already folded parts of collagen [47] and
stabilizes the folded part allowing further propagation to continue towards the
N-terminus.
Experimental biophysical kinetic measurements are well suited to study the initial
nucleation of triple-helix formation on model systems [44], [45]. However, the time
resolution is insufficient to study the propagation steps that are strongly affected
by known mutations and give rise to various diseases. Molecular Dynamics (MD)
simulations are well suited to study structure formation processes at atomic
resolution. Several MD simulation studies have already been performed on
triple-helical collagen model peptides [48]–[53], however typically starting from
the already folded triple helix to investigate the local dynamics and the effect
of substitutions [51]–[53]. The triple-helix folding process has also been studied
but was guided by a force to gradually move the unfolded system towards the
known folded structure [52]. However such added external driving forces may
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artificially bias the structure formation processes.
In the present study, we use multiple MD simulations starting from an already
formed folding nucleus to directly follow triple-helix propagation.
The diffusive formation of an initial nucleus occurs on time scales beyond current
MD simulations [44]. However, for the natively folded triple helix formation of
long collagen fibrils the propagation steps are of central importance.
The simulations allow us to give an atomic detail picture of the structure
formation process. We find that the folding follows a sequential process with a
first transient formation of two chains forming a short 3 residue folding template.
The third chain then propagates by using this segment as template for folding to
complete one folding propagation cycle. We also study how an unstable nucleus
affects the folding process and find that it dramatically lowers the number of
successful folding simulations. However, if the process successfully starts, folding
follows the same mechanism as observed for the simulations starting from a stable
nucleus. Finally, we also characterize misfolding events and study systematically
the substitution of a central Gly by alanine (Ala) or threonine (Thr) on the
folding propagation.

3.2 Simulation Setup

The experimental structure of a collagen-like triple helix (PDB 3b0s [54]) served
as starting and reference structure. This structure consists of 27 residues for
each strand of the triple helix, resulting in 81 residues in total. However, in order
to allow for multiple extensive folding and unfolding simulations we reduced the
system to a folded triple helix consisting of three strands with 15 residues per
strand with the sequence (Gly-Pro-Pro)5 still including 5 repeating tripeptide
units per strand.
Simulations on mutations included the in silico replacement of the central Gly
residue in one strand or all three strands by either Ala or Thr.
For all simulations the AMBER14 [55] package in combination with the parmff14SB
[56] force field for the peptides was used.
To each system explicit water molecules (Optimal Point Charge (OPC) model
[14] see 2.4.1) were added in a cuboid box with 15Å distance to the molecule for
peptides without any or only a single-strand mutation and 35Å distance to the
molecule for peptides with mutations in all three chains. Sodium and chloride
ions were added (∼0.1 M) to neutralize the system and to create a physiological
salt concentration.
The masses repartitioning option for hydrogens and heavy atoms was used to
allow for a large time step of 4 fs during simulations [57]. Without masses repar-
titioning time steps of 2 fs are usually made. The repartitioning ”shifts” mass
from heavy atoms to hydrogen atoms, resulting in slower oscillating hydrogen
atoms.
Long-range electrostatic interactions were included using the particle mesh Ewald
method [20], [21] (see 2.4.3) in combination with a 9Å real space cut-off.
After energy minimization (1000 steps steepest gradient method followed by 1500
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steps conjugate gradient method) the systems were heated to 300 K for several
nanoseconds simulation time. To generate unfolded triple helical structures the
systems were heated to 700 K for 10 ns and cooled down to 310K again. (see
figure 3.1) To avoid trans-cis isomerisation at Pro residues during this phase a
dihedral restraining potential to keep a trans configuration was added.

Figure 3.1: Schematic time schedule of the simulation process.
To unfold the triple helix, collagen peptides were heated up to 700 K for several
nanoseconds. During this hot phase some ω-angles can flip to undesired cis
conformation. Therefore these angles were restrained to trans conformation
during the cooldown phase. Positionally restrained residues during the whole
simulation are coloured in light blue, orange and lime.

During unfolding and the folding propagation run the Cα atoms of the two
first residues of each strand were harmonically restrained to the reference struc-
ture at the C-terminus in order to mimic a defined (but still flexible) nucleus of
the triple helical folding process corresponding to an already folded triple helical
segment.
The force constant for this restraint was optimized at 0.5 kcal·mol-1·Å-2 to
optimally represent the flexibility of an already formed triple helical segment
(see A.2). Furthermore, simulations with positional restraints at a reduced force
constant of 0.05 kcal·mol-1·Å-2 were also performed to mimic a badly formed
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previous segment of the helix.
Each folding simulation started from a different unfolded structure and was
extended to 1 µs after the cooldown process.
In addition to simulations starting from unfolded systems, simulations starting
from the folded triple helix with and without residue substitutions were also
performed to analyse the stability of an already folded helix.
For each setup 10 simulations were performed. Trajectory snapshots were taken
every 50 ps. Bonds involving hydrogen were constrained by SHAKE [58]. The
temperature was controlled by a Langevin thermostat. (see 2.3.1) This ther-
mostat was chosen to create more variance between multiple simulations of the
same system setup.
To determine triple helix folding times the root-mean-square deviation (RMSD)
of the third residue triplet (meaning residue 4 of each chain starting from the
N-terminus) was recorded. The open end of an fully folded helix opens from
time to time along few residues but also closes again. The third residue triplet
was preferred to the first one to avoid opening and closing fluctuations of the
latter. A window of 50 frames (2.5 ns) was shifted through the trajectory and
the first moment the mean value of the window was below a threshold of 1 Å
was defined as folding time.
All non-hydrogen contacts of the crystal structure with maximum distance of
4.0 Å were counted as native contacts.
Energies were calculated using the Molecular Mechanics Generalized Born Sur-
face Area (MMGBSA) method as implemented in the Amber package. [59]
(Amber input options: PBRadii = mbondi3, igb = 8, salt concentration = 0.1M).
To flatten the energy time course, a Gaussian filter (σ = 25 frames) was used.
The energy differences between the beginning and the end of a simulation are
the differences of the mean energies of the first respectively last 20 frames of the
simulation.

3.3 Results and Discussion

The simulation model system consists of three chains (Gly-Pro-Pro)5 forming a
collagen like triple helix (figures 3.2 and A.1). In order to specifically study the
propagation during MD simulations we added an artificial harmonic restraint to
the two residues at the C-terminus of each strand (only acting on the backbone
Cα coordinates) to keep this nucleus on average reasonably close to the structure
in a folded reference triple helix. It mimics an already formed triple helical
nucleus structure at the C-terminus still allowing fluctuations of the restrained
segment. Care was taken to adjust the flexibility to a level comparable to the
fluctuations of a regularly folded triple-helical structure (figure A.2).
Multiple folding propagation simulations of the (Gly-Pro-Pro)5 structure were
performed using in each case different unfolded starting structures (see table
3.1). Out of 10 simulations 9 successfully reached the completely folded triple
helix within <1 µs simulation time. The finally reached state is indistinguishable
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Figure 3.2: Representative snapshots from a collagen folding propaga-
tion simulation. (A) Initial random arrangement of the three (Gly-Pro-Pro)5
chains (coloured red, green and blue). (B) Folding nucleus formed at the C-
terminus due to positional restraints on Cα atoms of the last two residues of
each strand and partial formation of a near native structure of two chains (blue
and green). (C) folding propagation with a near native arrangement of all three
chains formed up to the middle of the complex. (D) Completely folded collagen
triple helix (the 3 residues indicated in grey have the same residue number in
each strand, are spatially close in the native structure and represent a residue
triplet).

from a simulation started from the folded conformation (figures A.1 and A.3).
Once folded the triple helix is stable for the rest of the simulation. In contrast to
a mostly two-state folding of globular proteins with little accumulation of stable
intermediates, the folding propagation process of the collagen triple helix follows
a stepwise process (figures 3.2, 3.3, A.4 and A.5). Starting from the C-terminus
the RMSD with respect to the folded state of the following segments decreases
progressively along the strands with intermediates that differ in length by ∼3
residues until the complete triple helix has formed.
Similarly, the near-native contacts increase progressively over time with occa-
sional steep rise during folding once a propagation step is completed (figure
3.3). The time between each successive folding progression of ∼3 residues varies
between a few ns and a few hundred ns (figures 3.3, A.4 and A.5).
If one looks separately at the backbone dihedral transitions of the individual
chains, another repeating pattern becomes visible: In a folding propagation step
a segment of three residues in two strands typically forms first a transient asso-
ciated native-like structure with the residues from the third chain still unfolded.
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simu-
lation
N[a]

wild-
type[b]

Å (ns)

weak
restraints
Å (ns)

G7aA
Å (ns)

G7aT
Å (ns)

G7abcA
Å (ns)

G7abcT
Å (ns)

1 1.4 (44) 14.7 (-) 1.6 (879) 5.9 (-) 3.9 (398) 4.8 (677)
2 2.5 (960) 10.1 (-) 6.8 (-) 3.0 (475) 10.8 (-) 15.4 (-)
3 1.6 (319) 1.6 (706) 7.6 (-) 5.0 (-) 10.4 (-) 9.2 (-)
4 1.4 (138) 2.5 (139) 9.4 (-) 2.9 (280) 3.9 (907) 4.8 (-)
5 1.5 (96) 11.2 (-) 2.4 (769) 2.9 (494) 8.4 (-) 18.7 (-)
6 1.4 (367) 9.0 (-) 13.3 (-) 1.9 (992) 4.2 (83) 6.2 (-)
7 1.7 (331) 7.9 (-) 4.6 (-) 9.8 (-) 4.4 (555) 13.9 (-)
8 7.8 (-) 13.3 (-) 11.8 (-) 1.7 (494) 8.6 (-) 5.1 (-)
9 1.4 (95) 1.9 (89) 2.0 (905) 3.1 (428) 3.7 (837) 14.1 (-)
10 1.6 (45) 1.7 (390) 2.7 (635) 6.2 (-) 4.0 (540) 9.1 (-)

Table 3.1: RMSD and folding time of triple helices starting from 10
different start structures
[a] N indicates the starting structure or simulation number.
[b] Each column corresponds to the wild-type (WT) or mutated collagen sequence;
G7aA means mutation only in chain A, G7abcA: mutation in every chain; RMSD
is given in Å vs. native triple helix structure for the finally sampled frame (at
1 µs). In brackets the time (in ns) is given, after which the peptide was (first)
completely folded.

The short two-strand segment forms a template or binding site for the third
chain to fold along the template to complete the folding of a 3-residue segment
for all three chains.
This mechanism is illustrated in figure 3.4 as a sequence of successive backbone
dihedral transitions. In the unfolded state a broad range of Ψ/Φ dihedral angle
combinations (including near-native states) are sampled but for a folded segment
only a narrow range of ΨPro/ΦGly combinations characteristic for a triple helix
are sampled (figure 3.4).
Furthermore, on another example the process is illustrated by recording the
pairwise RMSD of the 7th residue of two selected chains (figure A.5). Here, first
chain B and C align to each other (resulting in low and stable RMSD of the
7th residue relative to the native triple helix) but they unfold again (chain A is
not folding). However, at a later time point chain A and C align to each other
followed shortly later by folding of chain B on this template to the stable triplet
position including complete formation of all native contacts between the chains
(figure A.5). This example demonstrates that each chain alone or parts of it
can adopt the correctly folded state several times before it eventually reaches
the stable state next to the two other chains. Thus the population of dihedral
angles in the “folded” state area in figure 3.4 occurring in the unfolded segments
(red background) can be explained by the transient folding of individual chains.
The transient formation of near native structures for individual chains is also
illustrated in figure A.6. In short time intervals of few ns individual chains can
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Figure 3.3: Time course of triple helix formation during an MD simu-
lation. The simulation starts from an unfolded collagen peptide with an already
formed nucleus at the C-terminus (see figure 3.2 A). Each labelled stripe (1–15)
represents a residue triplet (residues with same number in each chain, indicated
as black ellipse in the left panel) along the three strands. The root-mean-square
deviation (RMSD) of each residue triplet relative to the native folded structure
is indicated by a color-code (color bar on the right side). A blue color represents
sampled states close to native, whereas red color corresponds to an unfolded
triplet structure. The y-axis on the right side of the plot gives the number of
formed native contacts (white line in the plot).

indeed reach an RMSD (non-hydrogen atoms) <1.5 Å relative to the native
structure.
The grouped propagation process arises from the repeating sequence of each
chain (schematically illustrated in figure 3.5). Since every third residue is a
Gly, these are the most flexible points of the sequence. The backbone dihedral
angles of the Pro residues are nearly unaltered comparing folded and unfolded
peptides except for the Ψ angle at the connection to a Gly. For Gly the Φ angle
differs most significantly between unfolded and folded state (figure A.7). Taking
all successful folding simulations into account the folding propagation was on
average completed after ∼290 ns. This translates to an average formation time of
one repeating 3-residue unit (forming basically the elementary propagation step)
of ∼75 ns. It also justifies our maximum simulation time of 1 µs that is ∼15
times longer than the elementary folding step. Reducing the restraints on the
backbone Cα atoms at the C-terminus (to 0.05 kcal·mol-1·Å-2, which allows in
principle fluctuations of the restraint atoms by up to 4 Å within a mean energy
change of RT = 0.6 kcal·mol-1, R: gas constant, T: temperature of 310 K) led
to highly mobile C-terminal start arrangements and to a significantly smaller
fraction of successful folding propagation processes (Table 3.1 and figures 3.6
and A.8).
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Figure 3.4: Sequential collagen folding process in terms of successive
dihedral angle transitions. (A-D) 2D-Ramachandran type plot of the most
flexible backbone dihedral angles (Φ of Glyi and Ψ of neighbouring Proi-1 )
in each chain of the triple helix during subsequent time periods of a folding
simulation (simulation time increases from A to D). The already folded part of
the triple helix, starting from the right side (C-terminus) is framed in black and
highlighted by a green background (in A-D) with both dihedral angles sample
the native conformation in the upper right corner of the plots. In contrast,
dihedral angles cover a broader distribution in the still unfolded, disordered
segments of each chain (red background). The part in between (orange) indicates
an intermediate state, where two chains adopt already a native dihedral angle
configuration while one is still in a non-native configuration. The process is
repeated in a step-wise manner in A-D in the direction of the N-terminus of
the chains. (E) Simulation snapshot indicating a partially folded triple helix
with two chains overhanging by three residues in near-native geometry (blue and
green) and one strand with the corresponding three residues still unfolded (red
sticks). The rotatable bonds that define the Φ of Glyi and Ψ of Proi-1 are shown
as cyan and magenta cylinders, respectively.
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A B C

Figure 3.5: Schematic illustrations of the sequential folding propagation
process. (A) Starting with an already folded part of the triple helix (framed by
a black box in A, each residue is represented by a coloured bead). (B) Followed
by the formation of a near-native structure of two chains (red box in B) and
subsequent folding of the third chain (framed box in C) to form an extension of
the triple helix by three residues of each chain.

This observation indicates the importance of a stable folded nucleus close to
the consensus triple helix near the C-terminus for further propagation. In this
case only 3 of 10 starting arrangements folded correctly to a structure in close
agreement with the experimental reference triple helical structure (figure 3.6).
However, for the successful trajectories that formed a stable nucleus with a
growing tip the same stepwise mechanism and similar folding propagation times
were observed (figures 3.6 and A.8). It emphasizes the importance of a correctly
folded and stable nucleus close to the consensus triple helix near the C-terminus.
Once a stable nucleus has formed stepwise propagation can proceed rapidly
as has been indicated also in previous experimental studies [44]. Nevertheless,
especially in the simulations with a highly mobile C-terminus several transiently
stable misfolded and intermediate conformations were observed. It includes
the formation of bulged loops formed by one strand during propagation steps.
Interestingly, the loop regions always consist of multiples of three residue seg-
ments. Hence, three or a multiple of three residues (ending with Gly) can loop
out and the triple helix eventually continues following the consensus structure
after shifting the alignment with respect to the looped out strand (figure 3.7
A-C). Accidental formation of such a bulge loop is critical because if propagation
eventually proceeds there is no way to resolve this misfolded loop.
The fibril is on average kinked at the bulge (figure 3.8). This can of course

strongly affect its ability to associate with other fibrils to form a stable bundle.
In other cases, an unstable nucleus resulted in a non-native association of the
chains during propagation that was stable for the rest of the simulation (figure
3.7 D and E). An unstable C-terminal nucleus also results frequently in another
type of misfolded triple helices that are locally arranged in a native-like triple
helical structure but the chains are shifted relative to each other.
These shifts occur generally in units of the sequence repeat (example cases

observed in simulations with an unstable nucleus are illustrated in figure 3.9).
A misfolded stable structure with a loop was only observed once in the case of
reasonable stabilization of the initial folding nucleus (simulation 8, see Table 3.1),
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Figure 3.6: Efficiency and folding times of all simulations. Each column
includes 10 simulations. Successful simulations are coloured green. Simulations
reaching only partly helical and stable folded peptides are coloured orange and all
simulations which resulted in an unfolded peptide are coloured red. Red hatched
bars indicate simulations which temporarily folded but subsequent unfolding.
Black squares represent the average time to observe a completely folded triple
helical structure. Grey squares represent the same time to result in folding up to
half of the fully folded structure. Weaker restraints (positional restraints with
respect to the native structure on the Cα atoms of the last 2 residues of 0.05
kcal·mol-1·Å-2 vs. 0.5 kcal·mol-1·Å-2 for the standard set of simulations) do not
modulate the folding propagation time but the efficiency and the appearance of
misfolded structures. A single point mutation of G✙A/T at the center of one
chain already increases the folding time and lowers the efficiency. Three point
mutations of G✙A/T (one at the center of each chain) do not result in a single
successfully and completely folded triple helix.
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Figure 3.7: Misfolding of collagen triple helices during simulations. (A)
Snapshot of a finally sampled conformation with one chain (red) forming a
loop but near-native conformation of the neighbouring segments observed in a
simulation that did not reach the native fold. (B) Time evolution of the RMSD
of triplets along the simulation, after 0.5 µs a correct folding of a first segment up
to the loop is observed (blue regime in the plot). (C) RMSD with respect to the
native folded triple helix of each chain vs. simulation time. (D) Snapshot at the
final stage of a simulation with very weak restraints to stabilize the initial folding
nucleus at the C-terminus of the triple helix. The green chain has detached
from the other chains at the C-terminus and binds to the other two chains in a
non-native arrangement. (E) The non-native arrangement remains stable for the
rest of the simulation (after ∼0.4 µs).
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Figure 3.8: Influence of central G✙A/T substitution or loop in one
chain on the flexibility of the triple helix. (A) Each point in the 4 plots
is the projection of a vector from the center of the folded triple helix to the N-
Terminus on the plane perpendicular to the vector pointing from the C-Terminus
to the center of the triple helix. WT indicates the natively folded triple helix
with an isotropic distribution indicating a fluctuation around the straight triple
helix (standard deviation of the distribution indicated as black circle). The
LOOP, ALA, THR label indicate simulations with a central loop segment of
one chain (see also figure 3.7 A), a central G✙A or G✙T mutation in one
strand, respectively. The LOOP case indicates a significant directional bending
fluctuation. (B) illustration of the vectors and projection. (C) correlation of
x/y-displacement for the WT, the single G7aA and G7aT mutations and the
triple helix with the looped out segment in one chain. Increased correlation
indicates anisotropic bending fluctuations of one end of the triple helix relative
to the other end.
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but several times for the case of a weakly stabilized starting segment indicating
again the critical importance of a stable folding start point to proceed to the
correct folding propagation.
Since collagens are the product of very long genes it is likely that mutations occur
at some positions and may accumulate during evolution. Mutations containing
amino acids with larger side chains can lead to more significant alterations in the
structure [37], [42]. Since a number of mutations have been linked to important
connective tissue diseases, a thorough understanding of factors that affect the
folding of collagen is of particular interest [47], [60], [61]. Most critical is the
substitution of the flexible Gly (G) by other residues and efforts were focused on
investigating the effect of G✙A and G✙T substitutions in either one chain or
all three collagen triple helix forming chains. For instance, peptides containing a
G✙A mutation can form triple-helical structures that contain a local distortion
at the site of the mutation and a disruption of the normal collagen hydrogen
bonding pattern [62], [63].
We performed 10 folding propagation simulations with one chain containing a
central Gly7Ala (G7aA) or a Gly7aThr (G7aT) mutation (figure A.8). In both
cases only about half of the simulations resulted in successful propagation to the
fully folded triple helix (and typically with a higher final RMSD relative to the
experimental structure, table 3.1). Some of the cases that did not propagate to
the full triple helix still reached folded conformations up to the position of the
substitution but the rest of the chains remained in an unfolded state (figures
A.9 and A.10).
Interestingly, the average folding time in the successful cases rose to 900 ns

in the G7aA case and 590 ns in the G7aT case qualitatively consistent with
experimental result on decreased folding rates of G✙A replacements in collagen
model peptides [64]. Since the side chains of the mutated residues in G7aA and
G7aT point inwards towards the center of the triple helix the larger side chains
create a sterical barrier that hinders and delays the propagation process. Such
an arrangement is also seen in the X-ray structure of a collagen peptide with
Gly✙Ala substitutions [63].
Substitution of the central Gly in all chains at the same position finally made it
impossible for the three peptide chains to fold to a stable triple helical structure
(figures 3.10, A.12 and A.13). However, in 6 out of 10 simulations of the all
G7abcA case at least transiently a structure close to a full triple helix was
observed that unfolded again after a short period (∼80 ns for the case illustrated
in figure 3.10). The result is consistent with the observed strongly reduced
melting temperature of collagen-modelling triple helices due to Gly✙Ala substi-
tutions [63], [64]. For the Gly✙Thr substitution in all chains only one simulation
temporarily reached a folded state, none of the 10 simulated peptides stayed in
this state until the end of the simulations. In this case the measured “folding
times” represent the moments when the RMSD of the N-terminus was the first
time at the level of the folded state. For both cases the average was in the range
observed for the mutations in a single strand.
Based on an energetic analysis of the folding process using a continuum solvent
model we also estimated the mean energy change during the propagation process.
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Figure 3.9: Misfolding due to chain shifts. (A) A second type of misfolding

observed with very weak restraints on the C-terminal folding nucleus with the RMSD

of all triplets reaching uniformly ∼ 4 Å with respect to the native structure at ∼ 1 µs

simulation time. (B) A snapshot of the final conformation reveals, that large parts

of the triple helix are formed, but the strands are partially shifted relative to each

other causing a significant deviation of each triplet from the placement in the native

structure. (C) The RMSD of segments of 3x6 residues (yellow part in I and J) of

different simulations are plotted and illustrated. The black curve shows a simulation

which formed a partially helix-like structure that prevented the rest of the helix from

proper folding (snapshot in D and schematic illustration in E (top)). The red and

orange curves show different segments of a successfully folded simulation (illustrated

in E). The blue dotted example represents a helix folded from the beginning. The

black curve gets close to the blue and orange one, indicating the helical structure of

the yellow part. At the same time the RMSD of the same segment/residues in a folded

helix is higher (red curve), the here formed structure (D) is different from the native

helix.
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Figure 3.10: Residue substitutions can strongly affect triple helix fold-
ing. (A) Snapshot of an intermediate state with the triple helix formed up to
the center of the chains that each contain a central G✙T substitution (magenta
sphere). (B) Short-lived sampled snapshot of the same chains, temporarily
folded to a triple helical conformation, but the middle part around the mutations
adopting an expanded structure. (C) RMSD plot of residue triplets along the
triple helix (one residue of each chain per triplet) and native contacts. The blue
part of the plot indicates correctly folded triple helix, at ∼0.7 µs the complete
near-native folded triple helix is observed but unfolds again at ∼0.78 µs. (D)
schematic cross section of helices at the position of the mutations to illustrate
how the mutated residues (red) sterically collide with the other chains, compared
to the WT helix (blue).
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For the WT case a drop of the mean energy by 80 kcal·mol-1 comparing the
fully folded ensemble vs. the unfolded ensemble was obtained (Table 3.2 and
A.1 and figure A.13). It translates to ∼16 kcal·mol-1 mean energy change upon
adding one folding propagation unit to the triple helix. Note, that conforma-
tional entropy effects (that favour the unfolded state) are not considered. The
substitution Gly✙Ala and Gly✙Thr resulted in a significant drop of the folding
energy and a further strong reduction was observed for the case substitutions in
all three strands (Table 3.2).

Simulation Set Wild-Type
Weak

restraints
G7aA G7aT G7abcA G7abcT

Mean energy
change (kcal·mol-1)

-83 ± 11 -61 ± 24
-64 ±
19

-72 ±
18

-50 ±
14

-30 ±
16

Table 3.2: Mean energy difference between unfolded and folded ensem-
bles of collagen triple helices
Mean energies were obtained using the Molecular Mechanics Generalized Born
Surface Area (MMGBSA) method.

3.4 Conclusion and Perspective

We successfully simulated the molecular folding propagation process of collagen-
like peptides during multiple simulations. Although the initiating nucleus for-
mation of the three chains of the helix was enforced by artificial restraints, our
simulations can depict the process starting from a partially folded triple helix.
The mechanism can be described as a zipper-like stepwise assembly of groups of
multiples of three amino acids, caused by the repeating occurrence of the small
and flexible Gly residue. Each repeating step-wise assembly is initiated by an
approximate alignment of two chains in a conformation with the main chain
dihedral angles already in the near-native regimes. This arrangement forms
the template for the third chain to bind to the template for completing the
propagation step of three residues in each chain. While the completed extension
of all three chains combined to the triple helix forms a stable structure (a fraying
of a properly folded structure was not observed), the template arrangement is
unstable and can also unfold before the third chain attaches to complete the
propagation step. Hence, a possible mechanism with two chains forming initially
and transiently a dimeric template much longer than one repeating unit followed
by folding of the third strand [45] is not supported by the simulations.
Simulations with very weak restraints on the C-terminal triple helix nucleus
indicate that such an unstable nucleus can result in the accumulation of misfolded
structures. A looping out of segments that are multiples of the repeating unit
was observed. Further propagation beyond such structures cannot be resolved
and could cause formation of deformed and less stable collagen fibrils. However,
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even in case of weak restraints to form the nucleus for the successful folding
cases a similar propagation kinetic was observed as for cases with a stabilized
nucleus.
In future studies it might also be possible to follow and identify folding nuclei
directly from unrestrained simulations [65]. If propagation has started, the
conditions on how the nucleus has been formed are not relevant. It emphasizes
also the role of chaperone proteins such as HSP47 that bind at regular intervals
of an already formed collagen helix and may further stabilize the structure to
allow for correct propagation.
In contrast, the simulations on chains that contain substitutions of the central
Gly residue (but starting with a stable nucleus) clearly longer folding times
but no increase in the type and number off misfolded conformations was found.
Also in this case stabilization of already formed triple helix segments seems to
be important to rapidly propagate the process. The observed longer folding
times agree qualitatively with experimental results on folding of collagens with
Gly✙Ala substitutions [64].



Chapter 4

Energetic Analysis of
Transthyretin Mutations

In the previous chapter mainly the folding process of a protein (namely collagen)
was examined using Molecular Dynamics (MD) simulations. Furthermore possible
effects of mutations within the protein’s sequence on the folding process were
demonstrated clearly. Due to proteins’ abundance and complexity it is inevitable
that mutations occur, but not all mutations prohibit the formation of a protein.
Some just slightly alter their structure and thus function. Some even improve
their stability or efficiency, which basically makes evolution possible. On the other
hand proteins are complex machines, so a mutation which does not prevent its
formation probably has a negative effect on its function. This ranges from slightly
reduced efficiency to complete dysfunctionality or to even harmful behaviour.
The content of this chapter has been previously published in a similar form [66].1

4.1 Role of Transthyretin

Transthyretin (TTR) is a transport protein for thyroid hormone thyroxine (T4)
and retinol binding protein found [67]. It is produced mainly in the liver, but
also (< 5%) in the choroid plexus of the brain and the retinal pigment epithelium
[68].
TTR forms a symmetric tetramer, consisting of four identical monomers. Each
monomer is characterized by a large predominance of β-strands. The tetramer
is formed by the association of two dimers that are in equilibrium with the
monomeric proteins. [69]–[72] Andrade [73] and Falls et al. [74] first described
the occurrence of amyloidosis of TTR in 1952 and 1955 respectively, which means
the pathological formation of long and stable fibrils consisting of misfolded par-
allel aligned TTR molecules[75]. Amyloidosis occurs also among other proteins
causing severe diseases like Alzheimer’s disease or Parkinson’s disease.[76] Today

1➞ 2022 Wiley Periodicals LLC
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three different types of TTR amyloidosis (ATTR) are known, which all result
in severe diseases [68], [77]–[79]. The wild-type (WT) form of ATTR is also
called Senile Systemic Amyloidosis (SSA) since it normally affects elderly people.
The fibrils deposit mainly in the heart causing stiffness and thickening of the
muscle. Autopsies of supercentenarians exposed SSA being responsible for 70%
of their deaths [74]. The other two disease forms, Familial Amyloid Cardiomy-
opathy (FAC) and Familial Amyloid Polyneuropathy (FAP), are hereditary since
they are caused by gene mutations of the TTR gene resulting in disease causing
point mutations of the protein [80]–[82]. Similar to SSA the heart and kidneys
are affected, but in contrast to SSA these diseases manifest much earlier within
the affected person’s span of life.
In order to form amyloid aggregates, the TTR tetramer has to dissociate to the
monomeric form that unfolds and can form aggregates (see figure 4.1). Hence,
both mutations that increase the intrinsic propensity for β-aggregation or stabi-
lize the amyloid plaque structure but also mutations that destabilize the TTR
tetramer or folded monomer may cause increased TTR amyloidosis. Indeed, more
than 100 mutations are known that affect TTR amyloidosis [81], [83]. However,
there are also known mutations which prevent amyloid production by enhancing
the stability of the tetramer, monomer or reduce the β-aggregation tendency. An
improved understanding of the mechanism how mutations affect TTR amyloido-
sis could be helpful for further development of therapeutic drug treatments.[84]
Since recently the only therapy was the transplantation of the heart and / or
the liver of affected patients. Today there are several promising approaches of
medical treatments. Some aim on stopping protein production of harmful TTR-
variants by blocking Ribonucleic Acid (RNA)-translation with short interfering
RNA sequences binding specifically to corresponding Messenger Ribonucleic
Acid (mRNA) in TTR-producing cells. [85], [86] Other drug molecules bind to
TTR molecule itself and stabilize its natural tetrameric structure. A promising
binding site for these drugs seems to be the binding pocket for thyroxine (e.g.
Tafamidis [87], [88] or Diflunisal [89], [90]), which reduces the ability to transport
thyroxine, one of TTR’s purposes. A third way is to remove the harmful fibrils,
which normally are not degraded by the body / cell itself. To enable this proce-
dure, monoclonal antibodies are designed, which bind to misfolded monomers,
fibrils or pre-fibrillar TTR and induce phagocytic clearance by macrophages.
[91]–[94]

4.2 Analysis of TTR Mutations

Experimental crystal structures of a number of TTR variants in the folded
tetrameric form have been determined [70]–[72], [95]–[97]. These structural
studies indicate small variations in loop regions or local segments around the
mutation site but no major conformational changes that may directly explain a
reduced tendency of unfolding or tetramer formation. However, for some TTR
mutations a reduced tetramer association compared to WT has been found using
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biophysical techniques [98]. Combined experimental and molecular simulation
approaches on the globular TTR indicate that indeed the tetramer stability
and the unfolding tendency of the TTR monomer are of key importance for
the tendency of a TTR mutant to form amyloids [71], [83], [99]. However,
these studies so far did not include the TTR amyloid structure. Recently, a
cryogenic electron microscopy (cryo-EM) structure of the TTR amyloid has
been determined [100]. Together with the crystal structures of the globular
tetrameric form this allows one to study the effect of mutations on the stability
of the globular form, the unfolded form and the amyloid form using free energy
simulations. In principle, among the most accurate methods are alchemical free
energy simulations to transform amino acid side chains in the different TTR
forms and to record associated free energy changes. However, such techniques are
computationally quite demanding and often allow to study only few mutations
[83]. The aim of this study is to employ a less demanding end-point free
energy method to investigate systematically a large set of TTR mutations. The
method is based on running short MD simulations of the wild-type (WT) and
the mutated proteins in the different conformational states and evaluate the
generated trajectories using a continuum solvent model (Molecular Mechanics
Generalized Born Surface Area (MMGBSA) method) [22], [59], [101]. To avoid
large conformational changes during the simulations, weak positional restraints
on the structures were included, assuming that the mutations do not alter
the structure significantly compared to WT. Indeed, crystal structures of
TTR mutations indicate only small conformational changes in the globular
form compared to WT [71], [95], [96]. The approach was applied to 36 TTR
mutations for which either an increased or decreased tendency for amyloidosis
has been reported experimentally. Since experimentally only a tendency for
amyloidosis is known it allowed us only a qualitative comparison with calculated
stability changes. For 30 out of 36 mutations the performed calculations agreed
qualitatively with the experimental tendency and could be used to identify
the origins of this tendency. The simulations indicate that mutations can
both stabilize or destabilize the globular tetrameric form but also the amyloid
structure to various degrees. Overall, the tendency of mutations to promote
increased or decreased amyloidosis correlates strongly with the destabilization
of the globular or dimeric/tetrameric forms but much less or not with the
calculated destabilization/stabilization of the amyloid structure. Similar results
were also obtained using alternative methods to evaluate protein stability such as
FoldX [102]. The influence of neighbouring residues and structural and energetic
origins of the tendencies are discussed. The rapid methodology can also be used
to systematically analyse mutation effects in other amyloid forming systems
assuming that the structural changes are small.
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Figure 4.1: Schematic pathway to TTR amyloid fibril formation. For
amyloidosis the native TTR tetramer structure (cartoon representation with
different colors for each monomer) dissociates into dimers and finally monomers
which then unfold (or at least partially unfold). The unfolded monomers align to
each other forming a fibril structure where each layer arises from one monomer.
Note, the structures of some residues are not resolved in the cryo-EM fibril
structure, leading to two fragments per layer (visualized by different colors).

4.3 Setup and Parameters

As starting structure for the globular TTR protein the protein data base entry
Protein Data Bank (also file format .pdb) (PDB) 6e6z[69] was used. It represents
the tetrameric structure. The complexed Tafamidis molecules were deleted from
the structure file. The specific structure was selected by best possible overlap
in sequence with the given fibril structure. A comparison with other PDB-
structures of the tetramer revealed a conformity about 0.7 Å - 1.2 Å of backbone
root-mean-square deviation (RMSD). The mutations were created by replacing
the corresponding side chains and adjustment of side chain structures by selecting
the sterically best fitting rotamer and energy minimization. The structure of
the amyloid fibril form corresponds to the entry PDB 6sdz. [100] The mutations
of the fibril were created in the same way as for the globular protein. A fibril
was represented by 7 protein chains to minimize the effect of the protein water
boundary at both ends of the oligomeric fibril.
Employing the Amber18 software [103] package solvated starting structures were
generated, using the ff14SB force field [56] for proteins and the Optimal Point
Charge (OPC) water model [14]. (see 2.4.1) The globular protein structures
were embedded in octahedral water boxes with a minimum distance of 10.0 Å
between the protein and the box boundary. For the fibrils cubic boxes were
found to be optimal with respect to overall system size. Sodium and chloride
ions were added to neutralize the charge of the systems and to obtain a ∼100mM
salt concentration. After a minimization run of 500 steps (250 steepest descent
algorithm and 250 conjugate gradient algorithm) the systems were heated up
linearly to 300 K within 200 ps followed by 50 ps equilibration with constant
volume periodic boundary conditions and restraints on all heavy atoms (2.0
kcal·mol-1·Å-2). Subsequently the systems were relaxed for 100 ps at constant
pressure (1.0 bar) and the positional restraints were reduced in four steps of
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0.5 kcal·mol-1·Å-2. Each time the system was simulated for 50 ps with the final
state of the previous simulation taken as reference for the positional restraints,
allowing the mutated structures to adjust. This leads to conformationally relaxed
backbone structures to accommodate the mutated side chain. At a final restraint
level of 0.1 kcal·mol-1·Å-2 the system relaxed for 3 ns before the data gathering
run of 2 ns was performed. For all simulations a time step of 2 fs and a 10.0 Å
real space cut-off of was chosen (the particle mesh Ewald (PME) method was
used to account for long range electrostatic interactions). All bonds involving
hydrogens were constrained by SHAKE [58]. The SETTLE algorithm was used
to constraint bond length in water molecules [104]. Data gathering simulations
were performed at constant pressure of 1 bar and temperature of 300 K using a
Langevin thermostat.
The end-point free energy calculations were performed using the MMGBSA
tools of the Amber18 package. [59] The explicit water molecules and ions were
removed from the trajectories and the sampled conformations were re-evaluated
using a Generalized Born (GB) continuum model using the mbondi3 radii and
parameters from Nguyen et al. [105] (igb=8 in Amber) in combination with
a surface area dependent tension model to account for non-polar solvation
(surface tension coefficient γ = 0.005 kcal·mol-1·Å-2) was used. Between 100-
10000 trajectory frames were used to obtain mean energy contributions. No
conformational entropy changes were considered, hence, it was assumed that the
change in mobility due to mutation is similar in the globular vs fibril form. For
representing the energy change associated with a mutation in an unfolded protein
the central residue of a tripeptide in an extended conformation was considered
(includes at most nearest neighbour effects in the unfolded chain upon residue
mutations).
For comparison all mutations were also analysed using the FoldX modelling
program suite [102], which uses an empirical force field. Within the BuildModel
tool FoldX employs an internal structural optimization upon mutagenesis and
evaluates single conformations of structures using a knowledge-based combination
of energy terms. The effect of a mutation is obtained as score relative to the
WT sequence. It was applied to all mutations in globular and fibril form.
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Figure 4.2: Schematic illustration of the MMGBSA calculations of
single residue substitutions (marked yellow, in the tetramer the position is
indicated as yellow sphere). To obtain mean energy differences of single point
mutations, first the energy contribution of a specific residue is calculated by
cutting all atoms after the Cβ-atom of this residue (Ala-scan) and subtracting
the mean energy of the unfolded sequence by calculating the energy of the specific
residue and its next neighbours. This is done for the WT and the mutated
protein resulting in the free energy contribution difference of the single residue /
side chain.

4.4 Results of the New Method

The method presented here was applied to 36 mutations of TTR and examined in
several aspects. The first question was how the stability of the whole molecule is
affected by the mutations. This was done for both the globular and fibrillar form
and then both were compared. Furthermore the stability within the globular
tetramer was analysed. Additionally the method was compared with another
computational method (FoldX).
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4.4.1 Influence of Mutations on Fibril and Tetramer Sta-
bility

The formation of TTR amyloid structures requires the dissociation of the TTR
tetramer, unfolding of the monomer and formation of the amyloid arrangement
(figure 4.1). Hence, a mutation can influence the free energy change associated
with each step. The application of the MMGBSA method [22] is a relatively fast
computational approach that allows one to investigate the contribution of each
conformational transition on a large set of TTR mutations (for comparison the
even faster FoldX method [102] was also used). Calculations were performed
for the mutations in the fibril structure and the monomer, dimer and tetramer
structures (illustrated in figure 4.2). The computer time (on a single core)
for running the simulations of the globular and amyloid forms of each TTR
mutation and MMGBSA evaluation takes ∼ 2-3h computer time (using 500
trajectory frames for MMGBSA analysis, however, for the cases investigated
here we analysed in each case 10000 frames). For the present study 36 TTR
variants were investigated for which experimental data on the amyloid forming
tendency is available (location of the mutations is presented in figure 4.3).
In order to directly compare the calculations to the amyloid forming tendency
we consider first the difference of the mean energy contribution of the selected
side chain mutation for forming the tetramer structure vs. forming the fibril
structure (4.4). The energies are calculated with respect to the unfolded solvated
side chain (represented as central residue in a solvated tripeptide).
Each mutant was initially created based on the same tetrameric template struc-
ture (PDB 6e6z[69], see Methods section) or the same fibril structure (PDB
6sdz). Hence, we assume that both the globular as well as the fibril structure
are similar for all mutations and do not cause major conformational changes
or formation of a new fibril structure. Also, experimental (quantitative) data
on how a mutation changes the amyloid fibril stability is not available, only an
amyloidosis tendency for forming fibrils of each TTR variant can be obtained
experimentally. Hence, one can distinguish mutations that increase (red back-
ground in figure 4.4) or decrease (yellow background in figure 4.4) the tendency
for amyloid fibril formation. For most, that is 28 of the 36 cases, our calculations
correctly reproduce the experimentally obtained fibril formation tendency (figure
4.4).
Interestingly, for most known amyloidogenic mutations V30G[106], D38A[78],
E54G[81], [107], E54K[82], [107], L55P[71], [108]–[111], L58H[71], [112], T60A[70],
[71], [82], [113], E61K[114], S77Y[70], [82], [115], Y78F[116], I84A[117], I84S[82],
[97], [117], [118], H88S[119], E89K[82], [120], Y114C[121]–[125] and Y114H[71],
[96], [99]) our results indicate a significant overall destabilizing effect on the
tetramer. Note, that at this analysis stage influences on monomer stability,
dimer formation and energetics of dimer association to tetramers are all included
(decomposition see next paragraph). Interestingly, the calculations predict that
the fibril structure is sometimes even slightly or considerably destabilized or less
stabilized for most of these variants compared to the WT.
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Figure 4.3: Location of mutations within the globular tetramer (A-D,
PDB 6e6z) and fibril (E, PDB 6sdz). Relevant side chains (of the WT) are
shown as sticks with red coloured residues represent mutation positions that were
found to increase amyloidosis tendency (yellow: opposite behaviour). Within the
tetramer mutation positions can be oriented towards the cavity between the two
dimers (shown in A), the buried region between the monomer’s β-sheets (B), the
interface between the monomers within each dimer (C, both at the interface and
in the rim region around the interface) or are solvent exposed in the globular
tetramer (D, also exposed in the dimer and monomer). Mutation positions are
also mapped on the known fibril structure (E, PDB 6sdz, only one layer is shown
for clarity).
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Figure 4.4: Energy contribution (boxes) of single point mutations of
TTR in tetrameric (blue) and fibril (orange) form. The mutations are
indicated on the x-axis. A negative/positive contribution implies a stabiliza-
tion/destabilization of the structure. All energies are per monomer/layer, however
all fragments / layers were included in the calculations and the result was divided
by theirs number (4 or 7 for the tetramer or the fibril respectively). Since the
sequence of the fibril includes a gap compared to the tetramer, there are no fibril
energy values for some variants. A red background indicates that this mutation
is known for its increased amyloidogenicity whereas a yellow background means
that the mutant inhibits its amyloidosis or stabilizes the tetrameric form. The
symbols at the top depict if the result matches to experimental data (check
mark) or partially matches (circle) or does not match (cross). Note the variants
D38A, S52P, E54G, E54K and L55P show no energy value for the fibril since
the site of the mutation was not part of the fibril’s sequence.
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Among the known non-amyloidogenic mutations the calculations yield for
most cases including S85P[69], H88F[119], H88Y[119], V94P[69], A108I[126],
A108V[126], A108W[69], A109V[126], A109T[127], [128], T119M[70], [71], [109],
T119W[69] and T119Y[69] an energetically stabilizing effect on the tetramer
compared to WT. Surprisingly, several of the non-amyloidogenic mutations
are predicted to stabilize also the amyloid form albeit to a lesser degree than
the stabilization of the tetramer (figure 4.4, yellow part). In several of the
non-amyloidogenic cases, however, no or only very small effects on the fibril
stability relative to WT were found. Overall, the results indicate a rather strong
correlation between calculated stabilizing/destabilizing effect of a mutation on
tetramer formation and experimentally observed tendency for fibril formation.
In contrast, no good correlation was found between known amyloid forming ten-
dency of the mutations and relative energetic stabilization of the fibril structure
(only for the V30M, the E61K and the S77Y a significant stabilization of the
fibril form is predicted that outscores the effect on the globular form).
In addition to MMGBSA calculations we also employed the FoldX approach
[102] to predict the effect of mutations on the stability of globular vs. fibril
conformation of TTR. The BuildModel option in FoldX allows conformational
optimization upon mutation and energetic evaluation based on a knowledge-
based optimal combination of energy terms (on single conformations). Inter-
estingly, very similar to the MMGBSA analysis it also predicts for almost all
amyloidogenic mutation cases a destabilization of the globular form and for most
non-amyloidogenic cases a stabilization of the globular tetrameric form (figure
B.1). FoldX predicts for most mutations a small destabilizing effect on the TTR
fibril structure and for several of the non-amyloidogenic mutations an extremely
strong fibril destabilization (10-20 kcal·mol-1 per mutated residue). These pre-
dictions possibly overestimate the destabilization since FoldX has been designed
and trained for the application on globular protein structures. Nevertheless, the
predictions by FoldX show qualitatively the same trend and confirm the results
obtained with the MMGBSA approach.
Since the calculated stability changes of mutations in the fibril form showed
only little or no correlation with the experimentally observed TTR amyloidosis
tendency we calculated the mean (absolute) MMGBSA energy per residue for
the globular (tetramer) form and for the fibril form. It turned out that the
MMGBSA energy is ∼2 kcal·mol-1 more negative per residue than the globular
form. This result varies for the mutations but is overall similar to WT (fig-
ure B.2). It indicates that according to the MMGBSA calculations the fibril
structure is energetically much more stable than the globular form. This in
turn implies that the small change due to mutation of a single residue may not
change the large favouritism of the fibril form. Hence, once the globular form is
unfolded at sufficiently high concentration the fibril form is in all cases energet-
ically strongly favoured. However, the energetic favouritism of the fibril form
depends on the number of peptide layers included in the MMGBSA evaluation
(figure 4.5). Considering just one layer in the fibril conformation results in a
mean energy per residue in favour of the globular form. In this case the fibril
backbone of the protein is fully solvent exposed without forming hydrogen bonds
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Figure 4.5: Calculated mean MMGBSA energy difference between
tetramer and fibril. The mean energy per residue of fibrils of different lengths
(1-7 layers) was compared to the globular tetramer TTR. While just one layer is
energetically unfavoured, two layers are already energetically equally favourable
and three or more layers are more stable than the tetramer.

to a neighbouring layer. However, already 3 layers forming a fibril results in a
calculated mean energy per residue in favour of the fibril eventually reaching a
level of ∼ -2 kcal·mol-1 per residue (4.5 and B.6).
For some mutations the MMGBSA calculations do not agree with the exper-
imental trend of TTR amyloidosis. For example, for the variant A25T [109]
the calculations predict a decreased stability of the fibril and increased stability
of the tetramer although experimentally this mutation causes increased TTR
amyloidosis. Visual inspection shows that the A25 is located at a narrow buried
interface between two β-strand segments in the fibril structure (figure 4.3). In-
deed, replacement by a larger polar threonine can perturb this interface. It is
possible that such variant forms an altered fibril topology with an increased
space in the fibril not considered in the present study. It is also possible that
some mutations promote fibril formation by stabilizing intermediates during
amyloid formation. Such mutation can change the kinetics of fibril formation
without stabilizing the final fibril structure. The possibility of an altered fibril
structure could also explain the results for mutations Y114C and Y114H. The
mutations to smaller residues destabilize the globular form but more strongly
also the fibril structure. An altered fibril topology or adjustments of the fibril
structure not considered in the present study may reduce the predicted desta-
bilization effect on the fibril. Also the H88R variant [119], known to promote
amyloidosis, is predicted to strongly stabilize the globular tetramer and also but
to a lesser degree the fibril structure. In this case the protonation states of the
WT histidine (we assume the standard neutral protonation state) may influence
the stability. Experimental studies have shown, that at neutral pH His88 is
neutrally protonated, but at lower pH values changes to double protonation
state, which destabilizes the WT structure. [129] The results of our calculations
revealed a slight destabilization of the tetramer, which was sensitive to the exact
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positioning of the histidine side chain.
Indeed, the H88A [119], E92P [118] (artificial) and R104H [71] variants are
known to reduce amyloidosis but the calculations predict a destabilization of
the tetramer possibly due to changes in protonation states not considered in the
calculations. For example, for the V30M variant [71], [118], [130] the calculations
indicate a slight stabilization of the tetramer and a stronger stabilization of
the fibril. In this case a rather small calculated effect is expected because both
methionine and valine are hydrophobic side chains of not very different size.
A similar explanation may hold for mutation V122I [100], [108] for which the
calculations predicted no change in amyloidogenic tendency. Indeed, the variant
V30G corresponding to the loss of a whole non-polar side chain shows a strong
effect that agreed qualitatively with experiment. The result of the amyloidogenic
variant S52P [131], [132] also does not fit to experimental data. This could be due
to changes in the backbone structure that may affect the fibril topology due to
replacement by proline. However, in this case other known in vivo influences (not
considered by our calculations) like an enhanced proteolytic cleavage between
Lys48-Thr49, favoured by this mutation, may drive the formation of fibrils. [133]
The MMGBSA analysis allows us also to separate the effect of a mutation into
energetic contributions to both for the globular tetramer and the fibril structure
(figures B.3, B.4, B.5 and B.6). For the bonded energy contributions destabilizing
and stabilizing effects are observed with no clear correlation to the amyloido-
genic effect of the mutations (figure B.3). Also, no clear distinction between
amyloidogenic and non-amyloidogenic variants is observed for electrostatic and
van der Waals contributions except that both contributions show a significant
anti-correlation (figure B.4, B.5). The surface area dependent non-polar solvation
term (figure B.6) correlates strongly with the van der Waals contribution. This
is expected since reduction of surface area often also leads to stronger packing
energies. Interestingly, if a mutation leads to decreased or increased van der
Waals interaction this is typically seen then for both the globular and the fibril
TTR form.

4.4.2 Influence of Mutations on tetra-, di- and monomer
formation

Depending on the position of a mutation, its impact may affect the folding
stability of a single monomer, formation of a dimer or formation of the tetrameric
complex formed by two dimers (figure 4.1 and 4.6). As reference state for the
calculations the transition in the unfolded structure (represented as central
residue in a tripeptide) was used. The calculated relative stability changes
for the tetramer are the same as given in figure 4.4 and the stability change
is given per monomer unit. Thus, in the plots of figure 4.6, identical values
for monomer, dimer and tetramer indicate that the mutation changes only the
folding of the monomer but has no further influence on the dimer and tetramer
association. This concerns most of the investigated mutations (see figure 4.4).
However, some mutations, especially of residue 88 and 89 and 114 show a modest
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Figure 4.6: Comparison of calculated energy changes for tetramers,
dimers and monomers upon mutation (relative to WT). The mutations
are indicated on the x-axis. A negative/positive contribution implies a stabiliza-
tion/destabilization of the structure. All energies are per monomer/layer.

change in monomer stability but a significant change in relative free energy
of dimer formation (no or only slight further stability change upon tetramer
formation). Among the mutations that promote amyloid formation there are
five cases (E54K, I84A, I84S, Y114C, Y114H) for which a destabilization of the
tetramer is observed and vice versa there are also six cases among the mutations
that reduce the TTR amyloidosis amyloidosis (A108I, A108V, A108W, T119M,
T119W, T119Y) with a predicted increase in tetramer stability. Indeed, residues
108, 119 are located at the dimer-dimer interface (figure 4.3) and large residues
can fill empty space at the interface. In some of the latter cases the stabilization
of the globular forms is also due to increases folding stability. Overall, the
calculations indicate that stabilization or destabilization of each step up to the
tetrameric globular form can influence the TTR amyloidosis tendency. The
effects on dimer and tetramer formation can be correlated to the location of the
residues at or close to an interface between the monomers in the dimer H88,
Y114, E92, V94) or the interface between dimers in the tetramer (A108, T119,
see figure 4.3).

4.4.3 Optimizing the efficiency of the calculations

In the above MMGBSA calculations we analysed for each mutation case 10000
frames of each simulation. This resulted in calculated errors of the mean well
below 1.0 kcal·mol-1 for the calculations of the whole tetramer as well as the
fibril. However, the MMGBSA calculations on these many frames exceeds (con-
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siderably) the simulation time for generating the trajectory frames. Predictions
based on FoldX that took ∼24 h for all 36 mutations are faster mainly because
no MD simulation to generate an ensemble of conformations is required and gave
qualitatively similar results (except for some mutations in the fibril structure
that resulted in very high penalties).
An ensemble of structures allows one to estimate an error of the calculated
energies. In order to speed up the overall calculations and balance each part we
systematically reduced the number of frames used for the MMGBSA approach
down to only 10 (distributed equally over the whole simulation). Interestingly,
despite an increase in calculated error of the mean (>10 kcal·mol-1 in some cases
for the evaluation of only 10 frames) the mean calculated energy values changed
only very little (figure B.7). The error per selected residue (7 copies in case of 7
fibril layers) is also lower than for the whole molecule and allows one to speed
up the MMGBSA calculation. Hence, it indicates that for a rapid estimation
of mutation effects the evaluation of just a few hundred frames might be suffi-
cient and the generation and evaluation (including simulation and MMGBSA
calculation) is then a matter of minutes for each mutation. Note also that the
evaluation of each mutation can be performed independently in parallel which
further speeds up the evaluation of mutation effects.

4.5 Evaluation of the Results

A significant number of human proteins can undergo amyloidosis resulting in
unfolding and formation of amyloidogenic fibrils that cause various degenerative
diseases [68], [81], [127]. Recently, the structures of both the globular forms
and the amyloid fibril forms of several of these proteins have been determined.
Especially, the rapidly growing number of fibril structures also formed under
different in vivo or ex vivo conditions becomes available due to progress in the
structure determination by cryo-EM techniques. However, there is still very
little understanding why certain protein sequences possess a strong tendency
for fibril formation, why certain mutations increase or decrease the tendency of
fibril formation and which structural form (folded, unfolded or fibril) has the
largest influence[134]. Simulation studies can be helpful to obtain insight into
the molecular details and also energetics of fibril formation and the influence
of mutations. However, available methods to quantify relative stability changes
are often time consuming especially in case of systematic applications. A second
goal of the present study was to evaluate the possibility of using a Molecular
Mechanics Generalized Born Surface Area (MMGBSA) method – or even simpler
FoldX – approach to rapidly estimate mean energy changes due to mutations
applied to the TTR system for which experimental data on many mutations is
available. For almost 80% of the 36 tested mutations the calculations predicted
a tendency in correct agreement with experiment. Only a qualitative comparison
is possible because experimentally only the qualitative increase or decrease of
TTR amyloidosis tendency is available.
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The calculations allowed us also to extract some important conclusions concern-
ing the influence of the mutations on the TTR amyloidosis. The systematic
application to 36 TTR mutations indicate that it is indeed the destabilization of
the globular forms that strongly correlates with TTR amyloidosis tendency in
agreement with previous studies based on studying limited sets of mutations [71],
[83]. Similar results were obtained for application of FoldX. The effect, however,
cannot be attributed to one of the possible sub-equilibria such as monomer
folding, dimer formation or tetramer formation but can be caused by influencing
either one or several of these steps. The analysis of energetic contributions of each
mutation also did not identify a single energy term responsible for modulating
the tendency of fibril formation of a given mutation.
Interestingly, mutations that are predicted to increase or decrease the fibril
stability relative to WT are approximately equally distributed among those that
either show enhanced or reduced amyloidogenic tendencies. It indicates that
according to the calculations once the TTR is monomeric and (partially) unfolds
a reduced stability of the fibril (relative to WT) has only little influence of TTR
amyloidosis (the residual stability of the fibril is still sufficient to drive fibril
formation). Calculations on the mean energy per residue in the globular vs. fibril
form indicate indeed a significant energetic stabilization of the amyloid fibril
form compared to the globular structure offering a direct explanation for the
above conclusion. Interestingly, the energetic favouritism of the fibril is predicted
to depend significantly on the number of layers included in the calculations.
Formation of an initial single layer is energetically strongly unfavoured compared
to the globular form but already a fibril composed of just 3 layers has a mean
free energy (MMGBSA) per residue that favours the fibril structure.
Finally, we demonstrated that the approach is rapid enough for the systematic
application on large numbers of mutations for a given globular and fibril protein
structure. It was found that approaches such as FoldX are also useful to eval-
uate the tendency but since the method is based on an empirically optimized
weighting of different energy terms (for globular proteins) it might be useful
to extend this also to studies on amyloid fibril structures. It has been shown
recently that some peptide or protein sequences can adopt several different fibril
topologies depending on sequence and experimental condition for amyloid fibril
formation[135]. In cases where such alternative fibril topologies are available, it
is also possible to evaluate the preference of a mutation to promote formation of
different fibrils.
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Chapter 5

Dynamics of RNA Bulge
Loops

Figure 5.1: Top view of double-stranded Ribonucleic Acid (dsRNA)
with bulge base looped out. A bulge is the easiest form of a loop in one
strand of a dsRNA. Basically it is a single additional base in one strand. (For a
schematic visualisation see fig 5.6.)

While the previous chapters examined mutations in proteins, this chapter
is neither about proteins nor about mutations in terms of replacing something.
Instead we will analyse a certain structural aspect of a type of molecule which is
actually essential for proteins to be built in our cells, the Ribonucleic Acid (RNA).
Beside proteins, lipids and carbohydrates, nucleotides form the fourth group of
most important biomolecules. The group of nucleotides consists of Deoxyribonucleic

49
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Acid (DNA) and RNA, which are relatively similar in structure, but have dif-
ferent tasks. While DNA’s purpose is mainly to conserve genetic information,
RNA’s features are more versatile. As DNA it can conserve and transport
genetic information but it also catalyses specific chemical reactions.[136]–[138]
Something mainly proteins are known for.
Therefore different types of RNA exist. Messenger Ribonucleic Acid (mRNA)
serves as a transporter of genetic information from one place (e.g. nucleus or
RNA virus) to the ribosome, a cellular complex where proteins are built. The
information of a protein’s sequence is stored sequentially within mRNA, making
them long thread-like molecules. Transfer Ribonucleic Acid (tRNA) molecules
translate the mRNA sequence to amino acids and fuse them to proteins within
the ribosomes.[139] The ribosome itself is a ribozyme (ribonucleic acid enzyme)
and consists of proteins, which provide structure and stability and Ribosomal
Ribonucleic Acid (rRNA) which catalyses the peptide bond formation within
the ribosome.[140]–[143]
The overlapping characteristics of RNA with DNA on the one side and proteins
on the other side, motivated the theory of the RNA-world. It is assumed, that
the first forms of life on earth were not protein-based but self-reproducing RNA
structures.[144]–[147]

5.1 Structure of RNA

Like DNA, RNA consists of a linear sequence of nucleotides. (see figure 5.2) Each
nucleotide has three subunits, ribose, phosphate and a nucleobase. The ribose, a
cyclic monosaccharid with five carbon atoms, is connected by phosphodiester
linkages at its third and fifth C-atom to phosphate groups, which again bind
to ribose rings at the corresponding positions. This alternating chain forms
the backbone of the RNA sequence. Since the C-atoms of ribose are named by
numbers with a prime (1’ to 5’), RNA sequences have a 3’-end and a 5’-end,
according to the connecting C-atoms C3’ and C5’.
At the C1’ atom one out of four different nucleobases is bound to the ribose ring,
generating the code of the sequence. (see figure 5.2) The four nucleobases are
adenine, cytosine, guanine and uracil. The latter replaces thymine among the
otherwise identical nucleobases of DNA.
Another difference to DNA is the hydroxy group at the ribose’s C2’ position,
which makes RNA less stable than DNA due to easier self-cleavage processes.
Therefore DNA is better capable to store long genetic codes. On the other hand
the additional hydroxy group acts as further partner for hydrogen bonds, which
enables much more versatile RNA structures due to non-canonical base pairs
[148]–[150] and compact helix packing.[138]
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Figure 5.2: Composition of RNA (A) The four aromatic bases occurring in
RNA sequences. (B) One repetitive unit of a sequence. The phosphate (red) and
ribose sugar (green) form the backbone. The base (blue) can be one of the four
listed in A. (C) Multiple units of B fuse to a single RNA strand, with 3’ and 5’
end, which can form a double strand with a complementary strand. Standard
base pairs are adenine-uracil and cytosine-guanine.

Similar to proteins, RNA’s structure is described by different levels of ”scale”,
ranging from primary to tertiary structure. The primary structure only includes
the sequence of the nucleotides lined up. This sequence is in general generated
by transcription of DNA code, but also undergoes post-transcriptional modifica-
tions.[151]
The secondary structure describes the interaction of the nucleotides’ bases (A,
C, G and U). Here, a distinction is essentially made between bases that interact
canonically via Watson-Crick-Franklin (WCF) base pairing [152] (see figure 5.3)
and those that interact non-canonically. Watson-Crick-Franklin pairing in RNA
only occurs between adenine and uracil (A–U) or cytosine and guanine (C–G)
bases. These pairings of so called complementary base pairs, formed by hydrogen
bonds, are particularly stable. [138] Each WCF pair stabilizes an RNA helix by
1-3 kcal/mol, driving single-stranded RNA to fold back and form double-stranded
sections containing WCF base pairs. [138], [153]
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Figure 5.3: Canonical base pairing also called WCF pairing with Hydrogen
bonds (black) between canonical base pairs adenine (A) – uracil (U) and guanine
(G) – cytosine (C).

Schematically the secondary structure is shown in 2D drawings (see figure 5.4).
Generally, RNA appears as single or double-stranded, where double-stranded
means that only WCF paired nucleotides occur. Normally there is a mixture of
both, leading to typical forms like hairpin loops, bulge loops, internal loops or
junctions.
While canonically paired helical sequences contribute energetically stronger to
RNA’s stability, the unpaired bases (e.g. in loops) are not necessarily unbound.
Rather there are several non-canonical pairings, not represented in this visual-
ization.
However, the stabilizing effect of canonically bound base pairs is significantly
stronger than the stabilizing interactions in protein secondary structure. [154],
[155]

single strand double strand hairpin loop

bulge loop internal loop junction

Figure 5.4: Typical secondary 2D RNA structures
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While the secondary structure basically just determines which nucleotides
are canonically (WCF) paired, the tertiary structure describes the non-canonical
interactions of unbound bases, sugar rings and phosphate groups, determining
the spherical (3D) structure of an RNA molecule. [138], [156], [157] These parts
can make up to 35 - 50 % of the RNA structure. [157] As for WCF parings,
hydrogen bonds play an important role within these interactions, often including
the 2’-OH group of the sugar ring. [138]

In contrast to DNA, RNA usually exists in shorter sections of double-stranded
helices connected by other conformational structures like loop regions. For in-
stance the longest uninterrupted continuous helical sequence within E. coli 16S
RNA is just 12 base pairs long. [157] The typical appearance of dsRNA is called
A-form, with a deep major groove and a shallow minor groove. (see figure 5.5)
Compared to the more abundant B-form of DNA, the A-form is more compact
and the bases are tilted towards the helical axis. Also the major groove is
narrower [158], which makes it less accessible for binding ligand proteins. [159]

Figure 5.5: Double-stranded RNA helix. A-form RNA helix of 19 base pairs.
In the central part of the helix the major groove is visible on the bottom whereas
the minor groove is located at the top side of the image.

5.2 Simulating a Bulge

From the many occurring secondary structures of RNA we will now select a very
simple one, the bulge loop (5.4). To make it even simpler, we chose a bulge loop
containing only one base. So what we are actually looking at is a double-stranded
helix with an extra base in one of the two strands. From the point of view of the
double helix, the bulge is a disturbance in the helical structure. One strand is a
little bit longer than its complementary one, which leads to slight bending of the
whole structure or strong bending of the bulge strand’s backbone. Regarding
the title of the thesis, we interpret this bulge as a disturbance of an RNA helix.
Our goal was to observe the dynamics of this bulge. Does it move along the
helix, or does it stay at one position? Does it linger inside the helix or loop out
to make room for the other paired bases?
If we choose the same type of nucleotide within each strand (only A - U pairs
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or only C - G pairs), there seems to be no predefined position for the surplus
nucleotide, since all possible WCF pairs are the same. So a single-base bulge
loop within such a helix can move through the helix, if the single unpaired
bulge base pairs to the opposing base of one of its neighbouring WCF pairs,
replacing its direct neighbour of the same kind, which then becomes the new,
now moved, bulge base. Only at the rim parts, where the helix is open, the
bulge could ”escape” the helical structure so to speak and become a single-base
single-stranded Ribonucleic Acid (ssRNA) attached to one of the helix’s strands.
As simulating a very long uniform dsRNA is too computationally expensive
regarding simulation time, we try to counter this possible ”escape” by putting
two C-G pairs at each end of an A-form dsRNA framing a series of 15 A-U pairs.
Cytosine - guanine (C-G) pairs are more stable than adenine - uracil (A-U) pairs,
because they include an additional hydrogen bond. (see figure 5.3).
Since this is a quite artificial structure, we built it from scratch using the AMBER
[103] NAB tool (fd helix() routine) [160], based on the structural parameters
from Arnott et al [161]. This generates a Protein Data Bank (also file format
.pdb) (PDB) file. Within this file one adenine (or uracil) was deleted in the
middle of the helix, creating a single base U-bulge (or A-bulge) framed by 7 A-U
pairs and 2 C-G pairs on each side. (see figure 5.6)
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Figure 5.6: 2D structures of single A/U - base bulge. Double stranded
RNA helices with a single base bulge. Each end is stabilized by two C-G base
pairs framing 14 A-U base pairs and an additional bulge base in the middle.

Now AMBER’s leap module was used to create AMBER topology and
coordinate files. Here the AMBER OL3 force field was used to parametrize
nucleotides’ interactions [162]–[164]. Around the RNA helix a cubic box was
built with a minimum distance of 8 Å between the box walls and the helix. The
empty space inside the box was filled with water molecules, described by the
OPC force field [14] and salt ions (sodium and chloride) to neutralize the system
and to create a physiological concentration of ∼0.1 M.
Furthermore the masses repartitioning option for hydrogens and heavy atoms
was used to allow larger time steps of 4 fs during simulations [57]. After
energy minimization (1000 steps steepest gradient method followed by 1500
steps conjugate gradient method) the system was evenly heated to 300 K in
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200 picoseconds simulation time, followed by 100 ps equilibration. During this
phase all non-hydrogen atoms of the RNA helix were stabilized by positional
restraints with a force constant of 4.0 kcal·mol-1·Å-2. The box condition was
set to constant volume mode while the system heated up to adjust the pressure.
Long-range electrostatic interactions were calculated using the particle mesh
Ewald method [20], [21] in combination with a 10Å real space cut-off. During
simulations all bonds involving hydrogen atoms were constrained by SHAKE
[58]. The temperature of the system was controlled by a Langevin thermostat.
(see 2.3.1)
After equilibration at 300 K the pressure was kept constant and the restraints of
the RNA helix were reduced stepwise to zero in four simulations, each lasting 80
ps. (4.0, 2.0, 0.5, 0.5 kcal·mol-1·Å-2) During the last step 0.5 kcal·mol-1·Å-2 were
applied only on the bulge region, to allow the rest of the helix to equilibrate
while keeping the bulge fixed in the middle of the helix. (see figure 5.7)
Finally a production run was performed over 1 µs. Every 16 ps a frame was
saved. The whole protocol was done for 10 simulations of an dsRNA containing
an A-bulge loop and 10 simulations of an dsRNA containing a U-bulge loop.

Figure 5.7: Double-stranded RNA helix with bulge In the middle of the
RNA helix a single unpaired nucleotide (marked with magenta frame) causes a
slight deformation of the helix’s backbone (magenta arrow).

5.3 Detecting the Bulge

While screening the simulations visually, it is normally always possible to recog-
nize the bulge location within the helix, like in figure 5.7. Sometimes, when the
bulge moves, two bases of the bulge strand seem to ”share” one opposite base of
the non-bulge strand at the same time, but it is still clear, that the bulge is at this
position. To automatically scan thousands of frames and detect the position of
the bulge, we need measurable variables, which allow to identify the bulge reliably.
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Figure 5.8: Abundance of hydrogen
bonds in dsRNA. Statistic of the
amount of hydrogen bonds being present
between A-U base pairs of dsRNA dur-
ing 2 µs of simulation. 17 % of the
”WCF pairs” showed no bond at all, leav-
ing them unpaired. (parameters for hy-
drogen bonds: distance = 3.0Å, angle =
135➦)

Since the difference between dsRNA
and ssRNA is by definition the pres-
ence of WCF base pairs, which in turn
are formed by hydrogen bonds of op-
posing bases, it is obvious to look for
these bonds first. The identification of
the bulge should work by finding the
base, which forms none of these spe-
cific hydrogen bonds to another base.
A scan of simulations of A - U dsRNA
without any bulge quickly reveals the
problem of this approach. Opposing
bases in a double-stranded helix don’t
bind to each other with all ”required”
WCF hydrogen bonds or sometimes
don’t bind at all. Only 43 % of all
A - U base pairs bear two expected
hydrogen bonds. 17 % even showed no
hydrogen bond at all, which actually
classified them as unbound. (see also
figure C.1) This is not too surprising,
because a free RNA helix is not an in-
flexible structure. It wobbles around
and can even open up randomly, es-
pecially at the ends. Two opposing
bases still stay vis-à-vis most of the
time, because the whole helix is primarily stabilized by base-stacking between
the aromatic rings of the nucleotides. [165], [166] So even in an unperturbed
double-stranded helix (without bulge loop) opposing nucleobases are not contin-
uously WCF paired, but break up occasionally.
To identify the bulge base anyway we try to assign each base of the non-bulge
strand a corresponding base of the bulge strand. The base that is left at the end
without an assigned partner base is the bulge base. An intuitive way to assign
opposing bases to each other, is the minimum distance between them. Since
every base pair is slightly shifted due to the helix’s twist, this measurement can
also lead to wrong allocations if one base moves up or down (along the helix’s
axis) and thus gets closer to the opposing base of its neighbouring base. (see
figure 5.9)
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Figure 5.9: Distances between dsRNA base pairs. Base U1, which is
actually paired with base A1, temporarily moves closer to base A2 of base pair
A2 - U2. In this situation the minimum distance d1’ between U1 and A2 can be
shorter than the minimum distance d1 between U1 and A1.

To avoid such wrong allocations, we introduce another measurement. A base
which approaches the ”wrong” opposing base from below / above can only bind
to this base (and replace its neighbour) if it also tilts itself towards this base
to form hydrogen bonds. If they stay parallel, the angle between acceptor and
donor of the possible hydrogen bond is not small enough. We use the orientation
of the bases’ planes, defined by the ring atoms, to get another variable to assign
bases to each other. (see figure 5.10) The intersection line of these planes should
be located close to the middle of both bases. So we measure the mean distance
of both bases to this intersection line as an additional measure. A base which
is orientated like an opposite one, but displaced by a small offset, produces an
intersection line, which is far away.

Figure 5.10: Intersection of fitted planes. Bulge base U2 (red) is closer
to base A1 (green) than the opposing base U1 (grey) of A1. Instead of direct
distances, the distance to the intersection line of base planes can be measured.
The base planes are fitted to bases’ rings. Since A1 and U2 are nearly parallel,
the intersection line of their planes is far away from both bases.

The two described measures were used to find partner bases for those cases,
which were not paired by WCF hydrogen bonds and finally identify the bulge
base within each frame of the simulation automatically.
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Dihedral Angles of Nucleobases

Figure 5.11: Twist between nu-
cleotides. The centres of the nucle-
obases and the riboses are used to cal-
culate the dihedral angle between two
nucleotides.

Nucleobases, which are not paired to
an opposing base, are more likely to
leave the usual double helix conforma-
tion. The only way for them to dodge
is within the approximate plane that
describes the ring system of the base,
circling around the ribose sugar ring,
which is built-in the RNA strand’s
backbone. If the bulge base loops
out of the helix, it does not clash
with the other WCF base pairs any
more and is better accessible to poten-
tial binding molecules. On the other
hand this twist leads to a deformation
of the helix’s backbone and the base
has to leave the stabilizing stacking
conformation with its neighbouring
bases. Furthermore the bulge can’t
move along the helix axis no longer,
when looped out, since it cannot pair
to an opposing base. So we are also interested in the state of the current bulge
base.
To measure this state, a dihedral angle between neighboured bases is useful.
Therefore we define two points for each nucleobase. One is the geometric center
of the sugar ring and the other one is the center of a base ring. With these
two points of each nucleotide we can calculate dihedral angles between two
neighbouring nucleotides. (see figure 5.11)
Due to the twist of the double helix, every nucleobase is shifted slightly relative
to its neighbours by 14.7➦ ± 4.5➦. This corresponds to the mean reference value
of two 1 µs simulations of dsRNA. (see figure C.2) The reference values were
subtracted from all dihedrals of the bulge RNA helix. Since there are two
nucleotides needed for one dihedral angle, each nucleotide has two dedicated
dihedrals, one to each neighbour. To get one value for each residue the average
of both dedicated dihedrals was calculated.
A problem of this method is, that we don’t know which one of the two nucle-
obases, that are included in one dihedral value, is looped out. Or in other words,
a looped out nucleobase also falsifies its neighbours’ dihedral values.In order to
prevent this error, we also look at the dihedrals of the neighbours’ neighbours of
one nucleobase. (see figure 5.12) If the dihedral angle of a base’s neighbour is
outside a reference interval, while the dihedral angle of the other neighbour is
within the reference interval, we chose only the dihedral angle of the unaltered
side instead of averaging both sides. As the reference interval we chose 90% of
the dihedral angles of the dsRNA simulations mentioned above. (figure C.2)



5.3. DETECTING THE BULGE 59
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Figure 5.12: Averaging of neighbouring dihedral angles. A) To calculate
the ”dihedral angle” of one nucleobase bi, both neighbouring dihedral angles,
of which bi is part of, di−1 and di are averaged, if the dihedral angles next to
these ones are within the reference interval. B) If bi loops out, it alters di− 1
and di by the same absolute value. C) If for example bi+1 loops out, it alters
only one neighbouring dihedral angle of bi, but also di+1. If di−2 is within the
reference interval, but di+1 not, just the left dihedral angle of bi, di−1 is chosen
as ”dihedral angle” of bi instead of the average.

If a bulge loops out of the helix, it
can deform the backbone of the bulge
strand. (figure 5.13) This deformation
can cause problems in the method we
used to calculate the dihedral angles.
If the four points that define a dihe-
dral angle slip too much on one line,
slight shifts in one point can cause
large fluctuations in the dihedral. To
prevent this, we used an imaginary
point between the two ribose rings
next to the looped out bulge base. Ex-
pecting that these two nucleotides stay
within the helix’s pattern, this corre-
sponds to an interpolated point within
the backbone at the bulge’s position.

Figure 5.13: Backbone deforma-
tion. A looped out bulge deforms
the RNA backbone (red part). To im-
prove values of dihedral d (purple), an
imaginary point (dashed black circle)
in the middle of the two ribose rings
next to the bulge residue was used if
backbone angle (a2) deviated from the
reference value (a1).
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The deformation was detected by measuring the angles between the ribose
rings along the backbone. If this angle was outside of a reference interval the
correction was applied. The interval included 90% of all angles of 2 µs dsRNA
simulations.

5.4 Dynamics of the Bulge

The first goal was to locate the bulge along the helix. Since the bulge strand of
the helix is 19 residues long and we always assign the bulge base to one position,
we received distinct bulge positions ranging from 1 to 19. Assuming that the
outer C-G pairs prevent the escape of the bulge, since they are bound stronger,
we expect bulge positions between 3 and 17.
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Figure 5.14: Distribution of bulge
positions.

A distribution of the bulge position
along the RNA helix for all 10 simula-
tions (10 µs total) of an A-bulge and a
U-bulge respectively is shown in figure
5.14. Each bulge started at position
10, which explains the local maximum
in the middle of the distribution for
both types of bulges. What strikes us
first is, that the U-bulge tends clearly
to the helix’s 3’ end, where it lingers
half of the simulation time. It is rarely
located at other positions, except the
starting position and position 13.
The A-bulge also has higher residence
time at the borders, with a bias to the 5’ end. However it lingers clearly more
time on most positions in-between the helix’s ends than the U-bulge, without
any other preferred positions. In general the A-bulge distribution is more spread
than the U-bulge ones.

Looking at the time-resolved series of bulge positions for each simulation,
reveals another difference in behaviour between both bulge types. The U-bulge
(see figure 5.15a) stays at a single position for long periods, whereas the A-bulge
(see figure 5.15b) seems to be much more mobile, changing direction several
times.
It has to be mentioned, that bulges of both setups only move between few time
steps of the simulation due to the high time resolution. U-bulges change their
position only in 3.5% of all frames, A-bulges in 3.8%. A detailed example of bulge
movement during a time window of 1.6 ns (100 frames) (figure C.3) illustrates
this behaviour. The time window was chosen around the highest mobility of
each bulge (most jumps between time steps). In case of the U-bulge its position
moves in 50% of all time steps, the A-bulge moves in 64%, but most of the
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movement is flipping forward and backward between two positions.
Since the U-bulge stays at certain positions for long periods of time, it is actually
more mobile during the rest of the time, than the A-bulge (in contrary to the
impression of figure 5.15).

(a) 10 simulations of a U-bulge.

(b) 10 simulations of an A-bulge.

Figure 5.15: The location of 10 U-bulges (teal) and 10 A-bulges (cedar) within
the helix is shown on the y-axis during the simulation time of 1 µs. The two
C-G pairs at each end of the helix are marked by grey areas, which form stronger
WCF bonds and thus confine the bulge within the helix.
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To better understand the different behaviour of the two bulges, let’s look at
the dihedral angles of each type of bulge. As an example one simulation of each
type of bulge is shown in figure 5.16. An overview of all simulation is given in
figure C.4.

Figure 5.16: Position and dihedral angle. The position (residue) of one
U-bulges (teal) and one A-bulges (cedar) is shown. The color of the curves
represents the dihedral angle of the bulge. A distribution of the frequency, each
position is taken, is shown on the right side.

The example U-bulge shows some quick movement at the beginning where it
travels to the 5’ end but quickly returns to the middle of the helix. There it stays
nearly half of the simulation time at residue 10. Finally it starts moving again
around this position for ∼150ns, before it moves to the 3’ end, where it stays
with very short interruptions until the end of the simulation. The distribution
of the positions shows, that the bulge takes mainly three positions during the
whole simulation. The mobility (jumps between residues compared to all time
steps) of the U-bulge is 2.0%.
The A-bulge example seems to be much more agile, taking most of the positions
for some time. However its mobility is also 2.0%
Additionally to the position of the bulge, the dihedral angle of the current bulge
residue is displayed by the color of the plot markers. What we can see, is that
the U-bulge’s dihedral angle stays low around 0➦, while it is moving, but during
the inflexible periods the dihedral angle reaches high values according to absolute
degrees. So during these periods of motionlessness the bulge loops out most of
the time. An example structure of a bulge with low dihedral angle and one of a
looped out bulge is shown in figure 5.18 (A,B).
If we neglect the states of the U-bulge, when it is looped out, its mobility raises,
as expected. Choosing only states of the U-bulge which dihedral angles are
within an interval containing 99% (95%, 90%) of the dihedral angles of the A-
bulge, results in a U-bulge mobility of 9.4% (11.2%, 12.1%), while the A-bulge’s
mobility stays at 2.0% if we apply the same interval of dihedral angles. So the
U-bulge is actually much more volatile than the A-bulge, if it is not looped out.
Otherwise it stays at one position.
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Analysing the distribution of the bulges’ dihedral angles (see figure 5.17) gives a
better imagination of the different behaviour of U- and A-bulge. The A-bulge’s
dihedral stays most of the time around 0➦ in an interval of ∼ ± 25➦. This state
corresponds to a WCF paired base within a dsRNA helix, which is not looped
out. An example is presented in figure 5.18 A).
A second state of the A-bulge can be recognized around 35➦. This one occurs
much more infrequently than the main state around 0➦. It corresponds to a slight
loop out of the base towards the minor groove. As shown by the example in
figure 5.18 C), it nearly does not deform the helix’s backbone. Since the base
gets closer to the opposing U-base of its neighbouring base, it forms additional
hydrogen bonds with this base, stabilizing this position. From this dihedral
state the A-bulge cannot move neither towards the 3’ end nor the 5’ end. (see
histograms a) - c) of figure 5.17)
The U-bulge shows three distinct dihedral states. One is nearly identical with
the main state of the A-bulge around 0➦ and corresponds to a not looped out
state. Compared to the A-bulge the U-bulge takes this state much rarer. Most
of the time it is in a state around -40➦ towards the minor groove. By contrast
with the corresponding A-bulge the U-bulge loops out a little bit further and
the base is tilted from its normal orientation. (see figure 5.18 D) It also forms a
hydrogen bond with the opposing RNA strand.
The third state of the U-bulge is a broad one close to ± 180➦. It corresponds to
a completely looped out base (see figure 5.18 B). The RNA backbone is heavily
deformed in this state, which only occurred for the U-bulge.
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Figure 5.17: Distribution of dihedral angles. The main histogram illustrates
the distribution of all dihedral angles of the current bulge residue (U-bulges
(teal) / A-bulges (cedar)). Histogram a) shows only dihedrals of bulges, which
are changing their position within the next simulation step. Histograms b) and c)
show dihedrals of bulges which are moving towards the 3’ or 5’ end respectively.
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Figure 5.18: Snapshots of different states of a bulge. A) A-bulge (brown)
of dihedral angle around 0➦ and no hydrogen bonds (black dotted lines) to
opposing or neighbouring residues. B) U-bulge (magenta) in completely looped
out state and distinctly deformed RNA backbone. C) A-bulge slightly looped
out towards the minor groove and hardly deformed RNA backbone. Bulge base
A9 forms additional hydrogen bonds with base U30, which is WCF paired to
base A8. D) U-bulge slightly looped out towards the minor groove and hardly
deformed RNA backbone. Bulge base U17 is tilted compared to its neighbours
and forms an additional hydrogen bond with opposing base A23.

In general both bulges only move if their dihedral angle is close to 0➦. The
U-bulge shows a slight tendency of negative values (loop out into minor groove)
when moving towards the 3’ end. Looping out to this side gets the base closer
to the opposing base which is shifted to the 3’ end. On the other hand when the
U-bulge moves towards the 5’ end a tendency of positive dihedral angles (loop
out into major groove) can be recognized. Consistently this direction gets the
base closer towards the opposing base, which is shifted to the 5’ end.
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5.5 Discussion

As shown by the presented results, we are able to identify and track a U-bulge
and an A-bulge within an 19 residues long dsRNA helix during 10 simulations
of 1µs for each type of bulge. The bulge is prevented to escape the helix by two
C-G pairs at each end of the helix, quite effectively. Only few times these C-G
pairs opened for short time, but never when the bulge was close to them.
Although conditions for U-bulges and A-bulges are the same, they exhibit quite
different behaviour. While the A-bulge stays most of the time in place as if
paired with a counterpart, the U-bulge loops out much more often and further.
The reason is probably the higher stacking energy of adenine (A) bases between
each other due to their larger ring system. So an adenine nucleobase which is
not WCF paired to an opponent uracil nucleobase is still held within the regular
dsRNA helix structure by its direct adenine neighbours, more than an uracil
nucleobase by its uracil neighbours.
Since a looped out base cannot switch to a neighbour base for obvious reasons,
U-bulges present a less volatile behaviour than A-bulges, because these looped
out states are quite persistent (see figure 5.15). During the not looped out
intervals, the U-bulges clearly behave more mobile than A-bulges. Again the
lower stacking energy of the uracil (U) bases may be the cause. It allows U-bases
to move around more than A-bases. (see figure C.5) To pair to a neighbour’s
opposing residue and replace the neighbour, a nucleobase has to shift sideways to
get in front of the new WCF partner base. Therefore a more mobile nucleobase
can lead to a more mobile bulge.
The here presented RNA setup was build from scratch and is completely artificial
without a known appearance in nature. However the nucleobases and helical
structure occurs in nature plenty of times, just the long uniform sequence of
A/U-pairs is not common. So the characteristics of an adenine or uracil bulge
in nature may be similar, but they are affected by many more parameters, like
different neighbouring nucleobases or a more complex tertiary structure. For
instance a uracil bulge may loop out more often and further than an adenine
bulge under similar circumstances. Whereas the movement of a bulge along the
RNA helix we observed is probably not very relevant for natural RNA structures,
since the bulge would meet a C/G-pair quite fast.
A field of interest could be the engineering of DNA / RNA origamis. These
are also artificial structures, so a homogeneous sequence of A/U-pairs could be
created. The exploit of a bulge in such a sequence could be the transportation of
a signal along the helix, like an uracil bulge starting at the 3’ end and provoking
a reaction when reaching the 5’ end. For this purpose it would be very useful to
be able to manipulate the bulge’s movement. Further research in this direction
would be interesting and could be done perfectly with our bulge setup. Probably
it would be reasonable to first analyse additional measures of the bulge and the
helix to better understand what influences affect the bulge’s behaviour in which
way. Thinkable interventions to manipulate the bulge would be for instance to
stretch / press or tilt the helix. Other possibilities would be to act on the helix
by global measures like temperature or salt concentration.
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Of course further effort could also be put into improving the applied detection
algorithms of the bulge. A ’temporary’ disorder of the helix, meaning several
residues unpairing and arranging in a different way, can disturb the detection,
especially if it appears close to the ’real’ bulge residue.



Chapter 6

Summary and Outlook

As we have seen particularly clearly in the past few years of the Covid pandemic,
understanding biological processes at the molecular level can be very helpful in
improving our lives. We have a large number of modern experimental instruments
at our disposal for this purpose. However even if these are continuously improved
and advance into smaller dimensions and time scales, they still reach limitations.
We can further shift these limits with the help of Molecular Dynamics (MD)
simulations, which were presented in the beginning of this work.
An important area of research is the folding of proteins, which is constantly tak-
ing place in our bodies. The most common protein in our body is collagen, which
forms elongated triple helices. The process of folding into this helical structure
could be simulated in detail using multiple simulations of short collagen peptides.
A zipper-like mechanism was observed, which is caused by segmentation of the
sequence into groups of three amino acids by the periodic appearance of glycine.
Furthermore, the simulations showed that only the union of all three collagen
strands leads to stable structures and that a stable initial nucleus is important
for the subsequent folding. Rare eversion of a strand was also observed. The
resulting loop – a perturbation during folding — caused the helix to bend. As
further perturbations, mutations of individual glycine residues were simulated,
which clearly impeded the folding process.
Each examined aspect offers many approaches for further investigation. More
simulation and longer peptides could reveal other rare wild type misfoldings, such
as loops of different sizes for instance. The positional restraints, which mimic
the stabilising HSP47 proteins could be omitted by simulating these proteins
in complex with collagen to stay closer to reality. Finally, further mutations or
post-translational modifications of the wild type could be tested.
As the first example showed, it happens that proteins fold more or less well into
their natural structure despite a local mismatch during the folding process. If
it is not an isolated random but a systematic mismatch, caused in turn by a
mutation in the protein sequence, the effects can be serious. Sometimes the
stability of the protein can be so severely impaired that it can no longer fulfil its
function. In special cases, this leads to the protein unfolding again and forming

67
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new undesired structures (e.g. amyloids). Consequently, it is of interest to
know and understand the consequences of a mutation. A method for this was
presented using the transport protein Transthyretin (TTR). The combination
of MD simulations and free energy calculations made it possible to correctly
assess the tendency towards or against amyloid formation in almost 80% of 36
selected mutations of this protein. The results could confirm the assumption
of former studies that the destabilization of the wild type correlates with the
amyloid formation. Furthermore, it became clearly visible how much the amyloid
fibrils are energetically more favourable compared to the globular protein, which
explains their high stability.
The presented method is strongly designed for speed to quickly analyse many
cases in order to gain an advantage over experimental measurements. Presumably
it can be further accelerated by finer adjustment of its parameters. In addition,
there are of course many more mutations that can be examined and countless
other proteins with other mutations.
A mutation in a protein or a Deoxyribonucleic Acid (DNA) sequence does not
always have to have negative consequences. As we know, evolution is based on
the fact that every now and then a mutation leads to an improvement. In the
third system examined within this thesis, a disturbance in the form of a bulge
loop was inserted into an artificial double-stranded Ribonucleic Acid (dsRNA).
The intention was to study the behaviour of this perturbation and to give ideas
for possible applications such as signalling along the helix or a molecular switch.
Clearly different behaviour between adenine and uracil bulge loops was observed.
While the former usually remains within the helix structure and moves around
there rather non-directionally, the latter preferably moves to the 3’ end of the
helix or often loops out of the helix, which severely deforms its backbone and
immobilizes the bulge.
In order to make the implementation of such a system – e.g. in a DNA /
Ribonucleic Acid (RNA) origami – more attractive, it would be useful if one
could actively influence the bulge, for instance to migrate in a certain direction,
or to loop in or out of the helix. Future studies will have to find out whether,
for example twisting or stretching the helix has such an effect.

The application of MD simulations to describe processes in biological systems
at the molecular level is nowadays a frequently used method. Even if some might
doubt the resilience of such theoretical simulations, this thesis was able to show
how MD can serve to gain new insights that would either not be possible today
or would require much more effort. Of course, simulations are better the more
experimentally confirmed data are included. The entire underlying knowledge for
their implementation is based on experimentally gained knowledge. In the best
case, experimental measurements and computer simulations support each other.
The computer hardware and algorithms available today are sufficient enough,
so that even on a standard PC – preferably with a modern GPU – interesting
simulations can be run. Powerful but less available computing clusters and
supercomputers naturally expand the possibilities enormously and are constantly
being improved. The simultaneous development of powerful artificial intelligence
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systems will probably further speed up development, so that at some point it
will be difficult to recognise what is real.
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Appendix A

Mechanism of collagen
folding propagation

Structure of triple helical peptide

Figure A.1: Structure of triple helical peptide (A) Structure of a folded
triple helical peptide of 3 x (Gly-Pro-Pro)5 sequence (B) Superposition of crystal
structure (light blue) and final peptide (each chain in different color) after folding
simulation.
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Comparison of fluctuations of free and restrained
peptide
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Figure A.2: Comparison of fluctuations of free and restrained peptide.
root-mean-square fluctuation (RMSF) of an unrestrained and a restrained triple
helix: The black squares represent the RMSF of the Cα atoms of the residues
along the helix (mean of three residues, one of each strand). The N-terminus (left)
and the C-terminus (right) show increased flexibility. The red circles represent
the RMSF of a triple helix which was restrained on the two terminal residues
at the C-terminus (red area). Clearly visible is that the restrained C-terminus
is less flexible than the unrestrained terminus, but still more flexible than the
middle part of the helix (between the dashed lines).
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RMSD of folding / misfolding / mutated / folded
example

Figure A.3: RMSD of folding / misfolding / mutated / folded example.
root-mean-square deviation (RMSD) of individual chains (with respect to the
native collagen structure) vs. simulation time for 3 folding simulations (1-3) and
one simulation starting from folded triple helix (4). The RMSD of each strand
is visualized separately (blue, red, green). The thicker line shows the smoothed
data (Gaussian filter, σ=25). The vertical dashed line marks the time point of
(first) folding (RMSD of all chains below 2 Å). Example 1 indicates a successful
folding of the wild type sequence. One chain in example 2 formed a loop in
the second (red) strand in final part of the simulation and the RMSD of the
chain remains at a high level. Example 3 shows a mutant with the 3 central Gly
residues replaced by Ala. Although the RMSD temporarily reaches low values,
no stable folding is observed. Finally, the 4th example shows the simulation
starting from the native folded triple helix.
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RMSD-triplets of all 10 WT simulations

Figure A.4: RMSD of residue triplets of all WT simulations (see Fig. 3.2). Each

simulation starts from an unfolded collagen peptide with an already formed nucleus

at the C-terminus (top). Each labelled stripe (1-15) in the central plot represents a

residue triplet (one residue with the same number of each strand, e.g. 3 Pro with the

same number that are spatially close in the native state) along the three strands. The

RMSD of each residue triplet relative to the native folded structure is indicated by a

color-code (color bar in the first plot). A blue color represents sampled states close to

native, whereas red color corresponds to an unfolded triplet structure. The y-axis on

the right side of the plot represents the number of native contacts between the three

strands (white line in the plot). All simulation ran for 1 µs. To present the folding

process in detail the time range of each graph was adjusted.
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Detailed exemplary folding process

Figure A.5: Detailed example of a folding process at one point along the
triple helix (residue 7 of chain A, B, C). Each plot visualizes the situation of
one strand of the helix. The black curve shows the RMSD of all three strands.
The coloured curves indicate the pairwise RMSD of 2 selected chains. (magenta:
1& 2, cyan: 1& 3, yellow: 2& 3). On the top of each plot the presence of the
corresponding hydrogen bond is indicated by dots in the same colors. In the
1st half the 2nd and 3rd strand align to a metastable conformation, but the first
strand does not join them. Also the corresponding hydrogen bond is not formed.
After 125 ns both strands separate again. In the last third strand 1 and 3 align
to each other and the hydrogen bond is formed. Around 200 ns the 3rd strand
follows and the final and stable conformation is formed.
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Distribution of dihedral angles folded vs unfolded
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Figure A.6: Distribution of dihedral angles for two cases. In the folded
case (filled areas) all angles populate a single state. In an unfolded case (framed
areas) especially the Φ-angle of GLY shows a broad variation. The Ψ-angle of
GLY is slightly shifted. The Φ-angle of PRO does not change due to its ring
structure, whereas the Ψ-angle shows a second state around 330➦.
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WT simulations with reduced restraints

Figure A.7: RMSD of residue triplets of all WT simulations (like Figure
3.2) but with reduced restraints at the C-Terminus. Each simulation starts
from an unfolded collagen peptide with an already formed nucleus at the C-
terminus (top). Each labelled stripe (1-15) in the central plot represents a
residue triplet (one residue with the same number of each strand, e.g. 3 Pro
with the same number that are spatially close in the native state) along the
three strands. The RMSD of each residue triplet relative to the native folded
structure is indicated by a color-code (color bar in the first plot). A blue color
represents sampled states close to native, whereas red color corresponds to an
unfolded triplet structure. The y-axis on the right side of the plot represents the
number of native contacts between the three strands (white line in the plot). All
simulation ran for 1 µs. To present the folding process in detail the time range
of each graph was adjusted.
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Snapshots of mutated area

Figure A.8: Snapshots of the mutated area of the helix. Mutated residues
are coloured orange. A: one GLY of WT, B: three GLY of WT forming a triplet,
C: one mutation G7aA, D: three mutations G7abcA, E: one mutation G7aT, F:
three mutations G7abcT.
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RMSD-triplets of G7A mutants

Figure A.9: RMSD of residue triplets of all simulations with a single G7aA
mutation (marked by white frame). Each simulation starts from an unfolded
collagen peptide with an already formed nucleus at the C-terminus (top). Each
labelled stripe (1-15) in the central plot represents a residue triplet along the
three strands. The RMSD of each residue triplet relative to the native folded
structure is indicated by a color-code (color bar in the first plot). A blue color
represents sampled states close to native, whereas red color corresponds to an
unfolded triplet structure. The y-axis on the right side of the plot represents the
number of native contacts between the three strands (white line in the plot).
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RMSD-triplets of G7T mutants

Figure A.10: RMSD of residue triplets of all simulations with a single
G7aT mutation (marked by white frame). The simulation starts from an
unfolded collagen peptide with an already formed nucleus at the C-terminus
(top). See legend of Figure A.9.
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RMSD-triplets of G7/22/37A mutants

Figure A.11: RMSD of residue triplets of all simulations with three muta-
tions G7abcA (indicating position 7 in each chain A,B,C; marked by white
frame). The simulation starts from an unfolded collagen peptide with an already
formed nucleus at the C-terminus (top). Same as legend of Figure A.9.
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RMSD-triplets of G7/22/37T mutants

Figure A.12: Same as Figure A.11 but for simulations with three mutations
G7abcT (marked by white frame).
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Free energy variation in time

Figure A.13: Time course of the MMGBSA energy during three exem-
plary simulations. Red vertical lines indicate the time point when the RMSD
of the N-Terminus reached values of a folded helix for the first time. The red
dashed line displays the mean energy of a folded helix. In the first example
a successful folding process of a wild-type peptide is shown (Figure 3.2 and
Figure A.4 (example 7)). The second example presents a peptide with one G7aA
mutation in one strand (the letter a indicates chain A of the triple helix), which
folded around 900 ns, but the final energy was increased compared to a folded
wild-type. The third example shows a peptide with three mutations (at position
7 of each chain) which temporarily got close to the folded state, but unfolded
subsequently.
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Temporary alignment of one strand

Figure A.14: Temporary alignment of one strand. The RMSD of one
strand of a folded reference triple helix is shown in purple. The two horizontal
lines mark the range wherein 95% of the reference data points are. The black
series shows the RMSD of a folding triple helix, which reaches the level of the
reference the first time around 330 ns, when the whole helix is folded. The
RMSD of a single strand (blue) reaches this level several times (cyan) before
the whole helix is folded for short periods indicating a temporarily correct but
unstable alignment of this strand.
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Free energy differences between beginning and
end of simulations (kcal/mol)

simu-
lation

wild-type
weak

restraints
G7aA G7aT G7abcA G7abcT

1 -70.7 -36.1 -80.2 -58.6 -57.8 -21.7
2 -82.3 -57.9 -76.5 -72.9 -57.4 -6.6
3 -94.0 -89.9 -36.2 -49.9 -16.6 -40.9
4 -68.9 -70.8 -56.8 -90.9 -58.6 -41.4
5 -104.8 -64.3 -73.9 -64.3 -44.4 -78.0
6 -87.4 -77.7 -28.4 -92.0 -51.9 -62.3
7 -77.9 -25.9 -66.3 -50.7 -44.5 -25.6
8 -68.3 -19.0 -58.7 -86.3 -68.6 -36.2
9 -81.3 -74.5 -95.8 -101.7 -38.6 -28.0
10 -92.0 -91.6 -71.1 -54.7 -62.6 -32.8

average -83±11 -61±24 -64±19 -72±18 -50±14 -30±16

Table A.1: Free energy differences between beginning and end of simulations
(kcal·mol-1)
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Appendix B

Energetic Analysis of
Transthyretin mutations

Results of FoldX Suite

A25T
V30G

V30M
D38A

S52P
E54G

E54K
L55P

L58H
T60A

E61K
S77Y

Y78F
I84A

I84S
H88R

H88S
E89K

Y114C
Y114H

V122I
S85P

H88A
H88F

H88Y
E92P

V94P
R104H

A108I
A108V

A108W
A109V

A109T
T119M

T119W
T119Y

15

10

5

0

5

10

15

20

kc
al

 / 
m

ol

amyloidogenic mutations non-amyloidogenic mutations

FoldX tetramer
fibril

Figure B.1: Results of FoldX Suite. Energy contribution (boxes) of single
point mutations of transthyretin in tetrameric (blue) and fibril (orange) form
using the FoldX program(1). The mutations are indicated on the x-axis. A
negative/positive contribution implies a stabilization/destabilization of the struc-
ture. All energies are per monomer/fibril layer. Since the sequence of the fibril
includes a gap compared to the tetramer, there are no fibril energy values for
some variants. A red background indicates that this mutation is known for its
increased amyloidogenicity whereas a yellow background means that the mutant
inhibits its amyloidosis or stabilizes the tetrameric form.
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Total energy per residue of full molecule
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Figure B.2: Total energy per residue of full molecule. Calculated mean
energy difference per residue between globular and fibril TTR structures. Mean
energies were obtained as averages over 10000 trajectory frames. In case of the
globular structure the mean energy differences per residue were obtained by
dividing the calculated mean total energies by 4·115 (4: number of globular
proteins, 115: number of residues). In case of the fibril the total energy was
divided by 7·93 (7: number of layers, 93: number of residues resolved in the
fibril structure).
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Energy contribution of differnt types of interac-
tions
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Figure B.3: Bonded energy contributions (sum of bond length, bond
angle and dihedral angle contributions, boxes) of single point mutations of
Transthyretin in tetrameric (blue) and fibril (orange) (MMGBSA). The muta-
tions are indicated on the x-axis. A negative/positive contribution implies a
stabilization/destabilization of the structure. All energies are per monomer/layer.
Since the sequence of the fibril includes a gap compared to the tetramer, there
are no fibril energy values for some variants. A red background indicates that
this mutation is known for its increased amyloidogenicity whereas a yellow
background means that the mutant inhibits its amyloidosis or stabilizes the
tetrameric form.
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Figure B.4: Same as B.3 but for electrostatic contribution (sum of Coulomb and
Generalized Born terms) due to each mutation.
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Figure B.5: Same as B.3 but for the van der Waals contribution (Lennard-Jones
term) due to each mutation.
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Figure B.6: Same as B.3 but for non-polar surface area dependent solvation
contribution due to each mutation.
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Comparison of different amounts of frames
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Figure B.7: Comparison of different numbers of frames used for the
MMGBSA calculations. The number of trajectory frames used for the
MMGBSA post-processing calculations was varied between 10 frames (evenly
and randomly distributed over the whole data gathering phase) and 10000 frames.
The changes in MMGBSA energies are indicates as boxes in different colors (see
panel).
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Energies for differnt amount of layers
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Figure B.8: Energy per residue for all variants. The blue line represents
the values for the globular protein. The orange graph visualizes how the values
develop for a rising number of fibril layers. The green graph in the lower right
shows the mean energy difference between globular and fibril protein.
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Appendix C

Dynamics of RNA Bulge
Loops

Reference WC Hydrogen Bonds

Figure C.1: Appearance of Watson-Crick-Franklin (WCF) hydrogen
bonds in two reference simulations. The course of every base pair (y-
axis) is shown over time (x-axis). Frames with at least one WCF bonds are
coloured cyan, frames without any WCF bond are coloured red. During the
whole simulation time unpaired base ”pairs” occur quite frequently. The two
stronger bound C-G pairs at each end of the helix (bottom and top) show less
frames without any hydrogen bond. (parameters for hydrogen bonds: distance
= 3.0Å, angle = 135➦)
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Reference Dihedral Angles
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Figure C.2: Reference dsRNA helices of uracil (U) and adenine (A)
bases without bulge. The mean values (circles) and standard deviation of the
dihedral angles between residues are shown. The triangles indicate the interval
which contains 90% of the values, which was used as reference. The horizontal
line represents the mean value of all U- or A-bases respectively.
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Examples of High Mobility
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Figure C.3: Two examples of high mobility of a U-bulge (top) and an
A-bulge (bottom). The position of the bulge within the RNA helix (y-axis)
is drawn against the frame (x-axis) of the simulation. The window contains
100 frames. The mobility, meaning time steps while the bulge changes position
relative to all 100 steps, is 50% for the U-bulge and 64% for the A-bulge.
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Overview U/A-bulge Dihedral Angles

(a) 10 simulations of a U-bulge.

(b) 10 simulations of an A-bulge.

Figure C.4: Bulge location and dihedral angle. The location of 10 U-bulges
(teal) and 10 A-bulges (cedar) within the helix is shown on the y-axis during the
simulation time of 1 µs. The two C-G pairs at each end of the helix are marked
by grey areas, which the bulge is not expected to pass.
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Fluctuations of A/U-bases
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Figure C.5: Fluctuations within reference dsRNA. Fluctuations (RMSF)
of uracil (U) bases and adenine (A) bases along the reference dsRNA helix (2x
1µs simulation). The markers show the fluctuation of each residue’s nucleobase
(U: circles, A: squares). Both ends of the helix appear more volatile than the
middle part of the helix. The lines illustrate the mean of all residues (U: solid,
A: dashed).
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R. Kayed, S. Lesné, G. Wei, F. Sterpone, A. J. Doig, and P. Derreumaux,
“Amyloid oligomers: A joint experimental/computational perspective on
alzheimer’s disease, parkinson’s disease, type II diabetes, and
amyotrophic lateral sclerosis,”
Chemical Reviews, vol. 121, no. 4, pp. 2545–2647, Feb. 24, 2021.

[77] P. Westermark, K. Sletten, B. Johansson, and G. G. Cornwell, “Fibril in
senile systemic amyloidosis is derived from normal transthyretin.,”
Proceedings of the National Academy of Sciences of the United States of
America, vol. 87, no. 7, pp. 2843–2845, Apr. 1990.



BIBLIOGRAPHY 117

[78] H. J. Cho, J. Y. Yoon, M. H. Bae, J. H. Lee, D. H. Yang, H. S. Park,
Y. Cho, S. C. Chae, and J. E. Jun, “Familial transthyretin amyloidosis
with variant asp38ala presenting with orthostatic hypotension and
chronic diarrhea,” Journal of Cardiovascular Ultrasound, vol. 20, no. 4,
pp. 209–212, Dec. 2012.
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