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Abstract

The performance of future magnetic confinement fusion power plants depends heavily on
the turbulence-influenced quality of plasma confinement and heat exhaust. The main tools
to study turbulence in fusion devices are high-fidelity gyrokinetic simulations implemented
in massively parallelized, high-performance computer codes. As the geometry in realistic,
diverted tokamak plasmas is complex and challenging to simulate, turbulence in the relevant
edge and scrape-off layer (SOL) regions remains to be understood. The GENE-X code fills this
gap by providing a unique computational tool that can perform global gyrokinetic simulations

in realistic device geometries.

This work presents a physics extension of the GENE-X code, adding collisional effects to the
gyrokinetic model and improving the fidelity of the code. Including collisions is essential in
the edge and SOL due to low temperatures and high collisionality. The implementations
feature a basic Bhatnagar-Gross-Krook (BGK) operator and an improved Fokker-Planck-
like Lenard-Bernstein/Dougherty (LBD) operator. The development of the numerical tools
required to perform collisional gyrokinetic simulations is presented, along with constructing
an efficient, conservative discretization of the collision operator. Further, the numerical
developments are verified in physics-motivated test cases, analyzing collisional conservation
and relaxation properties. The high-performance implementation of the computations shows

excellent scaling in an intra- and inter-node performance benchmark.

The code validation against an experimental scenario in the TCV tokamak (TCV-X21) ap-
plies the newly developed collision models to a suitable test case. Simulations using the
collisionless and the BGK and LBD models assess the possible realism achievable by the
current model. The turbulence observed in this validation case is further analyzed using
newly developed Fourier and trapped particle analysis tools. The obtained results allow the
comparison of the effect of the three different collision models on the underlying physics of
turbulence. As a result, the simulation with the advanced LBD operator shows remarkable
agreement with the experiment in the confined region. In contrast, the other simulations
cannot achieve the same level of agreement. The collisionless simulation predicts too high
electron temperatures, while the BGK simulation suppresses turbulence significantly. The re-
sults show that the presented collisional extension considerably improves the realism of edge
turbulence simulations, with the LBD collision operator posing a minimum requirement.






Zusammenfassung

Die Leistungsfahigkeit zukiinftiger, auf dem Magneteinschlussverfahren basierender, Fusion-
skraftwerke hiangt in hohem Mafle von der turbulenzbestimmten Qualitat des Plasmaein-
schlusses und Warmeabflusses ab. Computercodes, die in der Modellierung der Turbulenz
hauptsachlich zur Anwendung kommen, basieren auf der hochst akkuraten gyrokinetischen
Plasmatheorie, welche auf massiv parallelisierten Hochleistungsrechnern betrieben werden
miussen. Da die Geometrie der fiir Fusion relevanten Tokamak Anlagen komplex ist, sind
Turbulenz-Simulationen am Rand und in der sogenannten Abschiirfschicht (“scrape-off layer”
- SOL) des Plasmas besonders herausfordernd. Der GENE-X Code wurde speziell fiir diese
Anwendungszwecke entwickelt und ermdoglicht globale gyrokinetische Simulationen von Plas-
maturbulenz in realistischer Geometrie.

Diese Arbeit prasentiert eine Erweiterung des GENE-X Codes, mit dem Ziel die Genauigkeit des
gyrokinetischen Modells durch Beriicksichtigung von Stofiprozessen zu erhéhen. Die Abkiih-
lung des Plasmas am Rand und im SOL erhoht die Stofirate erheblich womit der Einbezug von
StoBeffekten notwendig wird. Die Modellierung der Stoprozesse erfolgt in mehreren Abstu-
fungen, wobei zuerst ein einfaches Modell von Bhatnagar-Gross-Krook (BGK) und folgend ein
fortgeschrittenes Lenard-Bernstein/Dougherty (LBD) Modell implementiert wird. Dies er-
fordert die Entwicklung von numerischen Methoden, um die stoflerweiterten gyrokinetischen
Simulationen zu erméglichen. Dazu wird ein Finite-Volumen Schema konstruiert, welches
durch spezielle Korrekturterme die Erhaltung von Einzelspeziesdichten sowie Gesamtimpuls
und -energie sicherstellt. Die Implementierung wird auf die geforderten Erhaltungseigen-
schaften sowie auf die Reproduktion von prognostizierten Relaxationsraten verifiziert. Die
hocheffiziente Einbettung der Algorithmen in den GENE-X Code wird auf die Skalierungseigen-
schaften der Parallelisierung untersucht.

Zur Validierung wird der stoflerweiterte GENE-X Code auf ein Experiment des TCV Tokamaks
(TCV-X21) angewandt. Simulationen mit dem stofifreien, dem BGK und dem LBD Mod-
ell werden hierbei auf die Féahigkeit untersucht, die physikalische Realitét in der Simulation
nachzubilden. Die beobachtete Turbulenz wird mit eigens entwickelten Fourierdiagnostiken
sowie Verfahren zur separaten Betrachtung der Beitrage von gefangenen Teilchen untersucht.
Die Beriicksichtigung aller Ergebnisse erlaubt eine allumfassende Analyse der Effekte ver-
schiedener Stofmodelle auf die Plasmaturbulenz. Das bemerkenswerte Ergebnis ist, dass das
fortgeschrittene LBD Stofimodell das Experiment in ausgezeichneter Nédherung nachbilden
kann. Im Gegensatz dazu, konnen das stofifreie und das BGK Modell keine tiberzeugen-
den Resultate liefern. Ersteres enthilt um Groflenordnungen zu heifle Elektronen, zweiteres
unterdriickt die Turbulenz zu stark. Der physikalische Realismusgrad in Simulationen von
Rand und SOL Turbulenz kann mit der hier prasentierten StoBlerweiterung durch das LBD
Modell signifikant gesteigert werden.
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Chapter 1

Introduction

Fusion energy is a promising, yet to-be-realized, energy source that may provide a clean and
safe way to humankind’s long-term energy needs'. However, the road towards a viable fusion
power plant is long, and as of today, a European electricity-producing demonstration power
plant is years away from realization?. The heat loss by turbulence is among the main physics
issues yet to be solved®. This research aims to advance the understanding of turbulence in
fusion devices by developing computational tools and performing first-principles turbulence

simulations.

This chapter presents the physics basics of fusion energy using magnetic confinement. The
dependence of the performance of a future power plant on confinement quality and transport
is highlighted, and the role of turbulence in that context is given. At the end of this introduc-
tion, the leading open research problems towards a fusion power plant from the perspective
of turbulence and theory are addressed, and the relevance of this thesis in that context is

discussed.

1.1 Fusion Energy

Nuclear fusion is a process that combines light atomic nuclei into heavier ones, releasing
energy due to the difference in mass of the reaction’s initial and resulting products. One
example is the sun, which primary energy source is the fusion of protons into helium*. Proton-
proton fusion happens in a multi-step fusion process. It is highly inefficient, as a single proton
takes more than a billion years to get involved in such a reaction®. This reaction can sustain
the “operation” of the sun because the sun’s enormous size creates substantial gravitational
forces. This gravitational confinement leads to high proton densities that counter for some
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Chapter 1 — Introduction

part of the low reactivity because the fusion power per volume scales directly with the overall
reaction rate®. The large volume where fusion happens in the sun leads to a generated power
of around™ 3.84 x 1026 W. This is almost a million times more energy per second than Earth’s
total energy consumption of 6.17 x 10?° J in 2019%. Unfortunately, this energy cannot be
used directly on Earth, as only a fraction of it arrives through sunlight, and extracting all
sunlight with solar panels is impractical. Thus it is desirable to bring fusion energy to Earth.

On Earth, proton-proton fusion is unfeasible since replicating the sun’s large reaction volumes
and gravitational confinement is impossible. Fortunately, there are other fusion processes
available. The most promising one is deuterium-tritium (DT) fusion®. The reactivity of the
fusion reaction is around 24 to 25 orders of magnitude higher for DT fusion compared to the
sun’s proton-proton fusion?. The reaction is given by

D? + T% — He*(3.5MeV) + n'(14.1 MeV), (1.1)

creating a helium and a neutron. The brackets on the right indicate the kinetic energy of the
reaction products. The total released energy of 17.6 MeV is a million times the order of the
energy released in chemical reactions, such as the combustion of methane (around 9.2 ¢V)!.
The DT reaction is promising because it has the highest reactivities at low energies, peaking
between 100 million and 1 billion Kelvin (~10-100 keV)°. The DT gas must be externally
heated to achieve such temperatures, becoming an ionized gas or, in other words, a plasma.

How to Confine a Plasma and Generate Electricity with Fusion

Since charged particles in a plasma respond to electromagnetic fields, building devices that
confine plasmas using magnetic cages is possible. This concept is called magnetic confinement
fusion, and one of the most promising devices to build a reactor from is the tokamak® (Fig.
1.1). The tokamak has the topology of a torus where the major radial direction is called
toroidal, and the minor radial direction is called poloidal. The tokamak combines a toroidal
magnetic field generated by external coils with a poloidal magnetic field generated by a
toroidal current induced by a central solenoid!!. The combination of toroidal and poloidal
fields creates a helical magnetic field, where field lines twist around toroidally shaped closed
nested flux surfaces'?. This approach provides a certain amount of confinement of the plasma
within the magnetic field'.

The configuration of interest in this work is the diverted tokamak, where using additional
poloidal field coils, magnetic field lines at the edge are diverted towards target plates (di-

*Precisely this is the luminosity or power radiated by the sun, used as a lower estimate for the power
generated by fusion.

tTo be usable for a fusion reactor, the confined plasma must have a stable equilibrium state. The stability
is typically analyzed with magnetohydrodynamic (MHD) theory and thus often referred to as MHD-stability
of the equilibrium!**2. In this work, all considerations are built on top of an existing and reached MHD-stable
equilibrium state.
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1.1. Fusion Energy

central solenoid toroidal direction

toroidal
field coil

plasma
helical magnetic field

Figure 1.1. Schematic representation of a tokamak and its major (not all) components.

vertor)!?

. Figure 1.2 shows a cross-section of a diverted tokamak. The divertor creates a
poloidal field null point, called the X-point, and the closed nested flux surfaces are separated
to open field lines originating at the divertor plates by the last closed flux surface (separa-
trix)'!.  The open field line region is called the scrape-off layer (SOL) or the private flux
region, dependent on the location (Fig. 1.2). The divertor reduces impurity build-up'? and
protects the vessel wall by focusing the heat exhaust on a specially designed and durable
target plate'®. Preventing the accumulation of impurities in the plasma is essential to reduce

6

heat loss by radiation and to improve the performance of a fusion device®. The following

section discusses the fusion performance in more detail.

Introducing the concept of magnetic confinement allows the discussion of the role of the two
resulting fusion products of the DT fusion. The helium produced is ionized (alpha particle)
and thus confined by the magnetic field. It contributes to the self-heating of the plasma. The
neutrons are unaffected by the magnetic field and escape the plasma, depositing their energy
to the outer walls, which heat up. The cooling of the walls can be used in a conventional
thermic power plant cycle to generate electricity?.

17
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magnetic separatrix
axis
; scrape-off
closed field n p
i ; yer
line region
X-point

divertor target plates

Figure 1.2. Schematic representation of a cross-section (poloidal plane) of a diverted tokamak.

How to Make Fusion Viable and Efficient

To achieve a sustainable fusion reaction, it is not necessarily required to operate at the con-
ditions of the highest plasma temperature. Due to the non-ideal confinement properties of
a fusion device, transport leads to losing parts of the energy provided by external heating.
The time characterizing these losses is the energy confinement time 7z. External heating
is required to achieve the temperatures needed initially. Re-using parts of the fusion en-
ergy released in the alpha particles provides additional heating during the fusion process'.
Considering the three mechanisms of external heating, energy loss, and alpha particle self-
heating, the question arises if a condition exists where the fusion reaction provides enough
self-heating to balance out the heat losses. This operating point is called ignition. The con-
dition for achieving ignition is if the triple product of density n, temperature T', and energy

confinement time 75 exceeds a threshold®

nTg > 3 x 10* m™’keVs. (1.2)

This condition is called the Lawson criterion'**. For analyzing this criterion, the optimum
temperature can be found within 100 and 300 million Kelvin (~10-30 keV)®. The plasma
density cannot be arbitrarily high in tokamaks due to operational limits'®. Thus the energy
confinement time 7g is the central quantity that needs increasing to achieve a sustainable

fusion reaction!®.

*The original criterion by Lawson in Ref. [14] considered a purely externally heated plasma and losses
by Bremsstrahlung and is thus slightly different than the one shown here based on Ref. [6].

18



1.1. Fusion Energy

The Role of Turbulence in Fusion Devices

Transport is of interest for developing fusion energy since it leads to a degradation of the
energy confinement. In early tokamak research, experimentally observed confinement times
could not be explained by the standard paradigm of collision-induced, so-called neoclassi-
cal’® transport. These findings gave rise to the terminology of anomalous transport, later
connected to turbulence!”. Turbulence, as a ubiquitous phenomenon, is also present in fusion
devices. However, its exact nature differs from standard fluid turbulence'®. In a plasma, in-
stabilities occurring on the ion or electron gyroradius scale (micro-instabilities) can become
unstable and grow, eventually leading to fine-scale turbulence!?. The turbulence-induced
transport across the confining magnetic field is the widely accepted explanation for anoma-

lous transport!?.

Anomalous transport will dominate the energy confinement time in future fusion devices®.

Thus the primary approach to reach sufficiently high confinement times is to build gigantic
devices, culminating in the currently being built ITER tokamak?’. Complementary to big
machines is a less cost-intensive approach, reducing turbulent transport by optimizing the
operational conditions. Achieving this goal requires a comprehensive understanding of the

nature of plasma micro-turbulence.

A broad range of physical models exists to describe turbulence in a plasma, varying in
the fidelity employed. The hierarchy reaches from simple fluid models commonly known
as Hasegawa-Mima?!, Hasegawa-Wakatani?? or drift-reduced Braginskii??, to more advanced
gyro-fluid** or gyro-moments? models, up to high fidelity gyrokinetic models (discussed in
detail in section 2). Fluid models can capture essential properties of plasma turbulence,
especially in the edge where the plasma is highly collisional and the theory is most valid.
The details of turbulence cannot be fully described as kinetic effects are important?®:27,
Thus, gyrokinetic theory is considered the fundamental tool to simulate and describe micro-
turbulence in a plasma?®.

Predicting turbulent transport requires nonlinear gyrokinetic simulations, running until the
growth of the micro-instabilities saturates and the turbulence achieves a quasi-stationary
state. The simulation of turbulence using gyrokinetic codes is costly in terms of compu-
tational time, requiring the massive parallelization of calculations on the world’s leading
supercomputers. These constraints led to the development of many computational tools,
using different numerical techniques to reduce the required computational cost as much as
possible (see section 2.4 for an overview). The last decades have brought enormous progress
in understanding core turbulence (see Ref. [29] for a review). Contrary, the nature of the
plasma edge is yet to be unraveled®’, despite critically determining the energy confinement
time. Part of this issue is the inapplicability of the tools used in the plasma core, which
rely on magnetic field-aligned coordinate systems, a choice that does not work with magnetic
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Chapter 1 — Introduction

X-points (see Fig. 1.2). The development of new tools to simulate turbulence in the complex
magnetic geometry of diverted tokamaks was required® 3*. The GENE-X code is among these
tools, and its physics extension for the applicability in the plasma edge is the subject of this
thesis.

1.2 Open Problems in Edge Plasma Physics

Improved Confinement Regimes and the LH-Transition
As fusion approaches more and more reactor-relevant conditions with high-temperature gra-
dients, turbulence becomes a significant issue because it deteriorates the confinement of the

! Plasma confinement is essential, as it determines the performance of a future re-

system
actor. Consequently, the cost of a future power plant is most sensitive to the quality of
confinement® . For this reason, the Eurofusion roadmap for the realization of fusion energy?
states that suitable plasma regimes of operations must minimize the energy losses due to
turbulence. One possible operation regime is the so-called high confinement mode (H-mode)
discovered more than 40 years ago®®. The H-mode improves the confinement of the plasma

by a factor of two, decreasing the cost of a potential fusion reactor by 60%>".

The H-mode and the physics of the transition to advanced confinement regimes have yet
to be fully understood. While recent years have shown substantial experimental progress

to advance aspects of the understanding of the LH-transition3® 2

, a comprehensive theory
is still missing. Current modeling efforts focus on using fluid codes*® or reduced turbulence
models**. Recently, a fluid-like drift-Alfvén model achieved progress in explaining operational
boundaries in the transition from L- to H-mode*®. However, for a more profound understand-
ing, first-principles high-fidelity simulations of the LH-transition are required. The complex
geometry and significant changes in the background plasma make traditional gyrokinetic
codes unusable. Only one high-fidelity gyrokinetic study could observe an LH-transition-like
event so far*S. Since that work was published more than five years ago, the lack of appropri-
ate numerical tools has hindered achieving substantial progress. Independent verification by

other gyrokinetic codes is necessary.

The Power Exhaust Problem

The dynamics in the closed and open field line regions differ significantly in a fusion device.
The magnetic field lines can be considered an excellent thermal insulator. Little heat can
penetrate across field lines compared to along field lines. This results in a situation where
the heat crossing the last closed flux surface enters the open field line region and is quickly
transported toward the divertor plates, resulting in a narrow region of power deposition.
This so-called power exhaust problem is among the major obstacles for future reactors, as
the estimated power densities exceed the currently supported engineering limits*’. While
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1.3. Scope of this Thesis

parallel transport dominates in the scrape-off layer (SOL), the width of the deposited heat
flux depends on the exact ratio between parallel and cross-field transport. A projection,
based on data from today’s available machines to the currently being-built ITER tokamak,
predicts extremely narrow widths of power deposition, posing a concern for the plasma-facing
components of ITER*. Due to its importance, the Eurofusion roadmap for the realization of
fusion energy? highlights the power (or heat) exhaust problem as one of the primary obstacles

to realizing a fusion reactor.

To which extent this extrapolation holds is still subject to further studies, as the result of a
gyrokinetic simulation predicts values larger by more than a factor of five®. Similar results
were achieved by simulations with fluid models*”, although some studies indicate that kinetic
effects could be relevant in the SOL®’. Based on these more favorable results for ITER, a
new scaling has been developed® . The verification of these results by other gyrokinetic codes
remains an open task. The goal is to establish a confident prediction for the width of power
deposition, allowing to design divertors accordingly®?.

The challenge for modeling is the involvement of multiple disparate regions in the plasma
that, up to now, were mostly considered independent in gyrokinetic simulations. The dy-
namics in the SOL mainly govern the heat flux to the divertor plates, while the plasma edge
determines the radial heat transport from the core to the SOL?*’. This complex situation
requires simulations that capture the interplay of core, edge, and SOL turbulence®.

1.3 Scope of this Thesis

The lack of a comprehensive theory of the LH-transition, the power exhaust problem, as
well as the limited understanding of edge and scrape-off layer turbulence have led to the
development of the GENE-X code®*. The high-fidelity gyrokinetic model employed in the code
is sufficient to develop turbulence. However, it cannot solely provide the necessary physics
to model the plasma edge accurately. One of the most critical extensions is the inclusion of
collisions because the temperature decreases toward the outside of the plasma, increasing the
collisionality. Zonal flows, turbulence-generated mesoscale shear flows, provide a saturation

5 Micro-

mechanism for a large class of micro-instabilities® and are damped by collisions
instabilities, driven by particles trapped in the low field side of the tokamak, are very sensitive
to collisions®®. In the vicinity of considerable density and temperature gradients, such as in
the steep gradient region, which evolves during the LH transition, collisional effects could be
important®”.

This work aims at extending the physics capabilities of the GENE-X code to include the effect

of collisions in gyrokinetic simulations. The main research question is if collisions significantly
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affect edge turbulence and what degree of fidelity a collision model must provide. Developing
efficient numerical techniques is a crucial element in enabling collisional simulations. Facing
future simulations of large-scale devices such as ITER, a high-performance code implemen-
tation is a primary objective. Since gyrokinetic codes are costly, finding a balance between
computational complexity and model accuracy may be worthwhile. Quantifying the degree
of trustworthiness of the implemented collision models requires performing a validation study
against a real experiment. This work should provide a stepping stone toward future appli-
cations in exploring LH-transition physics, modeling divertor heat exhaust, and ultimately

realizing fusion energy.

1.4 Content Overview

The content of this thesis is structured as follows. The second chapter chapter briefly in-
troduces gyrokinetic theory, the model used to study turbulence in this work. The basic
concepts of kinetic theory and charged particle dynamics are discussed to motivate the de-
velopment of guiding-center theory. Subsequently, gyrokinetic theory is introduced, and an
overview of existing gyrokinetic codes is given. At the end of that chapter, the GENE-X code
is presented.

The third chapter reviews the basic theory of plasma collisions and discusses the general
properties of collision operators. The Lenard-Bernstein/Dougherty (LBD) collision operator
used in GENE-X is derived from the Fokker-Planck equation. The model parameters are
selected such that collisions conserve the individual particle density, the total momentum,
and the system’s total energy on the continuous level. The relaxation rates reproduce either
the Boltzmann collision operator’s momentum or temperature relaxation rate, depending on

the version chosen.

The fourth chapter contains the numerical developments required in order to make collisional
simulations with GENE-X possible. The numerics include a modification of the quadrature
schemes and the development of the discretized LBD collision operator. A finite difference
version and an advanced, conservative finite volume version are presented. The latter is de-
veloped to achieve the exact numerical conservation of particle density, total momentum, and
total energy up to machine precision. These corrections are necessary to enable simulations
on a long time scale, which are required for gyrokinetic turbulence simulations. Additionally,
details on verifying the discretizations (published in Ref. [58]) are presented. Further, the
stability of the time-stepping scheme, combined with the discretized collision operator, is an-
alyzed. It is shown that the implementation of advanced time-stepping schemes is required
to use the collision operator in a gyrokinetic code. Finally, the LBD operator is implemented
in the high-performance code GENE-X, and an intra- and inter-node performance benchmark
is presented.
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In the fifth chapter, applications of the newly developed collision models are shown. The
code is validated in a realistic experimental scenario of the TCV tokamak, the first-of-its-kind
validation of a global gyrokinetic code. Simulations without collisions, with basic Bhatnagar-
Gross-Krook (BGK) and advanced LBD collisions, are compared, and the underlying tur-
bulence is analyzed using newly developed tools, such as temporal and flux-surface Fourier
diagnostics as well as trapped-particle diagnostics. The validation and turbulence charac-
terization sections provide details of published results in Ref. [59]. Finally, the effect of the
perpendicular velocity space resolution is analyzed by comparing the reference simulation to
a simulation with reduced resolution, for which an improved numerical discretization of the

LBD operator has been developed.
The final chapter contains the summary and conclusion of this thesis, as well as an outlook

on open problems and the next steps required toward developing a comprehensive tool for

the simulation of gyrokinetic turbulence in future fusion reactors.
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Chapter 2

Gyrokinetic Theory and Simulation

Gyrokinetic theory is a physical model suited to simulate plasma turbulence?®. The first
nonlinear gyrokinetic equations were derived in the early 1980s in Ref. [60]. A summary of
the theory can be found in the review article in Ref. [61]. The equations implemented in the
gyrokinetic turbulence code GENE-X are given in Ref. [62].

This chapter aims to introduce gyrokinetic theory using a two-step approach. The first step
introduces guiding-center theory, constructing equations with fast gyromotion removed from
the dynamics. The second step introduces the gyrocenter as a perturbed guiding center,
allowing for the inclusion of fluctuating electromagnetic fields in the resulting equations.
The end of the chapter presents an overview of existing gyrokinetic codes, highlighting the
GENE-X code relevant to this thesis.

2.1 The Kinetic Equation

The kinetic theory of plasmas describes the behavior of a distribution of particles f, of
species « in 6D phase space (x,Vv). Here, x denotes the particle position in real space, while
v denotes the particle’s velocity, or in the kinetic view, its position in velocity space. The

temporal evolution of the distribution function is given by the kinetic equation®3:64

Afu  Ofu . Ofu  Fu 0fu dfa
W "o Y ax Ty v |, (2.1)

where F, denotes forces on the particle, and the right-hand side describes the change due
to collisions. In section 3, collisions will be treated in detail. Here a collisionless plasma
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Chapter 2 — Gyrokinetic Theory and Simulation

is assumed temporarily. The relevant force F, is the Lorentz force, which results in the
collisionless kinetic or Vlasov equation®?,

8fa afa qa 1 afoé

— =4+ — (E+ - xB)-zo. 2.2

ot v 6X+ma< +CV ov (2:2)
Here ¢, and m,, denote charge and mass, and c is the speed of light. In this work, Gaussian cgs
units® are used. The macroscopic* electric and magnetic fields E = E(x,t) and B = B(x, 1)

are determined by Maxwell’s equations®’,

V-E = 4np, V.B=0, (2.3)
10E  4n 10B

The Vlasov-Maxwell system is closed by expressions for the charge density p and current
density J, which are given by velocity space moments of the distribution function

p=> [ fadv. (2.5)
J= an/vfadv. (2.6)

2.2 Guiding-Center Dynamics

Charged particles in magnetic fields will perform a circular periodic gyromotion with the
gyro- (or cyclotron-) frequency Q.. = |ga|B/(mac), where B = |B| is the magnitude of the
magnetic field. The circle of gyration has the size of the Larmor radius ppo = v10/Qc.as
where v, , is the velocity of the particle perpendicular to the field. A velocity component
parallel to the magnetic field v, results in a superposition of parallel motion and gyration.
The moving charge represents a current I, = |¢a|Qc,q/(27) that encloses the area A, = mp7
and creates a magnetic moment i, = InAs/c = mavi ,/(2B)%. For a magnetic field that is
almost constant within the period of a single gyration, the magnetic moment is a conserved
quantity s, = const. (adiabatic invariant), along the orbit of the particle®.

Due to the periodic nature of the gyromotion, gyrating particles will be sensitive to forces
perpendicular to the magnetic field, i.e., within the plane of gyration. This results in cross-
field drifts®,

ExB 2 vt
2 b InB+ %
iz + 20, x VinB+ Qo

b X K, (2.7)

Vda = C

*These are not the microscopic electromagnetic fields created by individual charges.
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2.2. Guiding-Center Dynamics

where b denotes the magnetic field unit vector. The three individual terms are called E x B
drift, grad-B (VB) drift, and curvature drift. This expression only holds for weak electric
fields, such that the E x B drift is smaller than a Larmor radius per gyroperiod®*. An
estimate for the typical time 7, it takes a particle to pass a distance of the order or Ry for
all three drifts is 7, ' ~ Va,o/Ro ~ Ugh,a/(Qc,aR(Q)) ~ Qca(pra/Ro)?. Thus, the drift motion
happens on a much slower time scale than the gyration,

7 < Qe (2.8)

2.2.1 Guiding-Center Equations

The kinetic theory presented in section 2.1 includes the effect of all single particle dynamics.
Resolving the fast electron gyromotion while considering the whole six-dimensional phase
space is tremendously expensive for a computational code. Fortunately, the ordering (2.8)
and the adiabatic invariance of the magnetic moment can be exploited. Consequently, it
is not necessary to construct a kinetic theory for individual particles. Instead, a reduced
kinetic theory of the particle guiding centers adequately describes processes on time scales
slower than the gyration. Guiding-center theory aims to derive equations for the motion
of the guiding center instead of the particle itself. As a result, these equations remove the
fast dynamics of the gyromotion and conserve the magnetic moment. The procedure reduces
the potential cost of numerical simulation enormously since, first, the time step does not
need to be as small as the gyroperiod, and second, the equations become independent of the

gyroangle, reducing the system to five dimensions.

The guiding center position is given as Xy, ~ X + pr . in lowest order approximation’. Here
Pr.o denotes the gyroradius vector, which contains the information about the displacement of
the particle from its guiding center. Further, the velocity of a particle is written in cylindrical
coordinates as v = (v, i1, 0), where the magnetic moment is a measure for the magnitude of
the perpendicular velocity p ~ v2 and 6 is the gyroangle.

The guiding-center equations of motion are typically derived from a guiding-center La-
grangian, which is obtained by transforming the particle Lagrangian (either by Lie-trans-
formation™ or by gyroaveraging the particle Lagrangian and using a variational principle™).
Moreover, a Vlasov equation for the distribution of guiding centers can be derived using

a guiding-center Poisson bracket with the guiding-center Hamiltonian. The guiding-center

*For an estimation, the equilibrium electric field®® E, = (0p,/0r)/(gana) can be considered, where
Pa = noT, denotes the pressure and all other terms in the momentum equation were neglected. It follows
that I, ~ mavfh’a /(290 Ro) which fulfills the above restriction on weak electric fields.

TThis is exact for a uniform magnetic field.
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Chapter 2 — Gyrokinetic Theory and Simulation

Poisson bracket can be constructed from the guiding-center Lagrangian. See section 4 of Ref.
[72] for more details.

The following summarizes the first-order guiding-center theory from Ref. [72]. The ordering
concerns a small parameter eg = py/Lp, specifying the ratio between the Larmor radius and
the magnetic field non-uniformity scale length. The guiding center coordinates are (X, 7|, ft, é)
which denote the position, parallel velocity, magnetic moment and gyroangle. The guiding

center Lagrangian and Hamiltonian are,

PChh — Hye. (2.9)

«

Egc = (qu + mal_}Hb) . )2 —+
C
1 _ _
Hoe = §mavﬁ + 1B + q.0, (2.10)

where A denotes the vector potential and ¢ the electrostatic scalar potential. While the
vector potential can be large, since the leading order term generates the background magnetic
field, the electrostatic potential is assumed to be small. In the formulation of Ref. [73], the

modified potential and fields are used

A" = A+ 2%, (2.11)
B =V xA =B+ 2%,V xb, (2.12)
and magnetic and electric fields constant in time' are assumed such that E* = E = —V¢.
The guiding-center equations of motion are
. 1
K= 5 (9B + b (9B +090)) 2.13)
I 4o
. 1 B*
V)| = ———2 - (UVB +q. V), 2.14
U= B (VB + 4aV 9) (2.14)
=20, (2.15)
0 =0 (2.16)

First, taking the dot product b-x = v); shows that the latter coordinate is the guiding-center
parallel velocity. Second, the perpendicular components of the first equation contain all three
drifts discussed in eq. (2.7), the E x B, the grad-B, and the curvature drift (the latter is
contained within the modified magnetic field). Third, the parallel velocity change contains
the mirror force and acceleration from the electric field. Fourth, the guiding center magnetic

"In the original reference [72], fields are allowed to vary slowly on a drift time scale. The only modification
required is in the modified field E*. Here, for explanatory purposes, only the simpler case of static fields is
considered.
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2.2. Guiding-Center Dynamics

moment is a conserved quantity. Fifth, the temporal change of the gyroangle is proportional
to the gyrofrequency. The Jacobian of the guiding-center transformation J,. is given, up to
a factor of mass, by the parallel component of the modified magnetic field,

Bi=B+= . Lot b - (V x b). (2.17)

The guiding center Poisson bracket is constructed as mentioned in section 4 of Ref. [72].
Applied on two functions F), G, it reads

OF 0G  0GOF B* 0G oF b
F.G}ee = — - —— ]+ VF— —-VG -(VF xVG). (2.18
{ }g (86’ 8# 89 8M> B|| ( avu 81)||> ﬁ ( % ) ( )

It can be easily verified that this reproduces the equations of motion (2.13)-(2.16) by evaluat-
ing Hamilton’s equations z = {Z, Hge }oe for Z denoting any of the guiding-center coordinates.

The guiding-center Vlasov equation is now straightforward to derive. The gyroangle indepen-
dent distribution function f, = < fa> is introduced, where the brackets denote a gyroaverage.
Since the fast dynamics on the scale of the gyromotion are not of interest, this is the quantity
that is considered. The time derivative of this distribution is then given by f. = {fa, Hoe }ac-
Since the Hamiltonian (2.10) is gyroangle independent, the first contribution in the Poisson
bracket is zero. Thus, evaluating the remaining terms results in

B*
I

= 0.

Ofa
ot

fa <B*U| n ib % ([LVB 4 quﬁb)) VS — (,uVB + an¢)

ot || Ja
(2.19)

This equation is often called the drift-kinetic equation (with collisions included, otherwise
drift-kinetic Vlasov equation). It describes the temporal evolution of the guiding-center
distribution in 4D phase space. The gyroangle dependence has been eliminated, and the
magnetic moment is only a parameter in this equation. The prefactors to the derivatives of
fa are the characteristics (2.13) and (2.14). The given formulation is valid up to first-order

in magnetic field non-uniformity egp.

While the above equations describe the dynamics of the guiding centers in electromagnetic
fields, the equations for these fields are yet to be given. In the simplest case, one may use
Maxwell’s equations as is. However, the guiding-center charge and current densities

p=2rY qa / Tue Fadiy dii, (2.20)

J= QWan/ngQ_}“fadl_)Hdﬂ, (2.21)
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are not necessarily the same as their particle counterparts (2.5) and (2.6). The difference
between charge and current densities of the guiding centers and particles can be written in
terms of polarization charges and magnetization currents™. It is possible to derive expres-
sions for guiding-center polarization and magnetization using push-forward or variational
approaches™. Alternatively, guiding-center field theory can be used to derive a consistent set

of Vlasov-Maxwell equations’®.

This section has shown that equations for the guiding center of a particle and the correspond-
ing evolution of the guiding-center distribution function can be derived. These equations are
beneficial analytically and computationally, as the fast gyromotion has been removed, mak-
ing the equation five-dimensional. However, this version assumed that the electromagnetic
fields are either static or change slowly in time™. The question arises if it is possible to derive
similar equations which allow the electromagnetic fields to fluctuate in time, suitable for the
simulation of turbulence. A naive approach setting ¢ = ¢(t) in eq. (2.10) immediately intro-
duces a gyroangle dependence to the Vlasov equation since the electrostatic potential would
depend on the gyroangle, and 87—[/89 would not be zero. Further, the magnetic moment
would not be conserved, making the theory six-dimensional again. Using this naive approach
would lose all benefits of guiding-center theory, leading to the development of the gyrokinetic
equations.

2.3 Gyrokinetic Equations

In the last paragraph of section 2.2.1, it was sketched that the guiding-center equations are
not suited to include fluctuating electromagnetic fields. Thus, constructing a kinetic theory
for perturbed guiding centers, called gyrocenters, is necessary. The dependence on the fast
gyromotion can be removed in a transformation very similar to the guiding-center trans-
formation itself’’. In the process, new gyrocenter coordinates (X, /i, ) are constructed,
with dynamics similar to their guiding-center counterparts, i.e., conservation of gyrocenter

magnetic moment fi.

The first derivation of gyrokinetic equations was performed in Ref. [60], which used an asymp-
totic expansion regarding the magnitude of the fluctuating fields. While these equations were
valid at second-order, the lack of conservation properties® and the missing of a systematic
approach led to the development of alternative methods using Lie transformation theory
(see, e.g., Refs [77, 78] for an introduction). Gyrokinetic equations derived using the Lie
transformation approach can be found in Ref. [79] and [80]. As mentioned in section 2.2.1,
the corresponding field equations were initially derived using push-forward methods until
later in the early 2000s gyrokinetic field theory was formulated® 3. The variational meth-
ods allow deriving consistent Vlasov-Maxwell equations following exact conservation laws®!.
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2.3. Gyrokinetic Equations

The typical approach in Lie transformation theory is applying the guiding-center and the
gyrocenter transformation successively®. Other approaches exist where the guiding-center
transformation can be replaced by using an appropriate translation in velocity, leaving only

the gyrocenter transformation to be performed®*.

The following presents a specific version of the gyrokinetic equations that will be used in this
work. This version is based on the parallel-symplectic model in Ref. [61] and generally for-
mulated in Ref. [62]. Here, perpendicular vector potential fluctuations will be neglected, i.e.,
A, = 0, while keeping contributions from gyro-averaging the fluctuating potentials. The
notation will be simplified by denoting (extended) gyrocenter coordinates as (x, v, i, 6, ¢, w).
The motion is described on a 7D hypersphere of constant energy w, embedded in 8D extended
phase space. The fields are ¢1 = ¢1(X + pgy.o) and Ay | = Ay (X + pgy,o). The displacement

from the gyrocenter position is given in lowest order by pgy o = \/QMB/(maQaa)pqL Olep, €5)
where p denotes the gyroradius unit vector (see Ref. [61] for more details and higher-order
expressions). Since the gyroradius unit vector essentially follows a particle through its gyra-
tion, the fluctuating potentials acquire a dependence on the gyroangle. Averaging through a
single period of gyration is denoted by (¢1) and called gyroaverage. The fluctuating part is

then simply gz~51 = o1 — ().

The gyrokinetic theory used assumes the following ordering®®. First, magnetic field non-
uniformity is assumed small eg ~ pui/Lp < 1, where Lgl = VInB and py,; is the
thermal Larmor radius of an ion. Second, fluctuation amplitudes e5 ~ kipwmigio1/Ti ~
(veni/c)qiAr)/Ti < 1 are small, where k| denotes the wavelength of the perturbations per-
pendicular to the magnetic field. Third, parallel dynamics are assumed to be much faster
than perpendicular dynamics. Thus their scale must be larger € ~ kj|/ky < 1. Fourth, the
time scale of the fluctuations is assumed to be larger than the gyroperiod, €, ~ w/Q; < 1.
Further, ep ~ €} and €5 ~ €| ~ €.

The gyrocenter extended Hamiltonian is given as®!,

1
Hey = 5Ma|| + 1B + qo (f1)

2 " 2 _ ~ 2
+ 26%8(1 (%) - ”;;TI b-(V, x Vo) + %?LZCQ (<A§|> - <A17|>2) —w, (2.22)

where the first two terms are of order zero, the third term is of order one, and the second row
is the second-order contribution (except the last term). Here 0®,/06 = ¢;. The gyrokinetic
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Poisson bracket is®'*,

G (OFOG 0GOF\ B LG _._9F
F _ Yo (9E G GO . ol g
{F Gl MaC (80 ou 90 8,u> moBji (V ), v G(?v”)
cb OF 0G  OF 0G
(VF el 2.2
B VEXVOE <8w at ot 8w> ’ (2.23)
2 (0(Ay)oF  O(Ay)oF
o ¢z 1) OF  O(Avy) oF
ViE=VET M C? ( ou 06 ot ow)’ (224)
with the modified magnetic field
B* =B+ Vxb+Vx (A )b (2.25)

The parallel component J = Bﬁmi constitutes the gyrocenter Jacobian. The gyrokinetic

equations of motions are®!,

1 (B*0H,
= — —b 2.2
X B|*| <ma 9, + “ X V'Hgy> , (2.26)
. B* do O(Avy)
_ . _ 2.97
bl moBji Vg mec Ot (2.27)
=0, (2.28)
é = Qc,aa (229)
and the gyrokinetic equation is®!
Ofa | . . 0fa
VLo e Z g, 2.
o1 +x-Vf,+ || aUH 0 ( 30)

where f, = (f.) denotes the gyroaveraged distribution of gyrocenters. This equation achieves
the goal of deriving an equation similar to the drift-kinetic equation (2.19) but is valid in the
presence of fluctuating electromagnetic fields. The derivation removed the fast gyromotion
from the dynamics, and the magnetic moment is a conserved quantity. It is interesting to
compare the equations from this section to their guiding-center counterparts. In the limit
Ap ) =0and ggl = 0, both versions are the samef. While these equations can readily be used

in gyrokinetic turbulence simulations, further simplifications can still be applied.

*Here the gyrogauge vector field”! has been neglected.
TThis is not the same as the drift-kinetic limit (long wavelength limit) of the gyrokinetic equation.
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Long Wavelength Approximation

The fluctuating fields are typically approximated by an expansion®!,

: 1
(bl (X + ng,a) ~ efere V¢I(X) = (1 + Pgy,a \Y + §pgy,apgy,a 1 VV + O(ng,a)> ¢1(X)'
(2.31)

The long wavelength approximation (LWA) only keeps the leading order terms. Using py o
to denote the leading order term in the gyrocenter displacement, the assumption pr o -V ~
proki <1 leads to®

A (x4 Peya) X (L+ pra- V) ¢1(x), (2.32)
(" + paya) ) = 610), (2.33)
<( Sy ) > $1(x)” + |pL“’ Vi (x)]*. (2.34)

In the last identity, the second-order term provides the factor one-half through gyroaveraging
the squared gyroradius unit vector. Since the gyroradius unit vector is perpendicular to the
magnetic field, the gradient is projected to the perpendicular plane by (I — bb) -V = V.
This can be inserted into the gyrokinetic Hamiltonian (2.22) to giveS?,

H LWA

1
§mav|| + uB + qa <§Z51> |VL§Z51| —w. (2.35)

232

The second-order Hamiltonian was approximated by the potential squared term only®
The Poisson bracket is given by replacing <ALH> — Aj ) and dropping the contribution
8A17H/6u =01in V*.

The LWA of the equations of motions reads®

1

WA _ B*| (B*U + qcb X (UV B+ ¢ V1 + VH2)> ) (2.36)
| o

: B~ o 0A

Uﬁ‘WA - B* (MVB + QaV¢1 + VHQ) — % ai’”) (237)

where the second-order Hamiltonian is

H2:

"Il (2.39)

This term describes ponderomotive effects, i.e., effects on low-frequency dynamics due to
averaged high-frequency dynamics®. The second term in eq. (2.22) involving the electrostatic

potential fluctuations would also provide such effects in a non-simplified Hamiltonian.
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Field Equations

The equations governing the electromagnetic field fluctuations ¢; and A; ) can be derived
using either push-forward methods to obtain gyrocenter polarization and magnetization™ or
variational methods in gyrokinetic field theory®! ®3. A detailed derivation is given in Ref. [62].
In the LWA, the resulting quasi-neutrality equation for ¢, and Ampere’s law for A; | read

2
V. (Z mcgzna v, ¢1> ~ Y / fdv, (2.39)

_AJ_ALH = 47(2 q?a /U\Ifa d‘/, (2.40)

where the velocity space element is dV = ZWBﬁ/ma dvjdpand A = V-V is the perpendic-
ular Laplacian. In the quasi-neutrality equation, the left-hand side describes the gyrocenter
polarization, while the right-hand side is the gyrocenter charge. This equation results in
a balance in terms of particle charges. The Laplacian term A¢; known from the Poisson
equation®” is typically ordered much smaller than the polarization term and thus removed

by construction®®87.

Linearized Quasi-Neutrality Equation
The long wavelength approximation can be further simplified by replacing the density in the
gyrocenter polarization with an equilibrium density n, — n¢ q,

2
-V (Z ””L“;f‘““vm) = an/fa av, (2.41)

_AJ_ALH = 47‘[’2 q?a /Ullfa dVv. (2.42)

The theory is constructed such that the overall dynamics are energy consistent®. The cor-
responding equations of motion read®?,

1 c
clgn *
Kl — B <B v+ —qab x (uvB +qav¢1)> : (2.43)
, B* Go OA
Igqn _ . o a il 44
o] e (LY B+ ¢u V1) P T (2.44)

where “lqn” labels the version that needs to be used with the linearized quasi-neutrality
equation.
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Decoupled Field Equations

The volume element containing B‘*‘ implicitly couples the field equations since it depends on
Ay via eq. (2.25). The assumption V x A; ;b ~ VA | x b decouples the field equations by
removing this term from the Jacobian*. The simplified modified magnetic field reads®?,

meaC

B*"~B -+

’UHV X b+ VALH X b. (2.45)

«

2.4 Gyrokinetic Codes

The development of gyrokinetic codes can be traced back to the 1980s® after the first deriva-

60 Since then, a lot of different codes have been

tion of the nonlinear gyrokinetic equation
developed, based on either the particle in cell (PIC)%, semi-Lagrangian®® or Eulerian (contin-
uum)®? approaches. While these three methods use different approaches to solve the Vlasov
equation, the fluctuating electromagnetic fields need to be represented and solved on a grid
in all approaches. Another differentiation can be done between full-f and delta-f codes,
the latter employing a splitting into equilibrium and fluctuating part f = fy + 0f of the

distribution function and only evolving the fluctuating part®.

There are a variety of gyrokinetic codes present. A selection without the claim of complete-
ness is presented in the following. In the confined region of the plasma, codes are field-aligned
to save upon the computational resources and better resolve the flute-like structure of turbu-
lence. The PIC approach is followed by GTC-P%%, ORB5%*, GTS? or GEM?. Grid-based codes
are GENE?"98 829299100 " (C)GYRO!OM192) GKW!®3 GKV'?* and GT5D!%. The semi-Lagrangian
approach is used by GYSELA'“®. Field-alignment can also be used solely in the SOL, which
is simulated by the PIC code PICLS!" or the continuum code GKEYLL!9%199  Only a few
codes can simulate a tokamak’s full, complicated magnetic geometry, including the magnetic
X-point. Here, the PIC code XGC3'2 and the continuum codes COGENT?? and GENE-X3* exist.
The extension of the latter is the subject of this thesis.

*A simplification which cannot be done on the Lagrangian level alone®?, which may result in deviations
from the energetic consistency of the model derived®®.
Differences are discussed in Refs. [29, 87]
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2.5 The GENE-X Code

The GENE-X code was developed®? to combine high-fidelity gyrokinetic simulations with the
capabilities of simulating in highly complex magnetic geometries, including the magnetic
X-point. The code employs an Eulerian approach similar to the GENE code by solving the
gyrokinetic Vlasov equation on a grid. Simulations in X-point geometry are possible with
the so-called flux-coordinate independent (FCI)'' approach pioneered by the drift-reduced
Braginskii turbulence code GRILLIX'''. The code features a full-f, nonlinear, global, elec-

112

tromagnetic'® gyrokinetic model and is extended to include the physics of collisions during

this thesis?®?.

The equations solved by GENE-X were presented in this section: the electromagnetic gyroki-
netic equation (2.30) in the long wavelength approximation with a linearized quasi-neutrality
equation (2.41), (2.43), (2.44) and the approximation on the modified magnetic field (2.45)
are used. Further, the Ampére equation (2.42) is solved, but for the term containing 0A;;/0t
in (2.44), the same scheme as in Ref. [113] is used. An Ohm'’s law is derived for the inde-
pendently treated variable £ = —0A|;/0t and solved as a third field equation (see Ref. [62]
for details). The collision models were developed in Refs. [58, 59] and will be presented in

section 3.

Within the FCI approach, coordinates are locally field-aligned, i.e., Cartesian grids are used
within poloidal planes, which are connected by a field-line map3*. The Vlasov equation is
discretized using fourth-order centered finite differences as well as an Arakawa!'* scheme for
terms that can be represented by Poisson brackets (E x B and VB drifts)3*!'12. The elliptic
field equations are solved within the poloidal planes V| ~ (0/0R)er + (0/0Z) ez, using a
geometric multi-grid algorithm!!'>!° to precondition a GMRES!'!” solver. Dirichlet bound-
ary conditions are used for the distribution functions, which are set to Maxwellians, and the
potentials are pinned to zero at the real space domain boundaries. Dirichlet boundary con-
ditions can be used by applying diffusion next to the domain boundaries and in front of the

8

divertor plates®*. Additionally, the option to add fourth-order hyperdiffusion!'® in real space

and parallel velocity space is available®®. The time-integrator is RK4, and for the quadra-
ture schemes, Simpson in v and Gauss-Laguerre in p are used for collisionless simulations®?.

Chapter 4 details the different schemes used with collisions.
This chapter briefly introduced gyrokinetic theory. The long wavelength approximation

and linearization of the quasi-neutrality equation were presented. Gyrokinetic codes were
discussed, focusing on the GENE-X code.
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Chapter 3

Theory of Coulomb Collisions in

Plasmas

This chapter contains the theoretical part of developing collision models for the GENE-X
code. The first part briefly reviews the theory of Coulomb collisions, and the Lenard-
Bernstein/Dougherty (LBD) collision model is derived. The properties of this model are
discussed, and the gyrokinetic formulation is presented. Based on this, model parameters
(“mixing quantities”) are derived so that the operator conserves species density, total momen-
tum, and total energy. Two versions of collision rates are presented such that the model re-
produces the Boltzmann collision operator’s momentum or the temperature relaxation rates.
In the end, a Bhatnagar-Gross-Krook (BGK) model is presented as a reference. The expres-
sions for mixing quantities and relaxation rates for the LBD operator have been published
in Ref. [58].

A fully ionized plasma does not contain neutral particles, and the Coulomb force governs
the interaction between charged particles. Since the Coulomb force describes a long-range
interaction, a particle will experience the forces of many other particles at any time. To
obtain a kinetic theory of the plasma, one may start from the Boltzmann equation that
describes the time evolution of a distribution f, = f.(x,Vv,t) of particles with species o due

to transport, external fields and collisions®,

Ofa | o  Fa Ofa _
ot +v Ox + - ov —Cafa~ (31>

Here, (x,v) denotes the six dimensional phase space, t is the time and F, includes the

external forces on species o with mass m,. The right-hand side denotes the temporal change
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Chapter 3 — Theory of Coulomb Collisions in Plasmas

due to collisions. For binary collision events, the collision operator is bi-linear?,

= ;Caﬂ(faa f3)- (3-2)

The total change to the distribution of species o due to collisions is given by all individual
changes due to collisions with species [, including self-collisions. Boltzmann assumed the
number of collisions per second in an infinitesimal volume dv,dvgd(2 to be proportional to
the distributions f, and fj as well as to the relative velocity u = |v, —vg| and the differential
cross section do/d§) (“StoBzahlansatz”)!'?. The solid angle is denoted as d§) (see Ref. [120]
for more information on scattering theory). With this assumption, the Boltzmann collision

integral is given by!?!,

fafﬁ) ) (33)

Co —/dvﬁu

where the prime denotes quantities after the scattering event. This expression is generally
valid for binary collisions, independent of the interaction forces. For Coulomb interactions,

the collision integral is evaluated for the Rutherford cross-section!?’

dO_aB o qiqg‘
dQ  dutm?2,sint(6/2)

(3.4)

where 0 is the scattering angle, ¢ denotes the charge and mq,z = mamg/(mq + mg) is the
reduced mass. This integral has been evaluated in Ref. [122] and [123], resulting in the
collision operator being Fokker-Planck-type.

3.1 Fokker-Planck Collision Operator

The evaluation of the Boltzmann collision integral for Coulomb interaction results in a colli-

sion operator of Fokker-Planck form!**
9, 1 02
- 2. 7 (b .
Ca,@fa ov ( aﬁfa) 28V8V ( aﬁfa)a (3 5)

where K,z is the friction coefficient (vector) and D,s the diffusion coefficient (tensor). The
Fokker-Planck form is because Coulomb collisions lead to small angle scattering, effectively
changing the distribution of particles by a large number of small changes. This fact is

well known from the theory of Brownian motion!'??

The following sections present the
two different versions of the Fokker-Planck equation for Coulomb collisions and the general

properties of collision operators.
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3.1. Fokker-Planck Collision Operator

3.1.1 Rosenbluth Form

In this formulation, the friction and diffusion coefficients are given by!23:25,
O0H,p3
Ka = Fa s 3.6
5 =Las— (3.6)
0*Gop
Dus =Tog——, 3.7
8=Tas5 o~ (3.7)
with Rosenbluth potentials
Hop = 00 [ g3l (33)
mg
Gas = [ AV fo(v')ul, (3.9)
and factors
A 2.2
Faﬁ = % In Aag, (310)

(67

where u = v — v/. The quantity InA,s denotes the Coulomb logarithm discussed in sec-
tion 3.1.4. It is important to note that in the Boltzmann equation (3.3), the contribution
after the collision event is present and denoted by a prime, whereas here, this explicit con-
tribution was removed by evaluating the collision integral. For the remainder of this work,
the standard notation from Ref. [123] is adopted, where v’ denotes the velocity space of f3.

The term “potentials” comes from the fact that there is an analogy to electrostatics, leading

to additional relations

0 2 My + mg
(57) Hoa= a2 gy, (3.11)
5\
<8V> Ga/g = —87Tf/3<V), (312)
Mg+ Mg Q 2
Hay = =5 ( 8v> Gos, (3.13)

where the operator (9/0v)? denotes the Laplacian.

39



Chapter 3 — Theory of Coulomb Collisions in Plasmas

3.1.2 Landau Form

The Landau formulation of the Fokker-Planck equation is given by'??,

_ : fa 05 J5 Ofa
Cap (fas f3) = aﬂa Vd u. <mﬁ v mo v )| (3.14)
u’I —uu
U= R (3.15)
2 2.2
Ik, = Wn‘fbaqﬁ In Aus. (3.16)

The velocity tensor U can be interpreted as a projection operator onto the plane in velocity
space perpendicular to the relative velocity direction u. The prefactor is related to (3.10) by
Fgﬂ =Topma/2.

From the Landau form, it is immediately clear that the collision operator can alternatively
be written as the divergence of a collisional current,

0
Cas (far f5) = =5 Jas, (3.17)

0
Ja,B = Kozﬁfa + Daﬁ : gfom (318)

where the friction and diffusion coefficients take the form,
o —+—/d U 9y (3.19)
D, :—ﬂ/dv’u ' 3.20
B M [ 8 ( )
The Landau formulation is equivalent to the Rosenbluth formulation'?®. Typically the Lan-
dau form is used to prove the basic properties (see next section) of the collision operator!'?
since the symmetric form in f, and f} is convenient in that case. Otherwise, the Rosenbluth

form is often more convenient'®. as it avoids handling the velocity tensor, and for certain as-
) b

sumptions (e.g., isotropic velocity distributions), the operator can be simplified considerably.
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3.1. Fokker-Planck Collision Operator

3.1.3 General Properties of Collision Operators

A physically relevant collision operator must satisfy several fundamental properties®®. Here,
some of the most important ones will be listed. First, there are local conservation properties,
such as the conservation of single species density, total momentum, and total energy in the
laboratory frame

/quwzo, (3.21)
/dv MaVCap + /dv mpvCae = 0, (3.22)

1 1
/dv imQUQC’a,g + /dv §m5v205a = 0. (3.23)

Further, the collision operator should fulfill the H-theorem,

oH
— <0 3.24
8t —_ ) ( )
where the Boltzmann H-function H = —§' is the negative entropy,
H:/@hmmy (3.25)

In other words, the H-theorem states that collisions always increase entropy. The temporal
change of ‘H can only be zero if the collision operator is zero. Further, there must be an
equilibrium distribution fy for which the collision operator is zero. Finally, if the collision
operator is repeatedly applied to any distribution, then f — f, as t — oc.

For the Fokker-Planck collision operator, the three conservation properties (3.21)-(3.23) as

well as the H-theorem (3.24) can be proven easily using the Landau form!?5.

3.1.4 Coulomb Logarithm

The Coulomb logarithm In A,z was introduced in Egs. (3.10) and (3.16). Its origin con-
nects to the nature of Coulomb collisions that lead to small angle deflections. Ref. [122]
provides a detailed discussion. Essentially, it stems from the fact that in the derivation from
the Boltzmann collision integral, an integration over all possible impact parameters® in the
scattering process must be performed. Small impact parameters would lead to head-on colli-
sions of particles in which the small angle assumption for the Coulomb scattering is invalid.
The collision integral diverges logarithmically for large impact parameters due to the infinite

*The impact parameter is a measure to describe the distance of two particles in a scattering process. In a
moving frame where one particle is static, the impact parameter is the distance perpendicular to the relative
velocity vector. Details can be found in Ref. [120].
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Chapter 3 — Theory of Coulomb Collisions in Plasmas

extent of the Coulomb force without shielding. Thus, two cut-offs must be introduced in the
Boltzmann collision integral, which leads to the definition of the Coulomb logarithm

In <Zmax> =InA. (3.26)
The impact parameter is denoted by b, and the species indices are suppressed for simplicity.
Typical expressions are given in, e.g., Refs. [127], [69] and [128]. A natural choice for the
upper cut-off is the Debye length Ap = |/T'/(4mne?) since above this distance, the plasma
is quasi-neutral, and the Coulomb force is screened. Here, T and n denote temperature and
density, and e is the elementary charge. For the lower cut-off, either the Landau length
(classical distance of closest approach)® A\, = €?/T or, in the case quantum effects may
become important, the de Broglie wavelength Agg = #/ VmT, or a combination of both, is
used. In Ref. [129], different versions were developed. In this work, version No. 4 of that
reference is chosen,

| X

Due to the weak dependence of the logarithm on the exact form of the argument, the later-on
calculations in this work will not distinguish the Coulomb logarithm for different species and
In A = InA,p will be used interchangeably.

3.1.5 Model Operators

The full Fokker-Planck collision operator (3.5),(3.14) is a complicated integrodifferential op-
erator, and as such it is not straightforward to solve. Thus, various simplifications have been
developed (see, e.g., Refs. [16], [130] and [64] and references therein) typically called “model
operators”, since they model particular aspects of the full operator.

A standard procedure'® is to linearize the collision operator for small deviations f; around

an equilibrium distribution fq,

Cop (fa f38) = Cap (fo.ar fo.5) + Cap (fr.as fo.8) + Cap (foar f1.8) (3.28)

where the higher order term C,g (f1,a, f1,3) has been dropped. The first term is called the
“equilibrium operator”, the second is the “test particle operator”, and the third is the “field
particle operator”. Different model operators will approximate these three terms differently.
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3.2. Lenard-Bernstein/Dougherty (LBD) Collision Operator

3.2 Lenard-Bernstein/Dougherty (LBD) Collision
Operator

In this section, a simplified model collision operator is derived and discussed. The model was
first introduced by Lenard and Bernstein'®!' and later, in a more general way, by Dougherty!32.

Thus, this operator will be called the Lenard-Bernstein/Dougherty (LBD) collision operator.

3.2.1 Ad-Hoc Derivation

The simplest derivation'®? of the LBD collision operator makes assumptions on the form of
the friction and diffusion coefficients. The approximation on the friction assumes a linear
dependence on the difference between the local velocity v and the flow velocity u,s, weighted

with a parameter v,4 called “collision frequency”,

Kos & —Vos (V—Uap) . (3.29)

The diffusion is assumed to be isotropic in velocity space and depends on the mean thermal

energy

Do X Vagtl o5l (3.30)

In these assumptions, the collision frequency is velocity-independent and the same for friction
and diffusion. The other two free parameters are the flow velocity u,s and the temperature
T,p defined through the thermal energy

2T,
Vth,ap = g, (3.31)

mq

The exact choice of these parameters is given in section 3.2.5. The index af indicates that
these quantities may depend on both particle species. Using (3.29) and (3.30), Eq. (3.5) can

be rewritten as

B 1, of,
Ca,@fa = Vaﬁg : ((V - uaﬁ) fa + 27]3}1,&58‘,) . (332)

132 (LBD) collision opera-

This is the three-dimensional Lenard-Bernstein'*! or Dougherty
tor. There are two main deficiencies of this model collision operator. First, the velocity-
independent collision frequency does not fall off with increasing velocity, thus incorrectly
describing the collision rate of high energy particles that live in the tail of the distribu-

tion function'®2. Second, the isotropic diffusion coefficient leads to the same collision rates
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for pitch-angle scattering and energy diffusion, a distinction which would be important for

neoclassical physics!3.

3.2.2 Derivation from the Rosenbluth Form

The LBD model can be derived by considering the first two terms of (3.28). In that sense,
it is a model operator for the equilibrium and test particle operators combined,

O()c,B (fon fﬁ) ~ Oozﬁ (fO,om fO,B) + Caﬁ (fl,aa f(),ﬁ) = Oaﬂ (fom fOﬁ) . (333)

In other words, the Fokker-Planck collision operator needs to be evaluated for a Maxwellian
distribution of background particles. Simplifications are made at the final step of the deriva-
tion, making the categorization based on test/field particle operators only partially applica-
ble. The following derivation is based on a brief description in Ref. [133].

The equilibrium distribution used in the following is
2

n[g A%
fs=fop=———"—5¢exp (— ), (3.34)
(VTing) Ui s

where ng and vy, g are density and thermal velocity of the background distribution. A mean

flow us is not considered for simplicity. Given this background distribution, the test particle
operator is available in the literature (see eq. (3) in Ref. [130]). The derivation here is
different, as further simplifications will be applied first.

First, one can evaluate the G,z potential for distribution (3.34). It is convenient to choose
the relative velocity frame u = v — v/ and switch to spherical coordinates (u,#, ¢), where

u = |u| is the velocity magnitude, 6 the polar angle and ¢ the azimuthal angle. Using the
volume element dv’ = du = u*dud(cos §)d¢, the potential is
(u+ v)2>

00 1 27 n
Ga :/ du/ d(cos 9)/ dpu?——Lexp (—
A 0 1 0 (\/7_TfUth”8)3 UtQh,ﬁ

2 v? Vth, g ) ) ( v )
= ngv —exp | — + | ==+ erf ) 3.35
P [ﬁ b ( Ut2h,6> < v Vg Ui, 8 (8:85)

Using (u + v)? = u? + v? 4 2uwv cos , the integration over the angle variables is trivial, and

the remaining integration over u can be performed with any computer algebra tool. Here the

error function was used,

erf(x) = /OJC exp (—tQ)dt. (3.36)
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3.2. Lenard-Bernstein/Dougherty (LBD) Collision Operator

The spherical coordinate system is now changed to (v, 0, ¢). The relevant differential opera-
tors are obtained using formulas from Ref. [66]. For a function g(v) they are given by

Lo =Y ), (3.37)
(57) 90 = 5 (#5at0)). (339
afavg(v) _ i;vg(v)I 4 iai (i;vg(v)) w. (3.39)

Then, the second Rosenbluth potential is calculated using (3.13),

2 a
Hos = na(ma £ma) e (V) (3.40)
mgv Uth,,é’

The Fokker-Planck coefficients (3.6) and (3.7) are given by derivatives of the two potentials,
obtained via straightforward computations

sy T, 2 1 2 1
K. = (1 + ms)las —exp | — 12} L \Z (3.41)
mg Vth, g/ V2 Vg

2 v? Uth,g 2 v
D, =T, = exp (- - f 1
’ Bnﬁvthﬁ{ [ﬁzﬂ o ( Ut2h,ﬂ> ' ( o vagv) \vug

6 v? 30t 2 v
_ —_— = — f . (3.42
! l Vot ( U?h,,@) ! ( vt s )] 242

Next, an expansion in small velocities x = v/vy, 5 < 1 is applied

2 2 4 5
erf(x) =~ ﬁx - ﬁ$ +0 (m ) : (3.43)
exp (—a:2) ~1-22+0 (x4) : (3.44)

resulting in

_8n5(ma + mﬁ)Fa/gv

K.s ~ , (3.45)
2T 4 2
D.s ~ apTtp I (U2I — VV) : (3.46)

VT 3Vth 4 3”?11,;3
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Before insertion into the Fokker-Planck equation (3.5), it can be rewritten as

) 1 Ofa 0
Caﬁfa — aiv : [_Kaﬂfa + 5 (DaB : 87V + fozg : Da6>‘| )
0 Me, 1 0f,
A l‘WKaﬂfG oD av] 7 347

where the second equality used (3.13) for the third term in the first line. Now, (3.45) and
(3.46) can be inserted into (3.47) to get

af‘"] , (3.48)

, 0 1 1
Caﬂfa = Vozb’% ) |f’fa + 5 (Utzh,ﬁl — 5 (1}21 - VV)) . v

L _ 8Tagng _ 64v/Taaq5ns
af 3\/7_wf’hﬁ 3m§v§h’5

In Augs. (3.49)

To arrive at the LBD operator, the anisotropic part (v*I — vv) is dropped, the mean flow of
the background is introduced v — v — ug and ug, vtzhﬂ and v/,5 are replaced by new, free
parameters,

0 1 Ofa
Oaﬁfa = Vaﬁaiv ’ (V - uaﬁ)fa + *Utzh,aﬂg . (350)

2

This is the same expression as in eq. (3.32). The parameters introduced give some freedom
to account for the simplifications made in the derivation. Naturally, one can choose them to
maintain the basic properties expected from a collision operator, density, momentum, and
energy conservation. The exact choice will be given in section 3.2.5. It should be noted
that they will depend on moments ng, ug and 7 of the full distribution f3, re-introducing a
nonlinearity to the operator. This dependence is why categorizing as combined equilibrium
and test particle operator does not apply.

3.2.3 Properties of the LBD Operator

This section discusses the essential properties of the LBD collision operator, such as equi-
librium distribution, conservation properties, entropy production, and steady-state solution,
as well as the relation to the pitch-angle operator and the formulation in cylindrical velocity
space coordinates.
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3.2. Lenard-Bernstein/Dougherty (LBD) Collision Operator

Equilibrium Distribution
It can be trivially shown that a Maxwellian distribution,

N, (v — ua5)2>
a=—————exp | ——— |, 3.51
o, (VTomap)® ( Vih,as 320

is an equilibrium distribution of the LBD operator. Insertion of the derivative

afO,oc_ 2
v Ut2h,w<v Uas) fo.a, (3.52)

into (3.50) cancels the friction term, making the operator zero.

Conservation Properties
Conservation of density (3.21) is automatically fulfilled since the operator can be written

similarly to (3.17), using a collisional flux

9
/Vdv Cogfo = —/Vdva—v Jop = —/{W dn, - Jog, (3.53)

where the integration was applied on a spherical volume V' with radius v — oo so that Gauss’
theorem could be applied. Here OV denotes the boundary of the sphere, and n, is the normal
vector to its surface. The distribution function is assumed to vanish sufficiently fast at the
velocity space domain boundaries. Thus, the collisional flux and the integral are zero, and
density is conserved. The flux introduced in eq. (3.53) is given by,

1 Ofa
Jap = (V—Uap)fa + §Ut2h7agaiv- (3.54)

For momentum conservation (3.22), the following term needs to be considered

ma/vdvvCa@fa = —ma/vdv l@i (VJaB) — JaB] ;

1 0 fa
= MaVas /V dv l(" — Uap) fo + 2U§h’a5€9v] :

(3.55)
The first term on the right-hand side of the first line again vanished due to Gauss’ law. In
contrast to density conservation, this is not trivially fulfilled and will depend on the choice of
the parameters in the operator. The same holds for energy conservation. Since the required
computation is tedious, only the gyrokinetic version will be used to choose the parameters
in section 3.2.5.
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H Theorem

The temporal change of the H-function can be written as®

OHa

_ /dv Co(1+1nfa), (3.56)
ot

where Jf, /0t has been replaced by C, since only entropy production is considered. In

principle, the total temporal change given by the kinetic equation should be included, but

advection does not contribute to entropy production by definition!'34,

The first term in (3.56) vanishes due to the conservation of density (3.21). In the following,

it is sufficient to analyze the contribution to entropy production by C,z only,

Mo o )
- —/dv [&,-(Jaﬁlnfa)—Jag-a‘/lnfa]. (3.57)

Due to Gauss’ theorem, the first term vanishes. An explicit expression for the velocity space

derivative of f, can be obtained!®

o 2 (1,
W = Ugh’aﬁ ( Jaﬁ (V uaﬁ)fa> . (358)

Vq ]

Inserting into (3.57) and expanding the terms leads to

OHa L2 o] ‘“) . (3.59)

2 1 5 9
at:‘%w/ﬁv@fw‘“‘%@ﬁ‘g%ww‘%@mw

The last term vanishes upon integration by parts, assuming the distribution function falls
off sufficiently fast at the velocity space domain boundaries. If the operator fulfills the
conservation of energy (3.23), the second term vanishes. Thus, the remaining term is

OH 2 1
¢ = dv —J%, < 3.6
o " T ] TR S0 300

since the distribution function is always positive f, > 0. Because no assumptions on the
species were used, interchanging the indices a <> [ leads to the same relation for the second
contribution of the entropy production of C,. Consequently, this means that if the free

parameters of the LBD operator are chosen to conserve the total energy, the H-theorem is
fulfilled.
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3.2. Lenard-Bernstein/Dougherty (LBD) Collision Operator

Steady State Solution

Given the H-theorem (3.60), the remaining question is, which distribution function satisfies
the condition H = 0. The entropy production will be zero for a steady state distribution,
given by vanishing collisional flux (3.54),

1 dfa

(V — uaﬁ)fa + §Ut2h’aﬂm = 0. (361)

Taking the dot product with v and dividing by f,, using (1/f,)0fs/0v = 0ln(f,)/0v =
(v/v)01n(f,)/0v, this can be integrated over v to write

In f, = 2 <1v2 - <Z : ua5> v> +C, (3.62)

2
vth,aﬁ 2

where C'is a constant of integration. The constant may be rewritten as C' = Cy — u23/v3, 4
to complete the square. Using the abbreviation 1/Z = exp(C}) the result for f, is

Ja = . exp (—(V_W> : (3.63)

2
Z vth,aﬁ

Here Z plays the role of a normalization, which is obtained by requiring the result of the veloc-
ity space integration to be the density n,. The resulting normalization is Z = n,/(v/Tvm.as)?,
making (3.63) the same as (3.51). Consequently, this shows that the Maxwellian distribution
is the distribution for which the collision operator produces zero entropy. To fully show that
this is the steady-state solution, it must be proven that this is the maximum entropy solution.
Such a proof can is given in Ref. [109].

Relation to Pitch-Angle Scattering Operator
Using the Laplacian in spherical velocity space® (v, 6, ¢) introduced in section 3.2.2,

62f_16(28f>+ 1 a( 8f>+ 1 9°f

vl _ 2 Y [,2YL _ = Y (sinpZL - YJ
v 2o \" o singon \> v2sin? 0 0p?’

5 (3.64)

the diffusion part in eq. (3.50) can be written as

1 5 1 0 [ ,0fs 1 0 (. ,0fs 1 92%f,
Cagfa = g /a8 h,ap L}Q v (v v ) * v2sin 6§ 06 <Sm6 00 ) * vZsin?0 0¢? | (3.65)

The operator now contains two distinct terms: energy diffusion and pitch-angle scattering.
The pitch-angle part is related to the standard pitch-angle or so-called Lorentz collision
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operator®

119 of 1 0%f
=3 [Smeae (Sm"ae) * sinQQW] ' (3.66)

The prefactors in the Lorentz and LBD operators are not the same due to the various as-
sumptions in the LBD model. The anisotropic diffusion that was dropped in (3.48), is

1 0 Ifa O fa
Bfa = VaBUtQh @By KUQ@V ERARNY )1 (3.67)

The second term cancels the v component of the gradient in the first term, leaving only
angular parts. Using the divergence in spherical coordinates®

9] 10 1 0A,
ov T v2ow ( A ) vsin 6 80 (sin64) + vsin@@igb’ (3.68)
where A ~ Jf/0v, this results in
1 9 1 0 (. 0Ofa 1 Of?
Coifo = = {Vastins Lﬂ sin 6 06 (Sme 26 ) T T 0¢2 ) (3.69)

From the above considerations, the approximations of the LBD model can be analyzed. First,
the energy diffusion and pitch-angle scattering in (3.65) have the same collision frequencies.
Second, the velocity dependence of the pitch-angle part is different than in the standard case
(3.66). Third, within the approximation of a Maxwellian field particle distribution and the
small velocity expansion, the pitch-angle part is overestimated by a factor of two, as the term
(3.69) was neglected.

Formulation in Cylindrical Velocity Space

Here, the LBD operator is formulated in the cylindrical velocity space aligned to an external
magnetic field B = Bb, where B denotes the magnitude of the field. The coordinates are
given by (v, 0,v)), where v and v, are the velocity components parallel and perpendicular
to the magnetic field and 6 is the gyroangle. The coordinate transformation is standard (see
Ref. [135] §1.5). The components of the collisional current in cylindrical velocity space are

given by,
1 2 afoz
J=vifa+ 2Vihas g, (3.70)
Jy = 0. (3.71)
1 Ofa
T = (01 = tap) fo + SVhasz s (3.72)
( ) 2 th, ﬁavu
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3.2. Lenard-Bernstein/Dougherty (LBD) Collision Operator

where 1,4 is the magnitude of the mean flow u,g = u,sb. Using the divergence in cylindrical
coordinates (r, ¢, 2),

10 104, 0A,
the LBD operator in cylindrical velocity space is given by
B 0 1, Ofa 1 0 9 1, Ofa
Capfa = Vap [&UH ((UI - Uocﬁ) Ja + 2Uth,aﬂavn> + 0L 00, <%fa + ithh,aﬂﬂ .
(3.74)

Alternatively it can be written using the magnetic moment p, which is related to the per-
pendicular kinetic energy by vim, /2 = uB,

) 1, 0f.), 0 MaVias Ofa
Coeﬁfa = VaB [81) ((U| — Uaﬁ) fa + 2Ut2h’aﬂa’0|> + 871u (21ufa + Bﬁh’ﬂuau>‘| . (375)

The following Maxwellian gives the corresponding equilibrium distribution,

3/2 1 2
Ma 5Ma (V) — Uap)? + uB
= - , 3.76
Mag =n (%Taﬁ) eXp( Tos (3.76)

which can be obtained using v = vb+wv, e, and (3.31), and verified by insertion into (3.75).

3.2.4 Gyrokinetic Version

The general objective is to use the LBD collision operator (3.50) in a gyrokinetic code. Thus a
complete, self-consistent collisional gyrokinetic system needs to be developed. In gyrokinetic
field theory®!, the general approach is to formulate the system based on a Lagrangian. One
can derive the desired equations from the transformed Lagrangian in gyrocenter coordinates.
For a collisional, electromagnetic gyrokinetic system, such a formulation has not been found
yet!36

gyrokinetic theory, see section 2.

. Thus, an approximate transformation is used instead. For a brief introduction to

The collision operator will consider only the leading order terms for simplicity. Investigating
the guiding-center transformation instead of the gyrocenter in this work will suffice. In both
the guiding-center!®” and in the gyrocenter formulation (see, e.g., Refs. [138], [139]), the
transformed collision operator is given by a gyroaverage in lowest order. The following section
summarizes the essential aspects developed in Ref. [137] that are required to formulate a
gyrokinetic (guiding-center) version of the LBD operator.
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The basic ordering assumption in the guiding-center transformation of the kinetic equation
(with collisions) is that the ordering parameter ¢, = v/Q) < 1, i.e., the collision frequency
is small compared to the gyrofrequency. Denoting guiding center variables with “gc”, the
transformed kinetic equation for the gyroaveraged distribution (fy.(zgc,?)) is given by

% () = (Cucl U + T (3.77)

where species indices are suppressed for simplicity. The collision operator can have a non-
zero gyroangle-independent contribution if applied on the gyroangle-dependent part of the
distribution fy.. Thus this couples to the kinetic equation for f,

dge 7
Efgc - Cgc(fgc) - <Cgc(fgc)> : (3-78)

The kinetic equation for fgc is formally solved by a Fourier expansion in the gyroangle 6.

The leading order term up to first order in ¢, can then be inserted into the kinetic equation
for (fy) to get

iﬁf (fae) = (Cye) — i€, Y <Ogc <(j£<e”90gc( (fee) )>>> + Olepey, €2). (3.79)

140

As suggested by Ref. [137], the leading order term is considered sufficient in the follow-
ing. The remaining task is to find an explicit expression for Cy. and apply the gyroaverage

operation.

The procedure is given in Ref. [137], the collision operator can be formulated using a Poisson
bracket

15’f.(99 189.87f+eB'gX@

Vo= ok v “mox ov Tamt ov Cov (350
It follows that {x, f} = —0f/0x and the collision operator (3.50) is
1
Caﬂfa = —Vag {X> (V - uaﬁ)fa - ivgh,aﬁ{xa fa}} ) (381)

where in this notation {x,vf} =1-0(vf)/0v =0/0v - (vf).
The general transformation of a Poisson bracket is known (see, e.g., Refs. [61], [74] or [137]),

and the resulting collision operator is

1 0
Te 0zgc

Coc = ‘ [jgc (Kgc (fee) — Dﬁﬂsa <fgc>>] 7 (3:82)

8028,
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3.2. Lenard-Bernstein/Dougherty (LBD) Collision Operator

with indices 7,0 denoting the summation over phase space variables. The coefficients are
given by projecting the LBD Fokker-Planck coefficients K'BP = v,5(v — u,5) and D™ =
VUi o] into six dimensional guiding center phase space and applying the gyroaverage'*.

t74137  The guiding-center phase

The projection involves the guiding-center Poisson bracke
space of relevance is 27 = (Xge, V]| gc, fgc)- Projected coefficients for this phase space are given
in Ref. [140]. However, the addition of parallel flow u,s = u,sb and modification for the
isotropic diffusion is performed in this work. The result for the components of the friction

coefficient is,

(Vgc - <u(XgC + ch)>) X b

Koo =—v o , (3.83)

Kgc =—v (v| — u(Xge) + er*lb -V x b:jl) : (3.84)

Kl = —v (2 - eBgilkb LV x b) 0 (3.85)

suppressing the species indices and using the modified gyrofrequency Qﬁ = eBﬁ/ m. Here the
guiding-center velocity®'?” was used,

Vi = ub+ep— x (,NB + mutb- Vb), (3.86)

m
I

and pg. = po + O(e%) denotes the guiding-center displacement. It is given by the gyroradius
vector in leading order, and an explicit expression for the first-order contribution can be
found in the appendix of Ref. [137].

The flow term in the first component of the friction coefficient can be evaluated similarly
to the leading order guiding center polarization™. Using the expansion u(Xge + Pgc) =
U(Xge) + Pgc- Vu+O(€3), (po) = 0 and the gyroangle independence of Vu, the gyroaveraged
flow term is

(0 + pec) ) = 0(0) + (Pic) - V= () + O(E). (3.87)

Only second-order terms from the guiding-center displacement would survive the gyroaver-

age®. The flow u(x) is treated as a general space-dependent variable so far.

The components of the diffusion coefficient are given in Ref. [140]. For isotropic diffusion,

*Compare to egs. (36) and (37) in Ref. [75].
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they take the form

xx__V o I—Dbb
Dgc = 2Uth (mQ*)27 (388)
DXl = ep— Y2 b - Vb, (3.89)
9 th (mﬂﬁ)2
DXt =0, (3.90)
Dl = 2m vfh, (3.91)
W Y| Iz
Dl = ep= vthQ bV x bv||m2’ (3.92)
Dit =y, (1 —ep ij v x b) . (3.93)

From these expressions, it is possible to derive a collision operator in guiding-center space up
to first order in magnetic field non-uniformity. For simplicity, the operator in this work will
only consider the leading order terms in 5. The spatial contribution DZ:* results in second-
order spatial derivatives of order (ppk,)? which are neglected within the long wavelength
approximation (see section 2.3). Given these simplifications, the guiding-center collision
operator is

Coe =% {ain [B| ((UH u) (foe) + ; thaéfT >>] +88M [B* <2u (foo) + m;?huaéﬁc>>] }

(3.94)
where the Jacobian J = mBj; was used. The following term
1 ,0B]  mevj
50 w2 TH _ 2qthb .V x b= 0(ep), (3.95)

is a first-order correction. Neglecting this correction, the Jacobian Bjj can be pulled into the

v)| derivative of (fg.). Writing f = (fge) and re-introducing all species indices results in the

final form of the guiding-center LBD operator®®133

0 1, fa 0 . mavtzh,a/g aBﬁfa
67’(}“ <<U| Uoéﬁ) BHfa Uthaﬁ (9 v >+(9/_L <2,UB||fa + B % alu .

(3.96)
The combination of Bﬁ fo is very convenient when considering the conservation properties

Yap
Bj

Caﬁfa =

of the collision operator later. This form of the “gyroaveraged” collision operator (3.96) is
the same as the version in cylindrical velocity space (3.75) up to the factor B inserted at
suitable positions.
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3.2. Lenard-Bernstein/Dougherty (LBD) Collision Operator

3.2.5 Properties of the Gyrokinetic Version

In this section the free parameters uqg, Tag = M7, o5/2 and vz will be determined. Density
conservation was shown in section 3.2.3. Momentum and energy conservation were indicated
not to be trivially fulfilled. The free parameters will be determined such that the conservation
laws are fulfilled. Such a procedure was done in Ref. [141] for a Bhatnagar-Gross-Krook
(BGK)'2 collision operator. This work applies it to the LBD operator, with results published
in Ref. [58].

The collision operator written in divergence form is,

Vap aJH al]u
Copfa = — + ==, 3.97
Bf Bﬁ 81)” * 8,u ( )
with collisional fluxes
Tup 0B fa
Jy = — Upg ) B fo + =2 —1— 3.98
I (UH u 5) 1o+ R (3.98)
. 21,5 OB[fa
The following moments of the distribution function are defined,

Bj
Ne = 27r/ — fodudp, (3.100)

M,

2 By
Uq = l —”fadeUHdu, (3.101)

Ng J Mg
Wi, = / B} favdduydp, (3.102)

Bj
W, =2r / L pBdvydp, (3.103)

2
L _
o= (Wi +WL) (3.104)
1

T,=TF - gmaui, (3.105)

which are the density, parallel flow, parallel and perpendicular energy, and laboratory and

moving frame temperature, respectively.
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Momentum Conservation

The conservation of momentum is achieved if the following condition is satisfied,

/Bﬁ (Cap fo+ Cpafs) vydoydpn = 0.] (3.106)

Considering the first integral and switching indices in the result is sufficient to account for
both contributions. Using (3.97),

) oJ,  aJ
/BHCaﬂfaUHdUHd,U = VQB/ (({%:: + 8/5) U||d1}‘|dlu = Vag (Il —{—Ig) . (3.107)

The first part is evaluated using integration by parts,

i} Top OB fa
I, = —/JHdUHd,u = —/ ((UH - uag) B||f0‘ + mia 8?|J||| dU”d,u, (3108)

where the boundary term vanishes due to the assumption that the distribution function (and
thus the fluxes) fall off sufficiently fast at the velocity space domain boundaries. The first
two terms are trivially integrated using (3.100) and (3.101), and the third term vanishes.
The result is

NaMea

The second integral is Zo = 0 which leads to
Vs (“ (1t = ta) ) + v (2 (0 = ug) ) £ 0. (3110)
Demanding the symmetry relation!*!,
Uag = UBa, (3.111)

results in an expression for the mixing flow®®

UaVafNaMa + UgVgaNgMa

(3.112)
VapMaMa + VgaNgMg

uag =
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3.2. Lenard-Bernstein/Dougherty (LBD) Collision Operator

Energy Conservation
The conservation of energy is achieved if the following condition is met

B; oJ  9J, 1

! I

C’ a( Zof + B)dvd = Uy < + )(v—i— B)dvd,
| DB vy = vy [ o, "o )\ 1du

=Vas (L + T+ T+ Ta). (3.114)

The same procedure used in evaluating moment conservation can be applied. The individual
integrals are given by

1 /1 o
I = - <2Ta5na + %uaﬁuana — W|7a> , (3.115)
Jo =0, (3.116)
J3 =0, (3.117)
1
j4 = ; (Taﬁna — WJ_’Q) . (3118>
Thus, energy conservation requires
173 1
Voaﬁ% {2’”@ (Ta,B - Ta) + §namaua (uaﬁ - ua)}
173 1 !
+ Vﬁa; {271/3 (Tﬁa - T, ) + 2n5m5u5 (Uﬁa — Uﬁ)} = 0. (3119)
Demanding the symmetry relation!®!
Tog = Tsa, (3.120)
leads after some algebra to®®
TaVa,Bna + Tgygang 1 VagNaMq (U?X - Uiﬁ) + VgaMgMmp (U% — Uiﬁ)
Thg = + = . (3.121)

VapNa + Vgang 3 VapNa + Vgang

Given Egs. (3.112) and (3.121), the LBD collision operator fulfills momentum and energy
conservation by construction. Since these quantities are given by combinations of the indi-
vidual flow and temperature moments, these are referred to as “mixing quantities” in the
following.
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Chapter 3 — Theory of Coulomb Collisions in Plasmas

Relaxation Rates

The free parameter left to determine is the collision frequency v,p. In the case of a model
collision operator with velocity-independent collision frequency, it is possible to adjust this
parameter to achieve physically reasonable behavior. One possibility is to choose collision
frequencies such that the relaxation rates of the collision operator approximate the relax-
ation rate of the Boltzmann collision operator. Relaxation rates for the Boltzmann collision
operator have been calculated in Ref. [143]. It is not trivial to satisfy both the momentum
and energy relaxation rates simultaneously'*'. Ref. [144] treated this case by introducing a
free parameter. In contrast, Ref. [141] introduces two different, entropic (E) versions®, one
to match the momentum relaxation rate exactly (EM) and one to match the temperature
relaxation rate approximately (ET). In each case, the corresponding other relaxation rate is
not matched. These two models have been implemented for the LBD operator in Ref. [58],
and the following section provides details. Ref. [145] compares versions from Refs. [144],
[141] and [58] for the LBD operator.

The change in momentum due to collisions is given by a calculation similar to (3.109),

0 By
a(uana) = 27T/ m—”vHCagfaded,u = VapNa(Uap — Uq)- (3.122)

Thus, the momentum relaxation rate is,

0
a(u/g — Ugy) = V3ang(Usa — Ug) — VapNa(Uap — Ua). (3.123)

LBD

The change in energy due to collisions can be calculated similarly,

9 /3 Bi 1 2uB
(QnaTa> = 27?/ —ima <(v| — uag)2 + - > Capfadvdp,

o e -
= Vap (Bna(Tag —To) — mana(tas — ua)Q) . (3.124)

The energy relaxation rate is

0
7 (Ts — Ta)

m
= 2{Vﬁa {(Tﬁa —Ts) — ?B(uﬁa - UB)Q]
LBD

s [(Taﬂ —Ta) = o (tas — ua)2] } (3.125)

*For both versions, the BGK collision operator satisfies the H-theorem and is thus called entropic.
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3.2. Lenard-Bernstein/Dougherty (LBD) Collision Operator

The relaxation rates for the Boltzmann collision operator are given in Refs. [143] and [141]
and adapted for a scalar flow parameter,

0 MaNa + Mang My + Mg
il — Uy = —A, — Uq) , 3.126
5; (U — Ua) e —— 5 (Uus — ta) (3.126)
Boltz
0 N +Ng 1 mgng — men
— (Ts — T, = —Aup | — Ts—To) + = 2 (ug —ug)®|, (3.127
5 (Lo = Ta) 5| s (T = To) + 3 s (up — up) (3.127)
Boltz
with
8V 2mnang/Mams(ZaZse?)? In Ayg
Aop = 572 , (3.128)
3(maT5 -+ mgTa>
for Coulomb collisions. Here Z denotes the signed charge number, with Z = —1 for electrons
and Z > 0 for ions.
In the first case, the momentum relaxation rates can be matched
0 0
5% (ug — Uq) = 5% (ug — uq) , (3.129)
LBD Boltz
which yields the condition
Aaﬂma Mg MaNaMpNslgalap ' (3.130)
2 MaNaVag + MENEYE,
In the second case, matching the temperature relaxation rates
0 10
— (T =T, =— (T — T, , 3.131
5; (Lo — Ta) 5 (15— Ta) (3.131)
LBD Boltz
yields,
Aa (oY 1 - alla
_Aap | N +nﬁ(T5 T+ Imgng —man (ug _ Ua)Q
2 naNg 3 Nang
(na + ng)VapVpa
= - (Ts — Ta)
NaVag + Nglaa
N + Ng)MaMBY0BVE0 ma’ILQVQ — mgn2v3
( 8)MamMaVagVsa(MangVas — MangVi,) (5 — ) (3.132)

3(NaVas + NaVsa) (MaNaVas + Mpnslsa)?

Expressions (3.130) and (3.132) correspond to the ones in Ref. [141] except for the factor of
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Chapter 3 — Theory of Coulomb Collisions in Plasmas

1/2 in (3.132) which arises from a different temperature relaxation rate of the LBD operator
compared to the BGK.

Momentum Relaxation (EM)
In this version, Eq. (3.130) and the following version of the temperature relaxation are chosen
to be satisfied!*!

(Ts — Th) = — (na + 15)VasV/50 (Ts — Ts). (3.133)
nang NaVag + Nlaa

From this, the following relation is obtained,

AOé (0%
Vg = — L Lt (3.134)
naAag — VBallaMp

Insertion into (3.130) yields,

Ma + Mg

Ma + Mg
o= Aq , o = Aag———. 3.135
Vg — Vag —— ( )
Additionally, the relation v,smang, = vgamgng is fulfilled and®®
EMLBD __ 8v2mng,, mamﬁ(ZaZﬁez)z In Aup me + mg (3.136)

Vaﬁ 3(maTg + mBTQ)gm me

In (3.133), the factor of 1/2 was neglected. Otherwise, collision frequencies would be negative.
Given these simplifications, one has to expect an error twice as high in the temperature
relaxation rate compared to the BGK version'*'. The collision frequency for the EM version
of the LBD operator (3.136) can additionally be found in Ref. [58].

In the EM version, the expressions for the mixing quantities (3.112) and (3.121) simplify

t0141

1
uby = 5(ua + ug), (3.137)
TEM _ TeMs T T5Ma | el (3.138)

my + mg 6 mq +mg
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3.2. Lenard-Bernstein/Dougherty (LBD) Collision Operator

Temperature Relaxation (ET)
Constructing this version is not straightforward. In Ref. [141] the approach is to require
NaVas = NeVaa, Which simplifies (3.132) to

Agg Mg +1 1 mgng — mang
o et g OO Ml
NaNg 3 nanpg

1 ng+ng 1 ng+ngmemg(me —mg) 5
= ——Vpp———— (T = T,) — =1, —uy).  (3.139
i (Ts ) = Vas " (7 )2 (up —ua)”™ )

Matching the temperature terms yields
Aup Aunp

« - o - ) 3140
Vap = - Voo = (3.140)

and for the collision frequency®®

JET.LBD _ 8V 21mng/Mamg(ZaZge?)? In Ayg
o 3(maTy + mpTy)?/? '

(3.141)

This expression can be found in Ref. [58]. This version only approximates the temperature
relaxation rate and will not achieve a perfect match in temperature and momentum relaxation

rates.

The simplified expressions for the mixing quantities in the ET version are given by!*!

ET _ UaMa + ugmeg

- 3.142

UQB My +mﬁ ( )
T,+T; 1 my

T = Tl | 2 M8 ) (3.143)

2 6ma +mg

3.2.6 Normalized Gyrokinetic Version

The version of the LBD operator used in a code such as GENE-X must be normalized. As
such, all quantities have to be written as T, = TaTref, where the hat indicates the normalized
version and the subscript “ref” the reference. These reference quantities are given in Refs. [34]
and [112] and the detailed procedure on how to normalize can be found in Ref. [62].

The basic reference quantities are the reference density n.f, temperature Tiof, length L.,
magnetic field B, and mass m.s. Derived reference quantities used in the following nor-
malization are firet = Tret/Bret, tref = Lref/Crefs Cref = £/ Tret/Mxcts Pref = Cref/Shrer and (er =
eBiet/(myerc). These are the reference magnetic moment, time, speed, gyroradius, and gy-
rofrequency. For the parallel velocity, a species-dependent normalization vyeso = \/2/MaCret
is used, which leads to fref,a = et/ Vi o-
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The normalized moments of the distribution function are given by,

o =7 [ Bifadddp, (3.144)
o = = [ Bifubjdeydp (3.145)
Mo
. 2T Ao d [ao AN . e 2,
with
o i V 2mapref N
BH =B + ml)”b . (V X b) (3147)
The normalized Maxwellian is,
~ T, (@H —fLaB)Q—F/ALB
Map = ———3z P | - - . (3.148)
(7.

The collision frequency is normalized to Vyer = Crof/ Liet,

i Lo STip\[2m 010 (Z0 Z5e?)”
PLED = p, e et T I A, (3.149)

et 3 (1ma Ty + gl

where the prefactor depends on the version

L =T (3.150)
Pv=1y, N .
The constants in this expression are combined into a parameter*
re Lre 16v/2 4
coll_ref = Href e e (3.151)

T2

ref

3

There is a relative factor of 2 between eqs. (3.149) and (3.151), since the latter was first

defined withe respect to the collision frequency of the BGK operator®®!4!,

The normalized mixing quantities (3.137)-(3.138) and (3.142)-(3.143) are given by,

ﬁaﬁ = pu,aﬁa —|— puﬁﬁﬁ, (3152)
N ~ 2
N A A mamg Ug Uo,
Tos =prala + Ts + — , 3.153
8= P, Prptp 3(mq + mp) <\/m_ﬁ ma> ( )

*This is not the same parameter as in the GENE code!*6:17,
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with
m ﬁrm ET’ 5 mazﬁﬁ ) ET>
Pua = 1 o Pup = Ino‘_':mﬁ (3154)
2 EM7 51/ miz, EM.
L ET, 5 ET,
Pl = - prg = - (3.155)
e EM, e EM.
Using Cref = Vrer, the normalized LBD operator (3.96) is given by

" . Dag | O
Ca a — =~
sl By {

. 1. 0Bifa) 0 2T,5 OB fa
B =T, — | 24 B* 7AA .
(9qf|| (('U| Uaﬁ) Hfa + 9 af 8UA|| + 3,& fa 8,u

(3.156)

3.3 Bhatnagar-Gross-Krook (BGK) Collision
Operator

The collision operator introduced by Bhatnagar-Gross-Krook (BGK)'*? is an ad-hoc collision
operator describing relaxation processes. It is given by

Caﬂ = Vap (Maﬂ - fa) . (3157)

This expression can be used in cylindrical velocity space with Maxwellians in Eq. (3.76).
This collision operator models the relaxation of the distribution f, to the Maxwellian M,z.
It completely neglects the velocity space structure of the distribution function (no deriva-
tives), and thus the physics will be different from the Fokker-Planck type LBD operator.
Nevertheless, it is simple in terms of complexity and thus of good use as a reference case.
The exact physical implications are not entirely evident, and in a later section, this collision

operator is compared to the LBD operator in a physics simulation.

The mixing quantities v,g, uqag, and T,g are yet to be determined and do not necessarily
have to be the same as for the LBD operator. The original reference did not contain mixing
quantities but the moments of the single species distributions instead, which generally leads to
violations in the conservation of density, momentum, and energy'*?. A version that conserves
density was given in the same reference and later in, e.g., Refs. [144] and [141] improved

versions have been constructed.
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The “gyrokinetic” form that is used in this work is given by an ad-hoc approach

COé5 = Vagp (B*Maﬁ - fa) . (3158)
I

Since the BGK operator is introduced in an ad-hoc way and the gyrokinetic form of the
Maxwellian is not trivially obtained, an ad-hoc version is used for the gyrokinetic version.
This version makes sense in two ways. First, for Bﬁ = B, it reduces to the standard version.

Second, for example, the calculation of the momentum change can be considered,
/BﬁC’anadedeu = Vagp (/ BMQBUHdUHd/L - /B*favndvdu) s
= Vag (MaNalas — MaNala) - (3.159)

The factor B/ B|*| cancels the Jacobian Bﬁ‘ in the integration, which allows for the explicit
evaluation of the integrals of the Maxwellian distribution.

The evaluation of the conservation properties is analogous to the LBD operator. Expressions
for the mixing quantities were obtained in Ref. [141]. The mixing flow and temperature are
the same as for the LBD operator,

ET,BGK _  ET.LBD ET,BGK _ -ET,LBD

(O =Uys T,5 =T,5 , (3.160)
EM,BGK _  EM,LBD EM,BGK _ ~+EM,LBD

Uy = Upyg , 1,5 =T,5 . (3.161)

The collision frequencies are almost the same, up to a factor of 2 in the ET version®®,

ET,BGK _ , ET.LBD EM,BGK _  EM,LBD
Vos = 2V,5 , Vos = Va3 : (3.162)

The normalized BGK operator is,

A

A A B o
Ca,@foe = ﬁaﬁ (BA*MQB - fa) ) (3163)
I
with normalized Maxwellian given by eq. (3.148), moments by eqs. (3.144)-(3.146). The
normalization of the LBD collision rate given in (3.149) can be used in (3.162) to obtain
normalized BGK collision rates.
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3.4 Chapter Summary

This chapter provided the theoretical foundation for the kinetic treatment of Coulomb colli-
sion in a plasma. A literature review of the derivation of the Fokker-Planck collision operator
and general properties was given. Further, the Lenard-Bernstein/Dougherty (LBD) collision
operator was introduced, and a derivation from the Fokker-Planck Rosenbluth form has been
presented. The LBD operator has been transformed to gyrocenter coordinates for use in the
gyrokinetic code GENE-X. Particular choices for the model’s parameters to account for the
exact conservation of momentum and energy have been given. Relaxation rates to repro-
duce the momentum relaxation rate or approximate the temperature relaxation rate of the
Boltzmann collision operator has been developed. Finally, a Bhatnagar-Gross-Krook (BGK)
operator has been presented to be used as a reference to the LBD operator.

The choice of LBD parameters (mixing flow and temperature) and the relaxation rates was

published in Ref. [58].

3.4.1 Relation to Other Work

The LBD collision operator is commonly used in gyrokinetic codes®®104:133,148-150

as it pro-
vides an estimation of collisional effects with low complexity and computational costs. The
full Fokker-Planck collision operator, either based on Rosenbluth potentials or the Landau
formulation, is expensive, and thus only a few gyrokinetic codes implemented the full-f
nonlinear version'®'%2. Due to the deficiencies of the LBD models that ultimately lead
to a non-appropriate description of neoclassical transport, advanced model collision opera-

139,1937156 are commonly considered. The influence of such models on plasma turbulence

d1547159

tors
strongly depends on the case that is analyse The commonality of these advanced
models is that they use a linearized collision operator, which neglects interactions between
the perturbed parts of the distribution function. While the LBD model presented in this
chapter initially only contains the equilibrium and test particle part, due to the introduction
of a nonlinearity with the mixing flow and temperature, it can be considered advanced in

that respect.
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Chapter 4

Numerical Methods for Collision

Operators

This chapter considers the numerical algorithms developed to include collisions into the
gyrokinetic code GENE-X. First, the quadrature schemes used to evaluate velocity space mo-
ments of the distribution function are summarized. Second, the LBD collision operator is
discretized with two different discretizations (finite difference and finite volume), which are
compared within a verification study. Further, the time-stepping schemes and stability are
analyzed. Finally, the high-performance implementation’s intra- and inter-node performance
benchmark is given. The finite volume discretization and the verification study have been
published in Ref. [58].

Before considering the detailed numerics of collisions, the way of adding collisions to the
existing algorithm to solve the gyrokinetic Vlasov equation must be examined. The (gyro-)

kinetic equation written in general form is,

df _ (df df
E B <dt>Vlasov i (dt>coll7 (41>

where the temporal change due to collisions is given by the collision operator introduced
in the previous chapter. The equation is solved with the method of lines'®’, which means
first discretizing the time dimension and applying a time integrator of choice, e.g., Runge-
Kutta 4 (RK4)'!. Then, the right-hand side is discretized in (phase-) space to evaluate the
stages in the time integrator required to advance the equation in time. The Vlasov part of the
gyrokinetic equation is discretized using a finite difference method®*%2. This chapter presents
two different discretizations for the LBD collision operator. First, a finite difference method

67



Chapter 4 — Numerical Methods for Collision Operators

using the same grid as the velocity space discretization of the Vlasov part. Second, a finite
volume method using volume cells with cell centers at these grid points. As an introductory
text into finite difference and finite volume methods, Ref. [162] can be considered.

4.1 Discretized Velocity Space Moments

The evaluation of the BGK and LBD collision operators requires the evaluation of velocity
space moments (3.100)-(3.104) of the distribution function. These require integrating the dis-
tribution function over the two velocity space dimensions. These expressions are discretized
on a regular grid (not necessarily uniform) of dimension (N x M) in (v, ), where (4, j) de-

notes a grid point. Quantities defined on a grid are denoted by f — f(i,j). The discretized

formulas for the integrals (also called quadrature'®®) is then given by,

N M

MO,a = ZZAW@L])fa(Za])Bﬁ(Z)’ (42)
i=1j=1
N M

Mo =Y AW(i, j)v(3) fali, §)Bj (2), (4.3)
i=1j=1
N M

Moy o= > AW, )u(5)Bfali,j)Bjj(i), (4.4)
i=1j=1
N M

M2,||,a = ZZAW<Z7])Uﬁ(z)fa<l7])Bﬁ(Z)’ (45)
i=1j=1

1 1
MQ,a = 7M2,l,oc + §M2,||,o¢~ (46)

(67

Here, AW (i, j) are integration weights that depend on the quadrature method chosen. In
GENE-X, open (midpoint) and closed (trapezoidal, Simpson) quadrature schemes are used (see
Fig. 4.1) as well as Gauss (-Laguerre) quadrature®®. The BGK operator has no restriction
on the quadrature scheme and only requires a discretized representation of the moments
at a grid point. Thus, Simpson Quadrature in v and Gauss-Laguerre quadrature in 1 are
used. The LBD collision operator requires derivatives in u, which makes Gauss-Laguerre
quadrature unfavorable in that case. The finite difference version of the LBD operator (see
section 4.2) uses a quadratic spacing in p with trapezoidal weights and non-uniform spacing
as well as Simpson quadrature in v)|. The finite volume version of the LBD operator (see
section 4.3) requires a quadrature scheme that is the same as used in the construction of the
discretization (midpoint). The Simpson and Gauss-Laguerre quadrature schemes are given

in appendix A.
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) f(i) = f(i, j=const)

f3) f(i+1)
f(2)

f(1) f(i+2) i)

Vi

- . . 7# . >
1 2 3 i i+1 i+2 \'/l
W f(j) = f(i=const, )

‘\g
f() i
\—0—3.__]:04-1)\1:(”)

' : " ,},J ; 4 |
u=0 1 2 3 j j+1 H

Figure 4.1. Schematic view of quadrature schemes. The top figure shows a closed (trapezoidal)
scheme applied on a symmetric two-sided interval. The bottom figure shows an open (midpoint)
scheme applied on a one-sided interval, additionally highlighting the need to shift the definition of
the grid by half a grid spacing due to the ¢ = 0 boundary. The wave-like symbol @ represents a
cut in the axis. The choice of closed scheme for v|| and open for y is only exemplary.
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4.1.1 Midpoint Quadrature

The midpoint quadrature method approximates the integral with boxes of width Ax and
height of the function value in the center of the box!®!

x(i)+Ax/2 d A . A7
/ a0 DTS (4.7)

Figure 4.1 (lower part) shows the midpoint quadrature for integrating in p. Due to the
restriction of the lower domain boundary g = 0 in this dimension, the grid points have to be
chosen to offset Ap/2 with respect to the lower domain boundary. There is no restriction on
the grid points for the v dimension.

Extended or composite midpoint formulas are given by applying the method on each grid

point'%. For the construction of the finite volume discretization of the LBD operator (sec-

tion 4.3), the following discretizations of the velocity space moments (4.2)-(4.5) are used

N M
M = AW 2;]21 fali, §)Bii(3), (4.8)
M = AW lezlv i) fali, 5)B; (i), (4.9)
M6 = AW ;;u 3B fali; 3)Bj (i), (4.10)

M P = AW;;U i) fa(i, §) Bji(3), (4.11)
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4.1.2 Normalized Discrete Velocity Space Moments

The velocity space moments given in (4.2)-(4.6) are normalized as (see section 3.2.6 for
details),

Moy o = 270h o

reBre Sk /-
ZZA”H nvf ffa( 7) B} (@),

Bref i=1j=1 th,a
N M
= MeeiMa Y > AW (i, 7) fali, 1) Bj(4), (4.12)
i=1 j=1
nrefBref N A
Mlpc = 27TUthaB ZZAUH thafa(l j) H( )UH’
ref ;— 1j=1 Utha
N M
= Nref 2TrefmaZZAW(%])JCCX(Z:])BW(ZL (413>
i1 jfl
Tre A nre Bre 1 1
MQ,a = 27Tvthoz ! ZZAUH f ffoé( )BH( ) 7Brefljlref:u( )B + Utha ||( )
B 2
ref ;— 1j=1 tha M
N M
= nuerTrer 30 > AW (i, ) fali, ) B (i) (2) B + 93(3) ) (4.14)
i=1j=1

where AW (i,5) = 7AD)(4)Afi(7). This normalization is independent of the quadrature

scheme used. Summarizing,

My o = Muetta Mo o, (4.15)
M o= 2nrefTrer§3aM1,a, (4.16)
My o= nrefTrefmaMu,a, (4.17)
Moy o = 2nrefTrefM2H,a7 (4.18)
Mo = nrefTresz,a- (4.19)

4.2 LBD - Finite Difference Discretization

The finite difference method provides the simplest discretization for the LBD collision oper-
ator (3.96). A grid first discretizes the computational domain, and discrete approximations
replace derivatives in the operator. However, it is not entirely trivial because the magnetic
moment is only defined on the positive half-axis p € [0, 00). This implication will be discussed
later in this section.

First, rewrite the LBD collision operator (3.96) by applying the product rule on the inner
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derivatives,

1 0 . 1 LOfa 1, )
Capfa = Vaﬁ{B*avl ((Ull - uaﬁ) faBj + §Ut2h,a53||87|l + ivth,aﬁfaﬁ(BH) )

8 mavgh af afoe
— 2 — 4.2
where
0B m,c
B = I — T2%h (v x b). 4.21
( ||) aUH o ( ) ( )

Further expanding the parallel terms,

Cl = fat (v) — uaﬁ)gi’f + ;vfhwzf{ + ((w — Ung ) fo + vfh,aggfjla) (g';),, (4.22)
and the perpendicular terms,
C, = 2fu + <2u + mazgh‘“ﬁ) %{7 m“ﬁh’“ﬂ gif;. (4.23)
Collecting both results in
Copfo = yaﬁ{Bfa + (UH - ua,g)giji + ;Ufh,aﬁi;ﬁ'l + <<v|| — ua5> fo + UEhﬂBng) (Z%)’
+2 (u + m“ﬁh’“5> %J:j‘ + maﬁh’aﬁua;{; } (4.24)

This version can now be discretized by replacing the continuous distribution function and its

derivative with discrete approximations.
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4.2. LBD - Finite Difference Discretization

4.2.1 Construction of the Finite Difference Scheme

Now the velocity space can be discretized, introducing a regular two-dimensional grid of size
Nj| x N,. The spacing is given by

V||, max — V||,min 2UH,maX
Ay = = , 4.25
alf N, N, (4.25)
Hmax — Mmin Hmax
Ap = = ) (4.26)
N, N,
where the grid boundaries are defined symmetric in parallel velocity, i.e., V|| min = —V||max

and asymmetric in magnetic moment with g, = 0. Outside the so-called inner grid, a
ghost grid is defined to avoid modifying the stencil of the finite difference scheme on the
boundaries. The ghost grid has Nypest,| points on both boundaries of the v} dimension, and
Naghost,, only on the positive 1 dimension. It does not make sense to define negative ghosts
in 4 since p ~ v? is not defined there. Thus, the stencil will be adjusted close to the p =0
boundary. Dirichlet boundary conditions with f, = 0 are employed on all ghost points since
the distribution function is supposed to fall off to zero at infinity. One has to be careful
when using the collision operator. The box must be chosen large enough to not introduce
too much error due to large values of f, at the boundaries. A visual representation of the

velocity space grid used in the finite difference implementation is given in Fig. 4.2.

4.2.2 Finite Difference Stencils for the LBD Operator

This section contains two different finite difference stencils, one for a second-order method

and one for a fourth-order method.

Second-Order Scheme

This scheme is based on ordinary second-order central difference stencils for the v and p
derivatives. At the p = 0 (j = 1) plane, no ghost point exists on the lower p boundary.
Thus a second-order forward difference stencil is used. This choice in the stencil reflects the
physics that no negative magnetic moment exists since it is the square of the perpendicular
velocity magnitude p ~ v2. The second-order finite difference discretization is given by the
parallel parts

afa o 1 1 ) . 1 . .
a”Z-j_AUl(_2fa<2_1’])+2fa<’+1’3>)’ (4.27)
Pf. 1 - N -

ouf | ~ (Ay))? (fali = 1,5) = 2fa(i, ) + fali +1,7)), (4.28)
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Nu < .
ghosts ghost grid
C p— b /2 > > o >
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~— - —_—
e N ghosts
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Figure 4.2. Representation of the velocity space grid used for the finite difference implementation.

Only the outer parts of the grid are shown. The inner continuation is indicated by the wave-like
symbol 2.
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4.2. LBD - Finite Difference Discretization

and the perpendicular parts

Ofo| _ 1 | =3falicf) +2fulij+1) = 3falij+2), =1, (4.29)
Op| o B | =3falisi = 1)+ 3 fali,j + 1), J>1,

azfa _ 1 2fa<i7j)_5fa<i7j+1)+4fa(i7j+2)_foz<i;j+3)7 J=1 (4'30>
O |, B falind = 1) = 2falisd) + falind + 1), j =1

Fourth-Order Scheme

This scheme is based on a central difference stencil as well. Here, the first and second p
planes (j = 1,2) need special treatment due to the absence of ghost points. A fourth-order
forward difference scheme is used for the first plane, and a mixed stencil with one previous
and three next points for the second plane. The coefficients are constructed with the method
summarized in appendix B. It is given by,

oL - Ao (el 20) = Aol = L0) 4 SRl 1) = G5huli+2.0)) - (431)
2
s - A ( o fali = 2.0+ 3 huli = 1.3) = 2 fuli )
FSfalit 1)) - 112fa(z‘+2,j>), (4.32)
— B fali 5) +4fali,j+1) = 3fali,j +2)
tafalij+3) = pfalij+4),  J=1
Ofa| _ 1 ) =ifalij—1) = $falig) + 3falig + 1) (433)
o y Ap —1 i+ 2)+ S fali,j+3),  j=2
19fali,j —2) = 5fali,j — 1) + 5 falij +1)
—5fali, J +2), j>2
22 falis ) = G fali j + 1) + B fali  +2) = 13falisj +3)
+i5falisj+4) = 2fali i +5), j=1
Pf.| 1 e fali, g = 1) = 1fali ) = 3fali, g+ 1) + §fali, ]+ 2)
o | - (Au)? L f(iy G+ 3) + faliyj +4), i=2,
— g5 falls = 2) + §falisj = 1) = fali.f) + 5 fali,j + 1)
— & fali g +2), j>2.
(4.34)

I0)



Chapter 4 — Numerical Methods for Collision Operators

4.2.3 Normalized Discrete Finite Difference Version

The normalized version of the expanded LBD operator is given by,

. A af, 1.+ 82fa af.\ (B
Ca a:ﬁa 3a+@_f&a + Ta ~9 v ua a+Ta ~
sf 5{ Jo ot (O = Glap) 5~ 5 5T (0 = @ap) f 530, 7
AOC afoc « f
+2(p+ =28 A+2m LS 435
<u 5 ) on T2 h o } (4.35)
with normalized Jacobian given in eq. (3.147) and
7S 2Ao¢ re
(Br) = Y lelrely (v x b). (4.36)

Qa L ref

Expressions of the finite difference coefficients (4.27)-(4.30) or (4.31)-(4.34) can be readily
used with the normalized distribution function fa.

4.3 LBD - Finite Volume Discretization

The idea to create a finite volume version of the LBD operator originated from initial nu-
merical experiments on the conservation properties of the finite difference version. The finite
difference version, while correctly showing a second/fourth order convergence on the con-
servation of density, momentum, and energy, led to significant absolute errors on grid sizes
(N x N,) ~ (64 x 64)°®. In applying the collision operators over several thousands of time
steps, the simulations experienced a significant loss in density, momentum, and energy, fol-
lowed by numerical instabilities. To not use a higher resolved velocity space (which would
also slow down the Vlasov part in the simulation), the approach was to create a conservative
discretization that can be run with limited velocity space resolution. In this section, the
basic finite volume scheme is constructed. Conservative corrections are developed so that
single species density, total momentum, and energy are conserved up to machine precision.
This section presents a more detailed derivation of the discretization published in Ref. [58].

4.3.1 Construction of the Finite Volume Scheme

Constructing the finite volume scheme is based on considering the integral of the collision

operator over a test volume W in velocity space

dfa
/ BH < dt ) HdW / B\lzcaﬁfadw Z/ BHB*V JaﬁdW Z]{ Jaﬂ nd@W
(4.37)
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where OW is the boundary of W and Bjj is the Jacobian. Gauss’ theorem was used to rewrite
the volume integral in terms of a surface integral in the last step, where n is the surface
normal of the volume cell enclosing boundary, and the divergence formulation of the collision
operator is given in eq. (3.17).

In restricting the volume W to a rectangular shape, the closed surface integral can be split
into four parts OWy with k = 1...4,

4
J-ndow — J - ny, dOW,, 4.38
]gW kz::l oWy, k k ( )
maxw(v”) maxyy ()
=2 / dvy (=) +/ dpud)
minyy (v))) mingy (1) minyy (1) masyy (v))
minyy (v)) minyy (@)
+ [ vy, + [ dp=a) . (4.39)
maxw (1) maxw () ) mingy (v))

Here J,, and J)| are the parallel and perpendicular velocity components of J and the functions
miny and maxy yield the minima and maxima of v and p in W, defining the boundaries
of the rectangular test volume. The species indices are suppressed for simplicity. So far, no
discretization has been applied. This expression is exact and relates the volume integral of the
collision operator with the surface integral of its collisional fluxes. The factor 27 originates
from the volume element dW = 27dv;dy. The volume integral can be considered a three-
dimensional integral in velocity space, where the gyroangle integration (third coordinate) is

trivial.

In the next step, a discretization in velocity space is introduced. It covers the whole domain
with rectangular cells of finite volume centered around the grid points given by the spatial
discretization of the Vlasov part. The grid is chosen to cover the whole velocity space
without holes, and boundary conditions at the domain boundaries will be given. The points
of the finite difference grid are denoted by (7, j) where i = 1...N is the index of the parallel
coordinate v)| and j = 1...M is the index of the perpendicular coordinate p. Since the velocity
space cells are centered around these grid points, the cells can also be labeled with the indices
(4,4). The boundaries of the cells lie at (7, j+ 1) and (143, j) with (i£3, j+ 1) denoting the
4 corners. The volume element of each cell is denoted as AW = 2w Av; Ap, which is constant

for a uniform grid. Fig. 4.3 visually represents the discretization.
Since a relation between the volume-integrated collision operator and the surface integrals of

its” collisional fluxes has been established on a rectangular grid, this can be directly applied

in the discretized space just introduced. The discretization is constructed by discretizing the

77



Chapter 4 — Numerical Methods for Collision Operators

-

Figure 4.3. Velocity space grid and the definition of fluxes and volumes for the finite volume
discretization of the LBD collision operator. In the center, a particular cell is shown, which is used
to construct the finite volume discretization. Taken from Ref. [58].
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volume and surface integrals of the collision operator above. In second-order the midpoint
rule (see section 4.1.1) can be used,

/ QAW ~ Q(i, j)AW, (4.40)
W (i,5)

maxyy (v)]) o 1
/. Qdv) = Q(i,j £ 5)Awv, (4.41)
man(vH) 2

maxw (1) 1
/ . Qdp =~ Qi £ 5, 7)Ap, (4.42)
minyy (1) 2

where @) is a function, and the sign + depends on which surface is integrated. The boundary
integrals involve knowledge of the function ) at the volume cell boundaries. These points
form a grid themselves, often called the staggered grid. Values of the function ) are generally
known on the actual grid Q(7, j). Thus the values on the staggered grid can be obtained via
interpolation. Since the discretization of the integrals is second-order, it is sufficient to
consider a second-order interpolation given by

Q= 5.3) = 5(Q ) + QU =1,5), (1.43)
QU+ 5) = 5 (@) + QUi = 1), (1.44)
Q| 1 - -
., A (£QEITEDFQG.)). (4.45)
0Q 1 . .
m " ~ Fu( +Qi,j £ 1) F Qi 5)). (4.46)

Applying the second-order midpoint rule (4.40) to the left-hand side of the collision operator
(4.37),

[, BiCas LoV = Bi(0)(Cosfo) (.5 AW (4.47)

yields an explicit expression of the discretized collision operator evaluated at the cell center
(i.e., the finite difference grid of the spatial discretization of the Vlasov part),

1

(Caﬁfa) (4,7) = WB[T(Z) éW(i,j) Jop -ndowW. (4.48)

On the right-hand side of this expression, the surface integral (4.39) can now be approximated
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using the second-order midpoint rule (4.41)-(4.42),

| o1
- AUHJp,aﬁ(Z?j - 7) + A#JH,QB(Z + 77])

Jos-ndOW ~ 2
»éW(i,j) 8 " 2 2

o1 o1
+ AV Jpap(is j + 5) = Apdjjasli = 2,1)] - (4.49)

Inserting this into (4.48) yields,

(Canfo):3) = 5| ay (sl 5:3) = Tiasti = 5.9))
+ a (Tnalid 4 5) = pantii = 3)) ] (150

The square bracket can be viewed as a direct discretization of the divergence operator, as
obtained in Ref. [152].

The fluxes need to be evaluated at the staggered grid points vy (i & 3) and p(j £ 3). Given
by egs. (3.98) and (3.99)*,

1 1 1 1 T 0faB
=) = +2)— + ) Bilit =)+ =22
Tiap(i £ 5, 5) = Vas (U(Z 5) Uaﬁ)fa(z o Bl Eg)+ g | [
Ziiv]
(4.51)
o1 1,1 N 2Ths ., 1,0fuB]
o) = - + ) B} B+ = 4.52
Twas(isj £ 5) = vas 2005 £ 5) fali, j £ 5) Bji(0) + —5=n( £ ) o | (4.52)
7 2
Eqgs. (4.43)-(4.46) give the interpolated distribution function and its derivative,
D R . .
fali e 5,0) = 5 (fali) + fuli £1,5)), (4.5)
o1 1/, .
falisg % 5) = 5 (falisd) + £ul. 7 £ 1), (1.5
OfaB 1 . N . g A
v _AU :i:fa(lﬂ:l,j) H(Z )q:fa(lvj) H(Z) ’ (55)
[y I
Ofq 1 . .
Wol = (g £ )T 1)) (4.56)
On NEL A

*The collision frequencies v,g have been shifted into J,g in this section.
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To complete the discretization, boundary conditions must be imposed at the velocity space
domain boundaries. A natural choice is zero flux boundary conditions,

1. 1. o1 . 1
J\\,aﬁ(ia]) = J||,aB(N + 57]) = J;L,aﬂ(la 5) = Ju,aﬁ(va_'_ 5) = 07 (457>

since these will automatically ensure the density conservation of the system (see next section).

4.3.2 Conservation Properties of the Finite Volume
Discretization

This section analyzes the conservation properties of the previously developed finite volume

discretization. The discretization errors are analyzed and quantified. The development of

correction terms based on re-formulating the mixing quantities u,3 and T, ensures the exact
conservation of density, momentum, and energy.

Ref. [152] gives an elegant way to consider the discretized collision operator’s conservation
properties. A summary of the following derivation can be found in Appendix A of Ref. [58].

The discretized volume integral of a test function ¢ times the collision operator is

1 | |
Au (Ju,aﬁ(la] + 5) - Ju,aﬁ(%] - 2)

4.58)

N M N M
SN AWG(i,5)(V - Tap)(i,7) = DY AW (i, j)

i=1j=1 i=1j=1

1 1 1
Avn <J|a5(Z+ 5 3) = Jjjasli — 5
(

Applying the boundary conditions (4.57) splits the right-hand side of the expression into four

different sums,

R b o R 3 1
¢Zj a,B(Z]+ ¢Z]J||a,6’z+ 7])
AIU/ =1 j5=1 a A | =1 j5=1 2
— . Sy — Vi asli — =, 5) % 4.59
R DL aaslif )= 5 S M asli - ) (459

A re-indexing of the last two sums can be performed, i.e., j — j+1 and i — i+ 1, respectively

N M 1 M—-1 1
ZZ¢(i7j)Ju,a5(i7j - 5) = Z Z ¢(l,j + 1)Ju,aﬂ(iaj + §)a (46())
i=1 j=—2 i=1 j=1

N M 1 N—-1 M 1

D> 6(i,5) ) asli — 307) = Yoo+ 1,5)J)asli + 30 J)- (4.61)
i=2 j=1 i=1 j=1

81



Chapter 4 — Numerical Methods for Collision Operators

Applying the re-indexing and consolidating the sums over the same ranges yields

M- o N-1 N )

=1 j=1 i=1 j=1

(4.62)
Using eqs. (4.45)-(4.46) the final result is

N M
SN AW, ) (V - Tap) (i, j) = —AW

——
™M=
M
tkl
%
=

_|._
[\D\_\)—t
Q’\@

=1 j=1 i=1 j=1 Zj-l—%
N-1 M 1 o
+ > Jjjasl i+ 5:0)5 ¢ : (4.63)
=1 j=1 6v‘|

In other words, the discretization conserves the properties of integration by parts. This
property is very convenient since calculating the density, momentum, and energy change
of applying the collision operator requires operations given by eq. (4.58), where the test
function is replaced by ¢, = 1, ¢o = mav)| or ¢ = %mavﬁ + ubB.

Density Conservation

The conservation of single particle density is trivial for the discretization constructed. Given
eq. (4.63), one has to use ¢, = 1 which derivatives with respect to v)| and p are both zero.
Thus, the collision operator conserves single-particle density on the discrete level

i%AW V- Jaus)(i,5) = 0. (4.64)

i=1j=1

Momentum Change
To calculate the single species momentum change, ¢, = mqv)| is used, which results in

N M N—-1 M 1
Pog =Y AWmav(0)(V - Jap) (i, §) = —AWm, Zl > Jjjasli +3 7). (4.65)
=1 7=1 =1 j5=1

Inserting the discretized parallel flux (4.51), yields

P.g Ny 1 1 1 T, 0fuB]
= —AW > <v| (7 —I— ua5> fali + i,j)BH(z + 2) + o o0,

i=1 j=1 Z’+%,j

(4.66)
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Using eqs. (4.43)-(4.45) and v)(7 + 1/2) = v)(i) + Av)/2, results upon re-ordering of the
terms in

o= = 5 3 (3 )+ 5 = = 222 i)
4L (UH@ P2y s H) i+ LB+ (467
The sum in the second term can be re-indexed by ¢ +1 — ¢
t::ﬁ; <v|(i) + A;” — Uap + miTzﬂ ) foli+1,7)Bj(i +1)
- ég:l; (vn(i —1)+ AQU” — Upg + nf&f)ﬂ) fali, §) B (0) (4.68)

Using v(i — 1) + Av) /2 = v)(i) — Av) /2 and shifting the lower bound of the sum to i = 1
by adding 1,

N M 1 A QTa .. %7 -
IPIE (U(i — 1)+% — g + maAfu) fali, §)Bjj(i) =

ZZ; (Un(i) - A;' — Uap + ZTAﬂ ) fa(i, ) Bj ()

- Z; <v<1) _Bu g s ) f(L)BI(1).  (4.69)

j=1 2 maAvH

The same is applied to the first term in eq. (4.67), where the missing N term in the sum is
added

Sk A Moy \ '} o e
= ]z:; 9 (UII(Z)"'_QU| — Uap — maAU|)fa(Z’j)Bl<2) =
N M4 A oT,
8 0+ 57 -
x1 A 2T, L
_ ]Zl 5 <U|(N> _ QUH — Uap — maAf)H) fa(N,j)BH(N) (4 70)
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Re-assembling (4.67) using the egs. (4.69)-(4.70), cancels all terms involving Awy in the
double sum

_;; <U(1) - AQU' — U, mazf}ﬂ) falL,5)B} (1)
+ <U(N) + AQU' — Uqp — ni:[gf}') fa(N.5)Bj(N) } (4.71)

The double sum can be evaluated using the definition of the discretized velocity space mo-
ments (4.8) and (4.9),

Pa,B = - (Ml,a - uaﬁMO,a - PBC,a,B) s (472)

where the last term is called the boundary correction term

AW M AUH QTaﬁ . N
Pocas = —5— 2 <U||(1) — 5 Uast ol fa(1,7)B)(1)
Av 2T, N
{0+ 5 - ) s | @

since it involves sums over the parallel velocity space domain boundaries and is added to the
standard momentum change expression given by the first two terms. The boundary correction
terms represent discretization errors that arise because the velocity space is truncated at finite
values of the distribution function.

Energy Change
The energy change due to collisions is calculated analogously to the momentum change, but
using ¢, = mavﬁ/Z + uB

Eap =33 AW (Gmad(i) + 1)B) (V - Jus)(i.)

= AW Y Jpaslin ) B-AW Y3 st g, imary(). (474

i=1 j=1 i=1 j=1

EL By
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The perpendicular and parallel contributions are

B NE T, e L 2T 1. 0faB]
E, =— =—-BAW 2 =) falt, =By = )
L= ; > | 200+ 3 alid + DB + el +3) =5~
=1 y= 7”]+§
(4.75)
. B N-1 M 1 1 1
EH = 7” = —maAW Z <U||(i+)_uaﬁ) fa(l—f—*aJ)Bﬁ(l—F*)
Vagp i=1 j=1 2 2 2
Top 0faBj| o1
tone ooy | |0 470
I i+l

By applying the same procedure as shown in the last section, the perpendicular contribution

becomes,

. - —BAw{ 30 () + 5 - B2 (i + 5 ) i)
#2350 () - 5+ 5 (ut) - 5) ) £t

i=1j=1

=3 100 | (won) + ) uti:00) = S22 (a0 + 5 1)

_;Bﬁ(i) Ku(l) - A;) fali 1) + Zﬁ*z (u(l) - A;) fali, 1)] } (4.77)

where terms with Ay cancel in the double sum. The parallel contribution is similar, but uses
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the property vf(i — 1) + v (i — 1)Avy = vfi(i) — v (i)Av) in the calculation,

By = - 5320 + s + B30
2T, . v S\ (s
B (uaﬂ * maAU|> (U(Z) " 2H> ] ot B )

_ZI; (v(N) + A;') - (Uag + WiTX;') <v|(N) + A;”) foa(N,7)Bji(N)
_ZI; (U(U B A;) - (“aﬂ - ﬂszvn> <U| 1) - AU) fa(l,j)Bﬁ(l)}.

The terms linear in Aw; will cancel in the double sum, but there are also terms in the

boundary sums that cancel. This point can be seen by expanding,

2T, ‘ Av , Av 2T, . T,
(Uag + p ) (vH(z) + > = Uapv)|(1) —Huag + p v (7) + —’B, (4.79)

maAv), 2 2 ma Ay Me
QTag . A’UH i AUH QTag . Tag
0B — —— | = u, — —Upg — ———— . 4.
(u p maAvH) (U<Z> 2 Y 61}“(@) 2 Yop maAUHUH(Z) + Me (4.80)

The final result is obtained by collecting eqs. (4.77) and (4.78) as well as using the definitions
of the discretized moments (4.8)-(4.11),

EL‘l‘EH :M2 —MMl .

3T, Avy)?
B ] {0701 ( UH)
Mg, 2

D=
p 2m, 8

My — Epc.ap. (4.81)
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The boundary correction terms are

Ec,ap = EBc,Las + EBC,||,a85 (4.82)
AW N 2Ta Apn _
EBC,J_,&,B = Z BH < A/f) </L(1) — 2) fa(l, 1)
Mq i=1
2Ta5 AM .
B— —— M —— M)|. 4.
+ (5= 22) (o0 + 1) 1ot >] (4.83)

Like the single species momentum change, the energy change in (4.81) contains standard
contributions in the first three terms and the boundary correction terms. The energy change
contains an additional discretization error that depends on (Aw)2.

The remainder of this section presents the algorithm for correcting the boundary and (AU||)2
discretization errors. Modifying the definition of u,s and T, will apply a correction such
that the error terms cancel.

Boundary Correction Terms
The boundary correction terms (4.73), (4.83) and (4.84) can be rewritten into a slightly
handier form,

2T.5
Pscoas = S1a o S2.a — Upp — , 4.85
BC,af L <U|| Yap + maAU||> t o (U Yap maAU|> ( )
B 2T.5 B 2T 5
Eocap = Ssa | — Sta | —nt = ==t
BC,aB = ©3 < o+ map >+ 4, (m R Vs )
1 2T, 1 2,5 \ v
Sai—Q_ g — aB || Sa*+2— . apB l’
* b (2(’U|) <u g maAv|> 2 + o2 Q(UH) Yap * maAvH 2
(4.86)
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using staggered velocities

AUH
=y (1) = =1
vy = v(1) 5
A
:U’_ = M(l) - 711,7

and velocity space boundary sums

>

I
M=

W

SLa == T fa(laJ)Bﬁ(1)7 SQ»Oé
=1
AW X
S3,a = TZfa(Zal)BH(Z)a 84,04

I
—

(2

It is useful to collect factors of u,s and T,

PBC,aﬁ = Uap P1,a + Ta,B D2,a + D3«
EBC,a,B = Uap P4,a + Taﬂ P50 + D6,as

with

pl,a = — (Sl,a + S2,a) )

D2 = ma2Av| (Sl,a - SQ,a) )

P3a =0 S0+ UWSM,

Pao = —; <U|TSI,0[ + UHLSza) = _;p?),om
D50 = malAv| (Uﬁsl,a — Uﬁrsza) + m2
Do = ; ((0])2S1a + (1] )2Saa) + Ba

Momentum and Energy Conservation

L (:U’_S?),oz - M+S4,oz) 9

(h™ Ss0+ 1" S1a) -

(4.87)

(4.88)

(4.89)

(4.90)

(4.93)
(4.94)

(4.95)
(4.96)

(4.97)

(4.98)

The first of the conditions imposed on the discretized collision operator is that the total

momentum should be conserved. This condition means that the single species contributions

of (4.72) should add to zero,

!
MaVas (M0 — UapMoo — Paca) + mavse (Mig — upaMos — Paog) = 0.
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4.3. LBD - Finite Volume Discretization

The second condition is that the total energy should be conserved, i.e

1 3 Avyp)?
Malags (MZ,a - iuoeﬁMl,a - m Ta,BMO,oz + ( SI) MO,oc - EBC,a)
1 3 Avp)? |
+MsVpa (Mw — JUsaMip — mTﬁaMOﬁ + (8”)M0,5 - EBQB) =0. (4.100)

To account for the ET and EM versions of the LBD at once, egs. (3.135) and (3.140) are

written as

My .o

Vo = Vpa Moﬁ/iaﬂ, (4.101)
1, ET,

g = (4.102)
mq/mg, EM.

Further, the equations will be normalized for use in a computational code. Since the velocity
normalization will depend on the particle species, the symmetry condition u.g = ug, does
not hold in normalized units. To avoid re-deriving the equations again in that case, one can

insert a placeholder variable

Uga = UapT], (4.103)

1, hysical units,
Py (4.104)

=3
Il

Nref, TNormalized units.

Using these definitions in the conditions for momentum and energy conservation and re-
grouping factors of u,s and 7,45 yields

UapS1,a + Taﬁ52,a = 53,a, (4105)
UapS4,a + Ta,335,a = 56,7 (4106)
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where
P1a b1,
aB — MNa 1 « 1 , 4.107
Sl,ag =M ( + M(],a> + mgk 577( + MQB) ( )
P2,a P23
af — Ma « ) 4.108
S2.0p = Mayp =+ Mpkapp (4.108)
Me make
83,08 = Mo (Ml,a - p3,a> + ]\ZM’B (Ml,ﬁ — p3,5), (4.109)
Me (1 mMpaKag?) (1 )
. S My o+ pag | + LB (2 , 4.110
54,08 Mo (2 La T P4, )—i- Moy \2 1,8 T Pag ( )
3 P50 P58
S5.a8 = 5(1 + /‘iaﬁ) + mogm + mﬁﬁagm, (4111)
M Mgkag Av))?
56,08 = m(Mz,a - p6,a> + Mo s (Mw - pe,g) + S (ma + mglia5>. (4.112)
The system of equations (4.105)-(4.106) is easily solved by,
1
tap = (53,08 = Tass2.08); (4.113)
Taﬁ _ 51,a856,a8 — S4,a853,08 (4114)

51,a855,a8 — 54,852,038

If the mixing quantities are chosen according to these two equations, the resulting finite
volume scheme will conserve total momentum and energy on the discrete level. The algorithm
to calculate these quantities is lengthy but simple. First calculate the discretized moments
(4.8)-(4.11), second the “p-factors” (4.93)-(4.98), third the “s-factors” (4.107)-(4.112) and
finally the mixing quantities (4.113) and (4.114). The algorithm for applying conservative
corrections to the finite volume discretization has been presented in Ref. [58] (see Appendix B
therein).

4.3.3 Normalized Discrete Finite Volume Version

The collision operator in finite volume discretization (4.50) is given in normalized form as

1
Eﬁ (i)

1

A P A 1 A A
(Cosfe) i) = s | x (asli+ 5:9) = Jrasti = 5.9)

1 o 1 A 1
- i) — - 411
+ Aﬂ (J,u,aﬁ(zaj + 2) J,u,ozﬁ(Z?] 2)) ]7 ( 5)

where Cref = 14er and the fluxes must be normalized with respect to Jj| ref,a = Vet fref,a BrefVth,a
and Jy, ref,a = Vref fref,alref- Normalizing the fluxes (4.51)-(4.52) with these reference values
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yields,
.1 1 s 1 a1 T 0fuB)
Ja j:*a :Aoc 0 :t*_/\oa «a j:,’ Bji(i £ - o a~r )
hasli% 09) = as § (8005 5) ~ s ) uli % 5,) Bii = 5) + =575
157‘7
(4.116)
.1 L e 2Ty 1 0faB
Juasli, =) =0ug 2( = =) fuli,j £ =) B B+ =) . (4.117
wap(ts ] £ 5) = Dap { 200) £ ) fali, ] £ 5) Byj(2) + BM(] 5) o | ( )
INE=}

where the interpolations and derivatives of the normalized quantities are obtained from
eqs. (4.53)-(4.56). The mixing quantities are normalized according to

Uap = Uth,aaaﬂa (4118)
Taﬁ = TrefTaIB7 (4119)
N -1 Vth,a mg .

a — a — == — U3, 4.120
Bga = Uin gl = 3 - o = 4/ “ap (4.120)
Tho = Tt Tag = Tinp. (4.121)

Comparing with (4.104), it is apparent that 7. = /mg/mq. Next, the boundary sums are

normalized with S; o, = nrefmagi,a with ¢ = 1...4, where

AWM AWM

SIO‘ETZ a(laj)BH(l)v SQQETZ Q(N7]>B|\<N)7 (4122>
=1 i=1

AW - LAWY X

Ss0 = - > fali, D) B](i), Sia = - > fali, M) B} (i) (4.123)
i=1 i=1

The boundary correction terms are normalized by considering eqs. (4.99) and (4.100), real-
izing that the common dimensional prefactors are mgnyefUtn.q and nuerTrer respectively. To
achieve dimensionless equations, the reference values for the boundary correction terms have
to be the same, i.e.

Picap = MaMrefVth o PB0,as) (4.124)
EBC,aﬁ = nrefTrefEBC,aﬁ> (4125>
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resulting in

Pscap = Prafias + Pr.alos + Daas
Prc o = Prsliasn + D2.6T0as + P3,p.
EBc.ap = Protiop + Ds.alns + Po.as
Epc po = Pasliasn + bs,5Tap + Des.

The normalized “p-factors” are calculated by considering pBCpéﬁPBCJEf = ﬁa/gvthpl,a—i—f aflretD2,0+

D3, and EBC7aﬁEBC,ref = UapVthPa,a + TaﬁTrefp&a + D6,a, and choosing the normalization such

that all terms are dimensionless,

Pro = oot = (81 + §) e s = (5 + ),

Paa = j]};;ff: - A2@II (SI N gg)?):ﬂefnief QmiTref - Alﬁll (gl - gQ),

Pra = Pizef = Vet (0] S1 + 0 So) n; min = (o7 S+ 0 S) .
Paa = thl}j(jijf = —;nrorerth;Uthnrefma (Uﬁsﬁ + vﬁgz) = — (UH_SH + UHLS’Q) ,

ﬂefp5 « Tref Nyef — A & 2nref _ A A
5.0 = == 078y — 07 S ) + =Sy — it 84|,
b EBC,ref nrefTref A7A)|| ( =t I 2) A/l (,LL 3 H 4)

! (’9[5'1 — @WSQ) + 2“ (/Afsvzs — ,LAL+S4) ;

T Ad, Af
N o DPé6,a o 1 A A+\2 & A ~—& At
Poa = EBC,ref N nrefT‘refT’refnref {((UH ) Sl * (UH ) 52) * b (Iu 53 + . S4
= ((07)°S1 + (8])°8:) + B (4S5 + i+ 54) -
Summarizing,

92

(4.130)

(4.131)

(4.132)
(4.133)

(4.134)

(4.135)
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The conservation of momentum is normalized as,

1, N manrefvth,aPBC,aﬁ
0= Ma | = VUth,a — UaBUth,a — S
0, MO,oznrefma
M . mMaTrefUth ch
+ mg < = ’ﬁvth,ﬁ — UaBNVth,g — O el th, P BC e )
Mo, Mo grresmg
M P M P
— /g <1°‘ — gy — ?C’“ﬁ> + /s ( B figgn — ?C"Ba> . (4.136)
MO,a MO,a M, B MO,ﬂ
Similar to the conservation of energy,
A A A 2 A
M2,a Tref 1 N Ml,a 2 3 - (AUH) 2 nrefTrefEBC,a,B
O=mq | =—— — Slap—="Vha — 5 LapTrer + Uthg =~
MO,a Ma 2 MO,a Qma MO,anrefma
Mgﬂg Tref 1A Mlﬁ 2 3 = (A@H)2 2 nrefﬂefEBC,ﬁa
Mo s Mo Mg Mo gnrermg
M M R M R Ml A 1 ~\2 EBC EBC
= A2’a + A2”8 — Uap ALa — UapT)—= 1 - 3Taﬁ + 5 (AUH) - < o8 - =< ,ﬂa‘ (4137)
MO,a MO,B MO,a MO,B MO,a MO,B

These equations can be written as a linear system of equations,

lapd10 + Tapdr0 = 830, (4.138)
GopBaa + Topdsa = 86.a- (4.139)

The normalized “s-factors” can be easily extracted from eqs. (4.136) and (4.137)

. RPN . DPla . x D
81,08 = Ya + 480as + Far + Agdas—, (4.140)
MO,a 0,8

N ~ ﬁQ,a ~ ﬁ2,,8

52,08 = Vo™= TV~ s (4.141)
MO,a MO,,B

N N Ml « N Ml B A ﬁ?) « A ﬁS B

83,08 = Va = — + V3= = = Yam"— — VB = —, (4142)
Mo,a Mo,,@ MO,a MO,B

§4,oz,3 = éo¢ ~ L + é\ﬁéaﬂ ~ L - éa 124’ - éﬁéaﬁ 22475 s (4143)
My My g My Mo,s

3 ﬁ5 « A ﬁS B

& = S(8y 4 €5) + 6,2 4 gp 22 4.144

85,03 2<6a €g) + €a Vo BMO,ﬁ ( )
N a . M. 1 N2, . Do )

86,08 = o224 &4 204 (AUH) (€a + €5) — €q Poa _ €s Pos , (4.145)
MO,a MO,ﬁ 4 MO a MO,B
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with

L EM,

A = { Via (4.146)
e, ET,
L EM

Eo = M’ ’ (4.147)
1, ET,

~ ﬁzg

o = =1. 4.148

8 e = ( )

The normalized eqs. (4.114) and (4.113) then determine the normalized mixing quantities.
The overall formulation presented here is universal for the ET and EM versions of the LBD

collision operator.

4.4 Verification

Two verifications of the implemented discretized collision operators have been performed.
First, the conservation properties are analyzed in a single application of the collision operator.
Second, relaxation rates over several thousands of time steps are measured. This section
summarizes the results published in Ref. [58]. The derivation of the analytical relaxation
rates used in section 4.4.2 is given additionally.

4.4.1 Verification of Numerical Conservation Properties

The conservation of density, momentum, and energy (3.21)-(3.23) belong to the central prop-
erties of a collision operator. Significant efforts have been made to retain these properties
upon discretizing the LBD collision operator. The following verification considers the inves-
tigation of these properties.

Conservation properties are tested with collisions of electrons and ions, where both species

are initialized with distribution functions

R A b — f10)2 + 0B B — fia0)? + 4B
P exp (9 Ul,A) FEBY L (9 U?,A) + /
2(nT,)32 7, T,

describing the superposition of two Maxwellians (“double” Maxwellian). Here, the shifts

o (4.149)

U1, and g, can be chosen individually for each species. This choice is well suited for the
test under consideration, given at least one flow # 0 since this distribution will not be an
equilibrium. Otherwise, the case C, f, = 0 would trivially fulfill the conservation properties
if this relation holds for the discretized version.
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4.4. Verification

The verification of the conservation properties considers the BGK operator (3.163), the
fourth-order finite difference (FD) discretization of the LBD operator (4.31)-(4.34) and the
second-order finite volume (FV) discretization of the LBD operator (4.58). The velocity
space grid is chosen as vj|max = 8 and fimax = 64 for the BGK case and the FD and FV
LBD operators, || max = 3, Hmax = 9 and || max = 4, fmax = 16 respectively. The parallel
velocity space grids are symmetric around 0, and the p grid has its lower domain bound at
zero. The number of grid points is varied to study convergence. The shifts are @, , = 0 and
U = —0.87sign(q,) for the BGK case and 4y, = —0.27 and 1y, = 0.54 for both LBD
cases. For the real space discretization, either a slab or toroidal geometry®! is chosen (the
latter is used together with the label “guiding center corrections”), with profiles in density
and temperature detailed in the original reference [58].

Fig. 4.4 contains the results of this conservation study”, where the average over the real space
is shown (with no outliers present). For the BGK operator, which is only a function evalu-
ation, the conservation properties essentially depend on the precision to which the velocity
space moments can be calculated numerically (Fig. 4.4 (a)). The quadrature schemes pre-
sented in section 4.1 determine the conservation and are confirmed to be second-order for the
trapezoidal method, fourth-order for Simpson, and much faster for Gauss-Laguerre quadra-
ture. The LBD FD operator shows a fourth-order convergence of the conservation properties,
given that the multi-species (ms) corrections discussed in section 3.2.5 for the mean flow and
temperature are used (Fig. 4.4 (c)). As a comparison, the conservation using a vj|max = 3,
Imax = 9 box is shown, which is improved for small grids due to the enhanced resolution, but
starts to become worse at large grids due to the cutoff of the distribution function. For the
BGK and LBD FD operator, the effect of the use of “guiding center corrections” ( |7 B) is
shown in (Fig. 4.4 (b) and (d)). For these two cases, the toroidal geometry mentioned above
is used since b+ (V x b) # 0 in eq. (3.147) in such a geometry. The conservation properties
of the LBD FV operator are shown in Fig. 4.4 (e). Here, the second-order convergence of the
(Ad)))? term in the corrections (4.81) of an initial version of the operator can be seen (green).
A second version, where only this term has been corrected, shows the remaining errors con-
stant with grid-spacing (orange), which are the boundary correction terms in eqs. (4.72) and
(4.81). Correcting these yields a fully conservative discretization, where density, momentum,
and energy are conserved up to machine precision (purple). Fig. 4.4 (f) shows the difference
between the FD and the FV version.

*Upon calculating the total momentum, one has to consider the species dependent normalization in the
GENE-X code. The single species momenta are normalized with per = M Vth, and thus

ﬁtot = Zﬁa V mav
(e}
by choosing the total momentum to be normalized to mass m = 1.
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Figure 4.4. Verification of the conservation properties of the BGK, finite difference (FD), and
finite volume (FV) LBD operators. The plots contain convergence curves of the conserved properties
(different symbols and lines) against grid size. The abbreviation “gc” means guiding center, and
“ms” means multi-species. Details on the sub-figures are described in the main text. Taken from
Ref. [58].
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4.4.2 Verification of Relaxation Rates

Another physical property of a collision operator is the relaxation towards an equilibrium
state (section 3.2.3). This test has been initially performed by Hager in Ref. [152]. In the
following, a summary of the analytical estimations of the relaxation curves is given*. The
distributions of electrons and ions are initialized as shifted bi-Maxwellians,

A

P o 0| — Acz 2 AB
= nA —— exp _& U S r . (4.150)
7T3/2 ﬂ|,aTL,a {Z—]lva TJ—aa

This equation describes an anisotropic distribution function, which means that the tempera-

tures along (Tu,a) and perpendicular (T _,) to the magnetic field are different. Further, these
are chosen differently for electrons and ions. The effect of the collision operator on such a sys-
tem is described by three different stages'?>127128. Since ve, ~ y/mi/mevi; ~ (M /me) V5,
first electron-electron intra-species collisions will isotropize the electron distribution to a
Maxwellian. Second, ion-ion intra-species collisions will isotropize the ions. Third, ion-
electron inter-species collisions will thermalize the whole system. These processes can be

modeled by coupled ordinary differential equations (ODEs)%,

ATy,  1dTj.

= = _ T ..—T 4.151
dt 2 dt VTva( L H7a)’ ( 5 )
dT,
dt = _VE,aﬁ(Toa - TB)) (4152)

2 1
To==T o+ =Tja, 4.153

where the index T' labels temperature isotropization and E equilibration. For the equilibra-
tion process, it is easy to see that the temperature Ty = (T, + T;)/2 describes the system
equilibrium since the right-hand side in the time evolution equation vanishes for this value.

The above equations can be solved by any computer algebra tool to obtain analytical relax-

*Thanks to R. Hager for pointing out the necessary steps to obtain analytical estimations for the relaxation
curves.
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ation curves

tQ@):Tb+(ﬂmn—zb}r%mﬂ (4.154)

3I/T7a _2VE,eit

%N%ﬂhﬂﬁ—n@)

2VE,ei - 3VT,oc

2vpeTe — 3vraTa(0)\ _s,.
T o(0) — =22 : VTt 4.155
* ( I ( ) 2l/E,ei _3VT,a ¢ ( )
Toalt) = To+ (T = Ta(0) )5, rs—e et
1.« E E « QVE’ei _ 3VT’a
2VE eiTE — 3VT aTa(O) _3 t
T, o(0) — : : YT,ab, 4.156
* ( b ( ) 2VE,ei _3VT,a ¢ ( )
valid for o € {e,i}.
The relaxation rates that are used are given by approximates®,
vrg = 1.9187 x 1078, |2 727 7=3/21n A, (4.157)
my
vpe = 8.22163 x 10" 'nT %2 1In A, (4.158)
Ve = 3.16621 x 10702 22 T=3/2 | A, (4.159)

m;

where T' , = T} o, Ti = T and n; = n, is assumed. The density n must be given in cgs units,
the temperature 7" in eV, Z is the ion charge state, m;/m,, the ion to proton mass ratio, and
In A the Coulomb logarithm evaluated with 7" and n.

Initializing different parallel flows for electrons and ions in eq. (4.150) will lead to flow
relaxation. An approximation can be obtained by considering the flow relaxation due to the

small mass ratio friction force (parallel component)!®

R. = —1"eeni7‘ne/dvfe(v)l3 + Mui, (4.160)
v Te
where I is given by (3.10) and 7. = 3y/mv}, ./ (4nilec) ~ ' is the electron collision time.
For this approximation, the electron distribution is assumed to be a shifted Maxwellian (like
eq. (3.34) but with flow shift u.). Using (v — u.)? = v? — 2uev cos + u? and expanding in
Ue/Vthe < 1 yields

. Ne exp (_ v? — 2uov cos O + ui)
‘ 7T3/2U§h,e UtQh,e 7
2 2
Te v 2uv cos 0 us
m Uth,e Uth,e Uth,e vth,e
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Considering the parallel component R« = Rei-b, one can use spherical coordinates (v, 8, ¢)
in velocity space (as in section 3.2.2) with the toroidally symmetric volume element dv =
2mv? sin @dvdf and v = v cosf to write

2 Fee illtelle & > 2 2 e 9 elte
R\I,ei =~ —w/ d@sin@cos&/ dvexp <_ v ) (1 i UV COS ) n men e
0 0

3/2,,3 2 2
m / Uth,e vth,e Uth,e Te
(4.162)

The 6 integral over the first term is an even integral over an odd function, thus zero. For the
second term, the v integral yields ’U?hﬁ /2 and the 6 integral 2/3. Thus,

Rjjei = —MeneVe(Ue — wi). (4.163)
Since also Rj| ¢ = —d(meneu,)/dt, the momentum relaxation rate is the same as the electron
collision rate v, = 7,! in this case. Since the total momentum must be conserved, the

equilibrium flow uz can be determined via,
Prot = Melle + Myt = (Me + M) up. (4.164)

This relation allows solving the ODE analytically,

Ue(t) = up + (ue(O) - uE) e~ (tme/mivet (4.165)
ui(t) = ug + % <uE — ue(0)>e(1+mc/mi)”et. (4.166)

The numerical tests®® use the same plasma parameters as in Ref. [152]. Essentially, an
electron-deuterium (mp = 2my,) system is simulated, where both species have different par-
allel and perpendicular temperatures as well as mean flows. The verification is performed
with the EM (entropic momentum relaxation) and ET (entropic temperature relaxation) ver-
sions given by egs. (3.135), (3.140) and (3.162). The grids are chosen as 9| max = 4, fimax = 8
with N = 513 and M = 64 for the BGK operator, Ojjmax = 3, fimax = 9 with N = 126
and M = 128 for the LBD FD with ET relaxation and 0| max = 4, flmax = 8 with N = 126
and M = 128 for the LBD FD with EM relaxation. These values are chosen such that the
simulations are stable over the long simulation period (the energy loss due to insufficient
conservation properties would otherwise lead to an abrupt end). For the LBD FV operator,
a grid with 0| max = 2, flmax = 4 with N = 63 and M = 64 could be used without issues in
the stability of the simulation.

Fig. 4.5 shows the result of the relaxation test against the analytical approximations (4.154)-
(4.156) and (4.165)-(4.166). As expected, the overall temperature relaxation happens in three
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Entropic Momentum Relaxation

) x10°
4001 7
T. Electrons —— BGK EM —— BGK EM
—— LBD FVEM |u Etectrons —— LBD FVEM
—— LBD FD EM —— LBDFDEM |
---- Analytical ---- Analytical
7
> 7)
© 300 {7, Electrons IS
~
— 9}
275 G
T, lons 3
2501 =
2251
200
T) lons
1073 10-2 10-1 100 10t 102 101 102
t/ Tion

Entropic Temperature Relaxation

x10°
4007 : 7
T, Electrons = BGK ET BGKET
. LBD FV ET 6. u Electrons LBD FV ET
] —— LBD FD ET ‘\\ LBD FD ET |
3501 ---- Analytical s Y Analytical
4 \
N 1.48 1

3251 — \\
> =T lm 44 \
@ 300 T Electrons E \
- 5 \ 1.47

AY
F 2754 =3 \
T, lons 3 \\
] \ 1.46
250 21 \‘ 1073
2257 ‘\
- 14 N\
—————— \
200 T) lons 0 u lons \\
10-3 10-2 10-1 100 100 102 10-3 "10-2 10- 100 10t 102
t/ Tion t/ Tion

Figure 4.5. Relaxation of an anisotropic electron-deuterium system used to verify the implemented
BGK and LBD collision operators. The top row shows the entropic momentum (EM) version, and
the bottom row the entropic temperature (ET) version. Taken from Ref. [58].

stages over a temporal scale of five orders of magnitude in terms of the ion collision time®.
The ratio between the equilibration processes is approximately \/me/mp = 1/60. Analyzing
the numerical relaxation rates obtained by the discretized collision operators, one can observe
the qualitative difference between the EM and ET versions. The EM versions reproduce the
flow relaxation curves exactly while having an error in the temperature relaxation. The ET
versions have an error in the flow relaxation while approximating the temperature relaxation
much better. The relative factor of 2 between the LBD and BGK rates (3.162) can also be
observed. Finally, the LBD FD version fails at the end of the simulation, as seen by a kink
for both the EM and ET versions. This failure happens due to the energy loss caused by the
discretized version’s insufficient conservation properties. In fact, after the last point of the
LBD FD curve, the simulation became unstable and ended abruptly.

100



4.5. Time Stepping Schemes and Stability

4.4.3 Additional Verifications

Additional verifications have been performed by checking the H-theorem (3.24) for all cases
considered. The H-function (3.25) is calculated as

Hos = 27 / i'*' In(fa) Cas (fo) vyl (4.167)

In practice, the logarithm is modified In(f,) — In(|f.| + €), where € is the machine-epsilon
(~ 1071%) since the numerical scheme is not positivity preserving. In all cases considered,
the H-theorem is fulfilled, and no violations have been found so far.

4.5 Time Stepping Schemes and Stability

In this section, the various discretizations of the LBD collision operator are analyzed con-
cerning stability, and advanced time-stepping schemes are introduced. Using the normalized
version of the equations is more appropriate since these are implemented in a code. Further,

the approximation By ~ B will be made for the stability analysis.

Including collisional physics into the gyrokinetic system poses a numerical challenge since,
due to the disparate time scales, collisions are numerically stiff'®>. Explicit schemes are of-

66 This section shows that the diffusive nature of

ten not suited to treat such equations!
electron-electron collisions poses the main limitation at high temperatures. Eventually, im-
plicit schemes need to be considered since the time step reduces with increasing collisionality,
also slowing down the Vlasov part of the code. With advanced splitting methods, explicit
schemes can still be used in the cases considered here. For example, the time step of the
LBD simulation in section 5.1 could be chosen a factor of two larger with the splitting scheme

introduced in section 4.5.4.

The simplest way to achieve an optimal time step in a simulation is trial and error. As the
time step depends on the grid spacing, this cannot be performed on a reduced problem, and
the fully resolved problem needs to be chosen to check for numerical stability. This situation
could be improved since many compute nodes on a supercomputer must be occupied for
such tests. Thus, informed time step criteria are a valuable tool to reduce a simulation’s
resource usage and setup phase. In the following, three different time step criteria, differing
in accuracy, are presented.

101



Chapter 4 — Numerical Methods for Collision Operators

4.5.1 Simple Time-Step Criteria

The LBD collision operator (3.156) is essentially an advection-diffusion operator (for the
definition, see Ref. [160]). For an advection operator, a fundamental constraint on the
time step of a finite difference scheme is given by the Courant-Friedrichs-Lewy!'%” (CFL)
condition'®®168 At < C,Az/a. Here, C, is called the Courant number* and a > 0 is a
constant advection speed in an equation du/dt + a du/dx = 0. For a pure diffusion equation
Ou/ot + d 9*u/dz* = 0, there is a similar condition'0%1%® At < Cy(Ax)?/d, where d > 0
is the diffusion coefficient, and C,; could be called “diffusive Courant number”. The same
considerations hold for the finite volume scheme constructed since the numerical fluxes are

69 The above criteria hold for constant advection and

computed using finite differences’
diffusion coefficients. Generally, for hyperbolic or parabolic problems, the coefficients are
replaced by the maximum advection/diffusion coefficients in the system'®. For the LBD

collision operator (3.156), the CFL conditions can be written as,

N AD . 2(AD))?
ypadv: At < Cq— | —, v diff : At < C’d<7qi”), (4.168)
Dopmax (0 DapgTap
N AN? N Ap)?
padv: Af<C,— MU it Af< G BT 69
20ap(max(f1) + Tus/B) 20apmax(fi)1os/B

It is important to note that first, these expressions are only necessary but not sufficient
conditions, and second, these only consider advection and diffusion as well as parallel and
perpendicular dynamics independently. The Courant numbers for second and fourth-order

centered difference stencils in space, combined with an RK4 scheme in time, are given by!'%°

C2P =282, CHP = 205, (4.170)
C2P = 0.69, CyP = 0.52. (4.171)

The question of advection or diffusion dominating can be analyzed by considering the so-
called Péclet number!'®1%? Pe = aL/d, where L is a typical length scale. Taking the grid

spacing as the length scale, the local Péclet numbers for the LBD operator are

20| AD 1B+ Tag)AL  BAL  Af
PeH(’lA)H) = M, Peu(,&) = (7 —i: AB> g = o + AM. (4.172)
Toeﬁ Taﬁﬂf Taﬂ H

If Pe <« 1, diffusion dominates, whereas advection dominates for Pe > 1. Given this informa-
tion, one can choose the correct CFL criterion (4.168)-(4.169) to approximate the maximal
possible time step. Further, taking the velocity space grid as fixed, it is apparent from (4.172)

*Typically the symbol v is used, which is avoided here due to possible ambiguities with the collision
frequency.
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that the Péclet numbers will be dominantly affected by the plasma temperature (since mag-
netic field changes are typically much weaker compared to temperature changes). The varying
temperature means that considering a simulation of a fusion device that spans a domain from
the hot plasma core to the cold SOL, the LBD collision operator will change its behavior

from diffusion dominated in the core to advection dominated in the SOL.

The case where Pe = 1 is more complicated in practice since one cannot easily deduce
if advection or diffusion will dominate the CFL restrictions on the time step. The same
holds for the case if parallel or perpendicular dynamics are dominating. However, conditions
(4.168)-(4.169) are still useful expressions to get an approximate idea about the maximum
At. The following section presents improved criteria.

4.5.2 Eigenvalue Analysis

As already mentioned, the discretization of the gyrokinetic equation in GENE-X is based on
the method of lines'®®!%®, First, the (phase-) space dimensions are discretized, followed by
applying a time integrator such as, e.g., RK4. For the case of collisions, the dimension
of interest is the velocity space. In the following, the action of the collision operator on
the distribution function Cup(f,) is considered. Within a finite difference or finite volume
discretization, this can be viewed as the action of a collision matrix Lo on the distribution
function vector f. For example in 1D, one can write f = (f(1), f(2), f(3),... f(N))T and the

collision matrix,

a(l) (1) (1) 0 0 0 0
B2) a2) v(2) (2 0 0 0
K(3) 0 0
Le=| o . . 0 . (4.173)
0 0 (N —2)
0 0 0 kIN=1) B(N—=1) a(N—1) 5(N—-1)
0 0 0 0 K(N) B(N)  a(N)

where this form of Lo allows for up to fourth-order symmetric stencils. For a second-

order scheme «(i) = k(i) = 0. The change due to collisions is then df/dt| , = L¢ - f.

coll
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68

One can call this a semi-discrete formulation'®®. The full discretized equation depends on

the time-stepping scheme. For the simplest scheme, explicit Euler, it can be written as
f(t + At) =1(t) + AtLe - £(2).

The standard criterion for the stability of the method of lines is given in Ref. [160]. Here a
summary is given. Assuming the matrix Lo is normal, the method is based on the stability
region of the explicit time stepping scheme & = {z € C: |R(z)| < 1}, defined by all points
enclosed by the contour where the stability function R(z) equals one. The scheme is stable
if the set of eigenvalues of the matrix scaled by the time-step lies within this stability region,
Athg € S, VE, where A\, are the eigenvalues of L. The case of non-normal matrices is treated
in section 4.5.3.

Construction of the Total Collision Matrix

The stability of the full LBD operator must be analyzed by combining the parallel and
perpendicular parts. It is illustrative to consider, as an example, a grid with two points in
each v and p. For each y, the parallel operator would act on foxo ) = (f(1,7), f(2,5))"
and for each v the perpendicular operator on fax2, = (f(4,1), f(¢,2))7. This results in the
individual matrices (for the second-order finite difference discretization),

d
s 1—dy  F+ql) . 2—2d,(1)  du(1)+a,(l)
LYT? = LY=2 =
27H 2,# ?

Yoa@) 1-d 42— au(2) 224, (2)

Il
2

(4.174)

where a and d denote the operator’s grid-dependent, parallel, and perpendicular advection
and diffusion coefficients (details do not matter at this point). The distribution function
vector can be written as fo.0 = (f(1,1), f(1,2), f(2,1), f(2,2))". Neighboring points in v,
are now separated by points in p, whereas neighboring points in p are still neighbors. It can
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be easily figured out that the parallel and perpendicular collision matrices change to

1—d|| 0 %—Fau(l) 0
0 A _g2) 0 1-d
9% 2 I I
Ly = ; (4.175)
1—d|| 0 %—l—au(l) 0
d
0 3 —a2) 0 L—dy
2—-2d,(1) d,(1)+a,l) 0 0
d,(2) —a,(2) 2-2d,(2) 0 0
ngﬁ _ ) (4.176)
0 0 2—-2d,(1) d,(1)+a,)
0 0 d,(2) —a,(2) 2-—2d,(2)

Further, it can be seen that the matrices are related to the original ones by LgXHZ = Lé\{ H:2 ®

I/—5 and ]L%:LQ = In—o ®L)"=?, where ® denotes the Kronecker product and I the unit matrix
with dimensionality given by N, the number of v points or M, the number of x points. The
sum of the two matrices gives the total action of the collision operator. In terms of the

original matrices, this can be written as a Kronecker sum!™,

Lo =1Ly ©Iy + Iy ®L,. (4.177)

The above expression also holds for a more generalized grid since the assumption of a 2x2 grid
is arbitrary and only used for visualization purposes. Equation (4.177) is very convenient
since it allows individually constructing the parallel and perpendicular collision matrices,
combining the result afterward.

LBD Collision Matrices
Next, the collision matrices for the different discretizations of the LBD collision operator
are given as components of the general form of the collision matrix (4.173). For a simpler
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presentation, the following abbreviations will be used

. QAJH(Z) — ﬁag . Tag
E@) = F =
g Agy (Ady)?7
L AG) + Tag/B _ Tupi(j)

The parallel part in second-order finite difference discretization is given by

<_E§) + ];) , Y2)1(1) = Dap (E;) +§

02 (1) = Dag(1 = F), Bay(i) = fap

The corresponding perpendicular part is

azu(j) = Pas (2 — 4H(j)) i>1,
Bon(3) = Do (= G(J) + 2H(j)),
Y2u(7) = Pas(GU) + 2H(3)), j>1

The first row is different due to the change in the stencil. It reads,

Lou(1,1) = 2up(2 = 3G(1) +4H(1)),  Lo,(1,2) = #ap(4G(1) — 10H (1)),
Loyu(1,4) = =200 H(1),

j>A4

0 )| (i) = Dag (1 iF) ; Ba)|(1) = Dap (—?))E(z) + §F> ,
Y (0) = Pas (;E@') + ;F) , bia ) (0) = Duns < 112E(z') - 214F> |
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and the corresponding perpendicular part

) = 2oy (2 — SH() =2 (1.190)
1) = 2as (560 + 5HG)) j>2 (4.191)
i) = s (360) + 3H()). j>2 (4.192)
ald) = s (~5G0) — 5HQ)). (4.193)
i) = a5 (GGU) — SHU)). j>2 (4.194)
The first row is modified due to the different stencils,
Lo, (1,1) = Pug (2 G(1) + (1)) - La(1,2) = hus (8G(1) - 737H(1)) C(4.195)
Liu(1,3) = Do ( 6G(1) + @H ) L, (1,4) = s @G( ) — 26H(1)) (4.196)
Liu(1,5) = Do (—;G(l) 661}1( )) Liy(1,6) = Du (-2}1(1)) | (4.197)
Ly, (1,7) =0, j>6, (4.198)
as well as the second row,
Liy(2,1) = fs (—;G(2) + 21{(2)) C Lan(2,2) = fus (2 ~26) - ZH(Q)) (4.199)
Ly u(2,3) = Dug (3@(2) - §H(2)) o Lan(2,4) = dug (—G(2) - gmz)) L (4.200)
Liu(2,5) = Do (é@(z) _ H(2)> C Lan(2,6) = fus (—éH(Q)) | (4.201)
Ly, (2,5) =0, j>6. (4.202)
For the finite volume discretization, the parallel part is
ay, (1) = Dag @ — F) , 1 <i <N, (4.203)
BV,H(Z') = Unp (—E(ZQ_;) + g) , i< (N-=1), (4.204)
YW, (1) = Dagp (E(Z;p + 5) , i>1, (4.205)
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with boundary conditions realized as modifications to the first and last row,

N 1.1 1 . 1 1 1
Lv(1,1) = Dag (2E(2) - 2F) , Ly (N, N = 1) = Dap (—ZE(N -5+ 2F> . (4.206)
N 1.1 1 . 1 1 1
Ly (1,2) = Dap (215(2) + 2F> : Ly (N, N) = Dag (—2E(N —5)- 2F) . (4.207)
Ly(1,i) =0, i>2, Ly, (N,i) =0, i< (N-1), (4.208)
and the perpendicular part,
: . o1 o1 _
av,u(J) = Dap <1—2(H(]+2)+H(]—2))>, 1<j< M, (4.209)
. N ~ . 1 o1 .
Bvu(i) = Dag (—G(z - 5) +2H(j — 2)) , j<(M-1), (4.210)
. N ~,. 1 o1 ,
Wu(J) = Pagp (G(z +5) F2H(+ 2)) : j>1, (4.211)
with G(j) = fi(j)/Af and boundary conditions,
(A 1 . ~ 1 1
Lvu(1,1) = Dag (G(2) - QH(2)> , Lyu(M,M —1) = ,p (—G(M - 5) +2H(M ~ 2)) ’
(4.212)
(A 1 . ~ 1 1
Lua(1,2) = Pug (G(5) + 2H(5) ). Luy(M, M) = o (~G(M = ) = 2H(M = )
(4.213)
LV#(LJ‘) = 07 ] > 27 IL‘WM(Maj) = Oa j < (M - 1) (4214)

The eigenvalues of these matrices are exemplarily shown in Fig. 4.6 for a 40 x 20 grid with
normalized parameters for density, temperature, and magnetic field set to one (see the cap-
tion for the full set of parameters)*. The Péclet numbers for a typical velocity of 9 = 3 and
ft =9 are Pe| &~ 2.46 and Pe, ~ 3.55, indicating a mixed advective-diffusive character. This
behavior is confirmed by comparing the magnitudes of the real and imaginary parts of the
eigenvalues. Both second-order schemes have similar but not identical eigenvalues, whereas
the fourth-order scheme shows larger eigenvalues, as expected. Comparing the parallel and
perpendicular agianst the total eigenvalues, one can observe that the parallel and perpen-
dicular eigenvalues “combine” in a peculiar way. One could obtain the total eigenvalues by
repeating the structure of the parallel eigenvalues centered at each perpendicular eigenvalue.
As a result, the total operator has larger maximal eigenvalues than the individual ones.

A diffusion-dominated case is shown in Fig. 4.7. Here, only the temperature has been

increased to 7' = 30. This result confirms that the temperature plays a key role in determining

*For simplicity, the mixing quantities have been replaced by constant temperatures T and zero flow & = 0.
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the advective or diffusive character of the collision operator. In this case the Péclet numbers
are Pe) = 0.08 and Pe, =~ 0.46 (for 9 = 3 and 1 =9).

Stability of the Discretized LBD Operator with RK4 Time-Integration
The standard time-integration scheme in the GENE-X code is the RK4 scheme®?. The stability

polynomial that defines the stability region is given by!®
Rrka(z) =1+ ple le L (4.215)
2)=14+z+ 22+ =2+ =2* .
e 27 "6 24

The R(z) = 1 contour of the RK4 stability region has a typical “bean” shape. In Figs. 4.8
and 4.9, the eigenvalues of the total collision matrices for the different discretizations of
the LBD operator have been plotted against the stability region of the RK4 scheme. The
time steps have been approximately maximized for the given parameters. The fourth-order
scheme has a stricter requirement, with a ratio close to the ones given by the Courant
numbers in the simple criterion (4.171). In the T = 30 case, the strictest CFL criterion is
the perpendicular diffusion, suggesting time steps of Af ~ 4.24 x 1072 for the second-order
schemes and Af ~ 3.19 x 10~ fourth-order schemes to be stable. Such time steps would
be unstable according to the eigenvalue analysis. For the T = 1 case, the CFL criterion
on the fourth-order scheme would be stable, whereas, for the second-order schemes, a single

eigenvalue would cross the stability region.

This example shows that the eigenvalue analysis yields a more accurate analysis than the
simple CFL criteria in section 4.5.1. However, one condition for the analysis to apply is a

normal collision matrix. The following section will analyze the effect of non-normality.

4.5.3 Advanced Stability Analysis

In the last section, the eigenvalues of the LBD collision matrices have been analyzed. While
this method is simple and intuitive, it is only a necessary condition for the stability of the
scheme. For the eigenvalue criterion to be sufficient, the matrix under consideration must be
normal, which is not the case, as will be shown in the following. For non-normal matrices,
the pseudo-eigenvalues of the matrix should be analyzed instead!'®®. In this section, such an

advanced stability analysis is performed.
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Figure 4.6. Eigenvalues of the parallel, perpendicular, and total collision matrix for the second and
fourth-order finite difference (FD2 and FD4) and the second-order finite volume (FV) discretization.

The grid chosen is 40 x 20 in 0] X fi with extent v|| pax = 8 and pmax = 64 and parameters 7 = 1,

B = 1, T =1 and @ = 0 for electron-electron collisions. The normalization used Nref = 101 m™3,

Tref = 0.02 keV, B = 0.929 T and Ly = 0.906 m with mass normalized to the mass of a proton.
The eigenvalues are scaled by Af = 1074
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Figure 4.7. Same as Fig. 4.6 but for T = 30.
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Figure 4.8. Eigenvalues of the total collision matrix for the second and fourth-order finite difference
(FD2 and FD4) and the second-order finite volume (FV) discretization against the stability region
of the RK4 scheme (enclosed by the purple line). Time-steps chosen are listed in the box. The
other parameters are the same as in the case in Fig. 4.6, the normalized temperature is T=1.
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Figure 4.9. Same as Fig. 4.8 but for T = 30.
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Table 4.1. Degree of non-normality @, given by eq. (4.217) evaluated for the two cases given by
Figs. 4.6 and 4.7.

Case T' = 1: Case T' = 30:

‘ parallel ‘ perpendicular ‘ total ‘ parallel ‘ perpendicular ‘ total
FD2 | 0.07 0.17 0.43 FD2 | 0.003 0.008 0.020
FD4 | 0.09 0.23 0.58 FD4 | 0.004 0.013 0.033
FV 0.10 0.19 0.47 FV 0.003 0.008 0.020

Non-Normality of the Discretized LBD Operator
Considering the stability of the method of lines requires a normal matrix. To be normal,

the defining condition on a real matrix A is'™ AAT = ATA. The continuous advection-

diffusion operator is non-normal'™

173

due to boundary conditions or non-constant advection
and or diffusion coefficients'**. This property suggests analyzing the non-normality of the
matrices approximating these operators. For example, the parallel part of the second-order

finite difference discretization on a 2 x 2 grid is
T T
2X2 2%2 2%x2 2x2
L3P (L) — (L35°) L3

2

(1B +A®©) — (3B - AQ) 0

0 ~ (4B +40))" + (1B - A(D))”
(4.216)

While under certain special parameter choices, the matrix IL%XHQ can be normal, it is certainly
not the case in general. There are several different quantifications of the non-normality of
matrices!™. One of the most basic ones measures the violation of the defining condition,

Qn(A) = [|[AAT — ATA|2, (4.217)

where [|Al|r = (3 [Ay]?)*/? is the Frobenius norm. For example, Table 4.1 shows these
numbers for the two cases considered in Figs. 4.6 and 4.7. In these cases, the total colli-
sion matrices have a higher degree of non-normality than the individual parallel and per-
pendicular ones. Further, one can observe that the degree of non-normality is lower for
the diffusion-dominated case, consistent with the behavior expected from the continuous

advection-diffusion operator!'”.

The dependence on the velocity space grid can be seen in Figs. 4.10 and 4.11. First, the ex-
pected growth of non-normality with the number of grid points can be observed, in agreement
with the literature!”™. Second, in the range considered, the non-normality seems dominated
mainly by the perpendicular contributions. The scaling for the total collision matrix flattens
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for a small number of parallel grid points. Further, a kink in the parallel contributions for the
finite difference schemes is observed at N = 12 due to the matrix coefficients having numbers
such that approximately Lyp | ~ D + S, where D is diagonal and S is skew-symmetric. This
outlier is an example of a “lucky shot” where the matrix became almost normal (however,
only for the parallel part of the finite difference schemes for a single temperature value and
grid spacing).

The measure of non-normality (4.217) used above is helpful to check if a matrix is non-
normal (which is the case for the discretized LBD operator). Further, the dependence of
non-normality with different parameters can be analyzed. However, a scalar measure of
non-normality is not sufficient, and one must check separately for each matrix if there are

consequences for the numerical stability!”.

Pseudospectra of the Discretized LBD Operator

The theory of using pseudospectra for the stability of the method of lines can be found in
Ref. [175]. Here a summary is given. A number z € C is called an e-pseudo-eigenvalue of
a matrix A if z is an eigenvalue of A + [E, where E is a perturbation matrix with L2-norm
||E|]2 < e. For normal matrices, the pseudo-eigenvalues will form balls of radius e around
the eigenvalues, whereas, for non-normal matrices, the pseudo-eigenvalues can form much
larger regions. Even if an eigenvalue lies inside the region of stability of the time integrator,
the discretization may become unstable if the matrix is highly non-normal. Standard cases
that experience this behavior are, e.g., the first order upwind scheme as well as spectral
discretization methods!™17*,

In the previous section, it has been shown that the discretized LBD operator is non-normal.
In the following, the pseudo-eigenvalues will be analyzed. For brevity, only the finite volume
collision matrix is considered. The small parameter € can represent errors in calculating
temperature and mean flow, as these determine the entries in the collision matrix. As such,

it is of interest if the stability of the discretization is affected by these discretization errors.

The full-discretization is written as "' = G(AtL(A?))f" := A(At)f", where n labels the
discretized time, L is the collision matrix and G(w) is a function that characterizes the time

175 173

integration' . For example, for the RK4 scheme' ",

1

GREYALL) =1, + AtL + ;(At)z}lf +5

(AL)PL3 + 214(At)4}L4, (4.218)

where I, is the unit matrix with the same size as L. Since A(At) is applied repeatedly on
the distribution function vector to advance it in time, the total time evolution can be seen

*In the standard cases the upwind scheme is typically combined with explicit Euler and the spectral
methods with third order Adams-Bashforth time integrators.
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Figure 4.10. Dependence of the degree of non-normality (), on the number of grid points for the
parallel, perpendicular, and total collision matrix for the second and fourth-order finite difference
(FD2 and FD4) and the second-order finite volume (FV) discretization. The left plot shows a
scaling in the parallel dimension (for fixed M = 10), the center one in the perpendicular dimension
(for fixed N = 10), and the right scaling for both dimensions simultaneously. The parameters are
the same as in the case in Fig. 4.6, the normalized temperature is T=1.
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Figure 4.11. Same as Fig. 4.10 but for 7" = 30.
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as applying the N;-th power of A(At) on f, where N, is the total amount of time steps. This
fact is only the case if the coefficients are constant. Otherwise, A(At) must be re-evaluated at
each time step. In the following, the former case is assumed. The discretization is defined as
Lax-stable if the powers of this matrix are bounded [|A(A¢)"|| < C for all n and sufficiently
small At, such that 0 < nAt < Ty for t € [0, Tinax] where C'is a constant'™. This criterion
is necessary and sufficient for stability™.

The theorem that connects a discretization’s Lax-stability with the discretized operators’
pseudo-spectrum has been established and proven in Ref. [175]. The version applied on
one-step time integrators is summarized in the following (Theorem 7.1 within Ref. [175]). If
the matrix powers are bounded ||A(At)"|| < C for all n > 0, then the e-pseudo-eigenvalues
{2z} of AtILL(At) lie at most within a distance of order e away from the region of stability
of the time integration scheme. In other words dist(z.,S) < Che for all € > 0. Further,
this implies that the power bound will depend on either the number of spatial grid points or
on the number of time steps performed via ||A(A?t)"|| < Csmin(N,,n), where N, = N,.(At)
exemplarily denotes the space dimension chosen for a given time step. For the theorem
to hold, S must be bounded, and G'(w) must not be equal to zero at the boundary of S,
which is fulfilled for the RK4 scheme. Further, the family of matrices {AtL(At)} must
be uniformly bounded, a condition which can be met for the LBD operator by choosing at
least Afi ~ Ad) ~ At. The constants C, Cy, C3 depend on the number of grid points or
time steps. The above condition is formulated for an infinite maximum time. It can be
relaxed to 0 < nAt < T.x by using Coe + Cy At as the upper bound for the distance of the

pseudo-eigenvalues from the region of stability!™.

Fig. 4.12 shows an example of the pseudo-spectra for the perpendicular part of the finite
volume version of the LBD operator with parameters T =1, L, =64, M = 32 and At =
4 x 107* (other parameters are the same as in the cases before). The continuous lines show
bounds of the pseudo-spectra computed with the pseudopy'”” package based on algorithms
in Ref. [173]. The markers show a way to estimate the pseudo-spectra by evaluating the
eigenvalues of the perturbed matrix L+IE, where E is a random complex matrix with L2 norm
||E||2 < e. It is constructed using normally distributed random numbers with zero mean and
standard deviation of one. Real and imaginary parts of each matrix entry use independent
random numbers, and the total matrix is scaled such that its L2 norm is equal to e. This
method does not create all possible matrices with norm e. Thus not the whole region within
the continuous lines is filled. The algorithm computing the bounds on the pseudo-spectra
becomes very slow for matrices of dimension 100 or more. In contrast, the estimation via

random matrices can still be used with larger matrices.

*And also for convergence as At — 0, given that the discretization is consistent. This additional relation
is called the Lax Equivalence Theorem'7®.
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Figure 4.12. Eigenvalues (black crosses), some pseudo-eigenvalues (colored crosses), and bounds
on the pseudo-spectra (continuous lines) for the perpendicular finite volume collision matrix. Pa-
rameters are T = 1, M = 32 and Af = 4 x 10~ with the other relevant ones being the same as in
the case in Fig. 4.6. The three subplots show the different e-pseudo-spectra, and the box indicates
the degree of non-normality (4.217). The pseudo-eigenvalues (colored crosses) are calculated using
100 perturbed matrices.

Additionally, Fig. 4.12 shows a case where the non-normality of the matrix has a significant
effect. While all the eigenvalues are real-valued, the pseudo-eigenvalues have substantial
imaginary eigenvalues, and further, the extent on the real axis is increased. This discretization
is time-stable with the RK4 scheme as a time integrator. For the explicit Euler scheme, on
the other hand, the eigenvalues would be within the stability region, a unit circle centered
at -1. In contrast, the pseudo-eigenvalues exceed that boundary even for small e. One can
see that the distance between the boundary of the stability region and the pseudo-spectra is
not of O(e). Thus this discretization is unstable, providing a simple example of where the
eigenvalue analysis fails. The instability can be remedied by choosing a smaller time step.
However, it would not be clear from the eigenvalue analysis why the time step is restricted.

The previous (simplified) case showed how the eigenvalue analysis might fail in certain cases
to predict stable time steps of a discretization. Next, the full collision matrix with an RK4
time integrator is considered. Fig. 4.13 shows the power norm of the matrix A(Af) under
consideration for the Lax-stability of the discretization. The time steps have been chosen to
be approximately maximal while keeping all eigenvalues within the region of stability of the
RK4 time integrator (Table 4.2). As the number of grid points increases, the power norm
grows significantly, reaching a maximum at N x M = 32 x 32*. However, increasing the
number of grid points further does not result in an unbounded growth of the power norm.
This behavior can be explained by considering the (approximate) pseudo-spectra shown in
Fig. 4.14. One can observe that for N x M = 32 x 32 grid points the ¢ = 10~7 and potentially
the e = 107 pseudo-eigenvalues exceed the stability region of the RK4 scheme. This results
in a transient growth'™ in the order of up to 10%, as observed in Fig. 4.13. Due to the
high computational cost of computing the pseudo-spectra, only the approximate method is

*This has been tested against other grid sizes such as 31 x 31 or 33 x 33.
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Table 4.2. Values of the time step used for different grid sizes in Fig. 4.13.

N x M [ 16x 16 | 28 x 28 | 32 x 32 | 36 x 36 | 48 x 48 | 64 x 64

Aij10* | 16432 | 89 | 7.06576| 43 | 202 | 1.049
109_
—_— N XM=16X16
—— NxM=28x28
1071 —— N xM=32x32
—— N XM=36%36
= s — N X M=48%48
S 107y —— N XxM=64x64
d
<
103_

101_?
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Figure 4.13. Power norm of the total finite volume LBD collision matrix A(Af) = G(At Ly (At))
for different grid sizes. The time steps are given in Table 4.2. All other parameters are the same as
in the case in Fig. 4.6.

used. The exact pseudo-eigenvalues are larger, as can be seen by comparing the growth of the
N x M = 28 x 28 curve in Fig. 4.13 with its approximate pseudo-eigenvalues in Fig. 4.14.
However, observing pseudo-eigenvalues outside the stability region is sufficient to identify

stability issues.

The stability issue is confirmed in a test where the collision matrix is applied on the anisotropic
distribution function f = a;7=3/2 exp (—(@H +0.3)%/ay — ﬂé/ag)). The parameters are cho-
sen such that the moments of this distribution are 7 ~ 1 and 7' ~ 1*. While for the
N x M = 28 x 28 case, no stability issue is found within 500 time steps (which covers ap-
proximately the temporal range in Fig. 4.13), the N x M = 32 x 32 case experienced a
numerical instability after 264 time steps, followed by an abrupt ending. Using only 90% of
the maximal time step given by the eigenvalue analysis leads to a stable simulation.

The apparent reason for this peculiar behavior of the discretization is the fact that the

character of the LBD collision matrix changes from advection to diffusion dominated (see

*The numbers are a; = 9.16, as = 0.7 and a3 = 0.4 for the N x M = 28 x 28 case and a1 = 3.16, as = 0.9
and az = 0.55 for the N x M = 32 x 32 case. Further, a mean flow is used. The collision operator has been
applied with conservative corrections and nonlinear coefficients, where the moments are calculated at each
time step and RK4 stage.
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Figure 4.14. Eigenvalues and approximated pseudo-spectra of the total finite volume LBD collision
matrix for different grid sizes. Parameters are explained in the caption of Fig. 4.13. The degree of
non-normality (4.217) is shown in the box. The purple line shows the stability region of the RK4
time integrator. The pseudo-spectra are approximated with the method shown in Fig. 4.12, using
100, 10, 10, 10, 5, and 5 perturbed matrices, respectively.
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eigenvalues in Fig. 4.14). The shape of the pseudo-spectra seems to be relatively bounded
on the real axis, except for the case N x M = 32 x 32, for which Aji = 2 given M = 32 and
[max = 064. In that case, the advective and diffusive terms are balanced in the perpendicular
part of eq. (4.211). This is the case with the highest non-normality*. An interesting fact
is the concentration of eigenvalues at large negative real values in this case, distinguishing
it from the N x M = 36 x 36 case, where the spectrum looks very similar. However, the

eigenvalues are more concentrated at smaller real values.

The final point is that Fig. 4.13 suggests that the discretization is Lax-stable for the given
parameters within the range of grid sizes considered. Since the maximum of the power
norm does not seem to grow with larger grids, it can be bound by a constant independent
of the number of grid points or time steps. However, in the choice of the time step, care
must be taken not to excite instabilities, especially in conditions where the operator has
a mixed advective-diffusive character. A pragmatic approach is to estimate the possible
time step with the eigenvalue method, take some “safety factor” like 90% (especially when
the spectrum indicates a mixed advective-diffusive character), and try for some hundreds of
steps. For realistic simulation cases, where several hundreds of thousands of real-space points
with different parameters (density, temperature, magnetic field) are present, analyzing each
parameter set individually is not practical. In such a situation, carefully chosen cases with
extremal parameters may be investigated instead.

4.5.4 Advanced Time-Stepping Schemes

So far, this section has covered the stability of the discretized collision operator only. The
target application cases consider the gyrokinetic Vlasov equation and the collisional part.
Thus, the stability of the complete discretized equation needs to be considered. In practice,
the stability analysis of the discretized Vlasov part is non-trivial due to the complexity of
the operator (see Ref. [62] for the full discretized Vlasov operator). Further, compared to
collisions-only, the dimensionality of the full problem increases rapidly due to the necessary
inclusion of real-space dynamics. The scaling of the problem leads quickly to matrices with

dimensions of 10%, making a detailed stability analysis impractical.

On the other hand, performing a detailed stability analysis for each case is often unnecessary.
Given a time-stable collisionless simulation (found using estimations with the CFL criterion
for that problem®?), collisions will most likely restrict the maximum time step possible. The
consideration from section 4.5.2 can explain this. Supposing the discretized Vlasov part
has eigenvalues close to the stability boundary, adding collisions will shift these outside the

*Although the N x M = 28 x 28 case has the same non-normality, the impact on the stability is less severe
due to the shape of the pseudo-spectrum. In this case, the single measure of non-normality is insufficient to
provide a detailed prediction of the behavior of the matrix.
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stability region, requiring a decrease in the time step to keep the simulation stable*. Such a
global decrease in the time step makes collisional simulations very expensive, despite using
a relatively simple and computationally cheap collision operator. This potential decrease
in time step motivates a splitting between the time evolution of the collisionless and the
collisional processes in the simulation. Ref. [160] provides an overview of different splitting
methods.

Strang Splitting
The method of Strang splitting!™ is an accurate second-order technique to split the time
evolution of an operator into two parts®,

T(A)f, = (frc (f) o Ty (Al) o To <A2t> ) £ (4.219)
where T denotes the total time evolution operator and 7¢ and 7Ty the time evolution due to the
collisional and Vlasov part respectively. In this notation, applying 7 (At) on the distribution
fo will advance it by time step At. Thus, the splitting will apply the two operators T¢ and
Tv consecutively on the distribution function. The collisional and collisionless time evolution
are split, and the time step At has to be chosen such that both operators are individually
stable. As an effect, the stricter time step criterion will apply to the total time evolution. In

two consecutive applications of the total time evolution operator, the collisional steps can be

combined
T (A1) fo = (Tc <A2t> o Ty (At) o Te <A2’5> o T <A2t> o To (A o T <A2t> )fa,
- (TC <A2t> o Tv(At)oTc (At) o Tv (At) o Te (A;) )fa. (4.220)

Although this seems computationally beneficial, there are two drawbacks. First, algorithmic
changes would be required for the first and last and for all the time steps where diagnostics
are written to file. Second, while in the not-combined case, the collisions need to be stable
concerning time step At/2, in the combined case, the requirement is stability for At. Despite
splitting the collisional and collisionless parts, a reduction in At due to the stability of the
collision operator will also reduce the time step of the collisionless part. Since the LBD
collision operator is relatively cheap computationally, keeping the separate evaluations with
the time step At/2 is beneficial.

The current default time stepping scheme in GENE-X using LBD collisions is Strang splitting
with RK4 for both the Vlasov and the collisional part. In principle, both operators can use

*The simple picture shown here is only strictly valid if the Vlasov part is independent of vj|.
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different time integrators. In practice, RK4 is chosen for the collisional step due to the large
extent of the stability region on the imaginary axis. As shown in the previous sections, this
allows for simulations in both advective and diffusive regimes of the collision operator.

RKC Schemes

A possible alternative time integrator for the collisional part of the gyrokinetic equation could
be provided by the family of Runge-Kutta-Chebyshev (RKC) schemes'®®. Here, the stability
region is determined by Chebyshev polynomials of first kind T (see Ref. [135] §3.11(ii)).

The stability region is given by!®

SREC(2) = T,(1 + 2/5%), (4.221)

where s is the order of the scheme and z € C. These polynomials have the issue that for
s > 0 “knots” along the negative real axis exist, where the extent of the stability region
on the imaginary axis is zero (see Fig. 4.15 grey dashed line). For perfectly diffusive prob-
lems described by normal operators, this would be sufficient. However, any small imaginary

eigenvalue will lead to instability. Thus, a modified version exists'%
To(1+n+wz) Ts(1+1n)
SRKC 2) = S , w = —sv U , 4.222
=1 (=) Ts(1+n) T/(14n) ( )

where T!(z) = 0T5(2)/0z and n is a damping parameter®. The effect of this damping is an
enlarged imaginary stability region close to the knots of the undamped region of stability for
the price of a reduction in the extent along the negative real axis (compare the grey dashed
against the dotted line in Fig. 4.15). The choice of n will also depend on the non-normality
of the collision matrix since, for diffusion-dominated problems, the pseudo-eigenvalues may

have substantial imaginary parts (see previous section, in particular, Fig. 4.14).

The combination of Strang splitting with RKC time integrators for the collision operator was
investigated in Ref. [179] for a similar problem. There, a computational benefit was found
due to the diffusive nature of the collision operator used. The same observation is made
in a diffusive regime for the LBD collision operator, as shown in Fig. 4.15 (right). Here,
a second-order RKC scheme could improve the possible time step by ~ 2.86 (compared to
Fig. 4.9). However, for an advection-dominated case, as in Fig. 4.15 (left), the maximal time
step is restricted due to the smaller extent of the RKC2 stability region along the imaginary
axis. Thus, advanced schemes must be considered for the application in real space domains
where both cases happen simultaneously (such as the edge and SOL region of fusion devices).
Possibilities include advanced RKC methods'®® or implicit-explicit (IMEX) (or IMEX-RK)

160,181,182

schemes using Jacobian-free Newton-Krylov methods!®? to solve the implicit part of

*The definition in Ref. [160] is slightly different, there the choice wy = 1 + €/s? corresponds to 1+ 7 in
this work.
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Figure 4.15. Eigenvalues of the discretized finite volume LBD collision operator for the advective

A

(T = 1) and diffusive (T' = 30) cases with all other parameters given in the caption of Fig. 4.6.
The time step is maximal within the RKC2 (s=2) stability region with damping = 0.01 (orange
line). For comparison, the RK4 stability region and RKC2 with two different damping parameters
are given.

the time evolution (such as used in Ref. [165]). For the applications in this work, using the

RK4 scheme for the collisional part is sufficient.

4.6 Performance Analysis

The parallelization in the high-performance code GENE-X is based on a hybrid OpenMp!84

(open multi-processing) / MPI'® (message passing interface) approach®. The ¢, v, p and a
(species) dimensions of the computation are parallelized across multiple compute nodes with
MPI, while the remaining RZ dimension is parallelized across multiple cores (processors) with
OpenMP. The implementation is very flexible, allowing any distribution of MPI processes along
the four dimensions just mentioned, also using multiple MPI processes per compute node (e.g.,
one per socket) if desired.

Since typical simulations with GENE-X consume computing resources in the range of millions

of core-hourg® 112

, implementing the newly developed collision operators must be highly
efficient. The following section presents a performance analysis, considering only the finite

volume version of the LBD collision operator.
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4.6.1 Node-Level Performance

First, the performance on the level of a single compute node is analyzed. The results can
be used to detect possible inefficiencies that may lead to an overall slowdown of the code.
The analysis is performed with the use of the roofline model'®® (additional details are given
in Ref. [62]). To summarize, the performance in terms of floating point operations per
second (FLOPS) and the memory bandwidth in GB/s are measured. The performance is
plotted against the arithmetic intensity in FLOP /B (often also denoted as FLOP /Byte). The
memory bandwidth limits applications with low arithmetic intensity, whereas applications
with high arithmetic intensity are limited by the possible amount of floating point (FP)
operations. These two limits together form the shape of the roofline.

For this purpose, a benchmark program will apply the parts of the code to be analyzed over 20
times on a distribution function f, = 1. The code is compiled with the Intel Fortran compiler
version 19.1.1, and the benchmark program is executed with the Intel Advisor 2022.3 toolkit
that analyzes the execution and provides the data of interest. The benchmark is run on a
single node of the Cobra supercomputer at the Max-Planck Computing and Data Facility
(MPCDF), featuring two Intel Xeon Gold 6148F processors (SkyLake architecture) with 20
cores of 2.4 GHz clock rate and 27.5 MB L3 cache each. The number of OpenMP threads used
is 40, the same as the number of cores per node available.

The chosen problem is of dimension (RZ X ¢ X v x pr X a) = (131126 x 4 x 20 x 2 x 2),
representing the typical load of a single compute node in a production run distributed among
320 nodes. The total amount of grid points is approximately 42 million, resulting in arrays
of size 335 MB without ghosts. With four ghost points in ¢ and v and 2 in pu, the total
number of points is 201 million, with array sizes of 1611 MB. Thus the distribution function
does not fit into the L3 cache, and the performance is expected to be either limited by the
bandwidth of the DRAM (the memory entity next in size) or by the number of FLOPS that
can be performed.

The benchmark includes the BGK and LBD collision operators as well as the velocity space
moments (MOM) and, for reference, the linear combination (LC) (y = ax; + bxs) and AXPY
(y = ax + y) operators. All computations have been performed with double precision.
Fig. 4.16 shows the result of the benchmark program in the form of the roofline model. First,
the two reference operators, LC and AXPY, reproduce results from Ref. [62]. As expected,
they are clearly bound by the DRAM memory bandwidth of approximately 210 GB/s due
to the low arithmetic intensity of the operators. While the BGK and the MOM operators
have approximately the same arithmetic intensity, the former has a memory bandwidth of
approximately 846 MB/s and 150 GFLOPS against 584 MB/s and 105 GFLOPS*. The

*The memory bandwidth reported in Intel Advisor is the memory transferred between the CPU and the
L1 memory subsystem.
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Figure 4.16. Roofline model of the performed benchmark described in the main text. The lines
show the performance bounds given by the L3 bandwidth (970 GB/s), DRAM bandwidth (209
GB/s), and scalar add peak (190 GFLOPS). Other hardware limits that extend beyond the plot
limits are not shown. The points represent the results for the BGK, MOM, and LBD operators and
reference results for the linear combination (LC) and AXPY operators. The size of the points is
scaled by the elapsed time spent in the operators.

memory traffic is close to the L.3 memory bandwidth of approximately 970 GB/s, indicating
that the operators most likely benefit from cache re-usage. The LBD operator has a higher
arithmetic intensity due to stencil operations. Its memory bandwidth is 322 GB/s with
151 GFLOPS. The BGK and MOM operators do not use ghost points compared to the
LBD operator. The execution of the BGK, LBD, and MOM operators is vectorized with an
approximate vectorization efficiency (estimated gain per vector length, vector length is four
here) of 100%, 88%, and 99%, respectively.

4.6.2 Parallel Efficiency

The second part of the performance analysis considers the scaling of the code with an increas-
ing number of compute nodes. An application is parallelized by splitting the computational
domain into sub-domains distributed over several compute nodes. The application considered
here uses stencil operations to calculate derivatives, meaning that part of the data required
to calculate the derivative at a sub-domain boundary is located at a different compute node.
These points are communicated via ghost exchange. The library used to implement this
approach is MPI. Since the ghost exchange is already required in the collisionless code, its
contribution is factored out from the following analysis. Nonetheless, there is additional

communication between compute nodes that are required. Calculating integrals over veloc-
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ity space requires splitting sums into partial sums that are performed on each compute node.
At the end of summation, the individual results must be collected across different compute
nodes. This operation is called reduction. Such operations are performed when calculat-
ing the velocity space moments and the velocity space boundary sums in the conservative
corrections of the finite volume LBD operator. These operations will be analyzed.

In the following, a strong scaling is performed, which means that the problem size is kept
fixed while the number of nodes is increased, resulting in an expected decrease of runtime!®”.
Since the ¢ and « dimensions are orthogonal in the computation of collisions, these will not be
considered in the scaling. Further, the BGK operator does not contain stencil operations and
is not dependent on ghost exchange. Hence ideal strong scaling is assumed, and no analysis
is performed. For the LBD and MOM operators, a domain size of (RZ x ¢ x v X i X o) =
(261121 x 1 x 64 x 32 x 2) is chosen, resulting in approximately one billion points and arrays
of size 8.5 GB. With ghosts, the array size increases to 48 GB. Since multiple instances need
to be stored due to the RK4 time integration, the Cobra supercomputer’s fat partition must
be used for the run on a single node. All other runs used the standard partitions with the
same CPUs as in the node-level performance analysis. The Cobra supercomputer features an

OmniPath network connecting the compute nodes with memory bandwidths of 100 GB/s.

First, a scaling only in the v dimension is performed, and the contributions to the runtime
by computations and reduction operations are analyzed. Figure 4.17 shows that for a small
number of compute nodes, the communication part is negligible, and the scaling of the
total (computation plus communication) time per time step is nearly ideal. With a more
notable amount of compute nodes, the total scaling deviates from the ideal expectation due to
increased required communication since the pure computation time still scales almost ideally.
The communication in the MOM operator starts to dominate the overall computational cost
when more than four compute nodes are used. Because the LBD operator has a higher
computational intensity, the effect of communication is not as strong. The scaling performed
here exhausted all available dimensions of the problem. As a result, the ratio of ghost to grid

points is 4:1.

Next, the parallel efficiency of the implementation is of interest. Keeping the problem size
fixed, doubling the number of processes should ideally result in half the computational time
required. Due to Amdahl’s law'®® the ideal speedup will be diminished due to serial parts in

the program. The speedup used here is defined as'®7,

sp(n) = —, (4.223)

where ¢; is the execution time on one process and t,, on n processes. The parallel efficiency'®”
n(n) = sp(n)/n is a measurement of how efficiently the program is parallelized. This quantity
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Figure 4.17. Time per time step for the strong scaling of the LBD and MOM (velocity space
moments) operators in the v| dimension. The contributions due to computation and communication
are shown separately. The black dotted line indicates the ideal scaling. The fraction of runtime
(per time step) for computation and communication is shown on the right.
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will be different for each test case due to runtime fluctuations. Thus an average efficiency is
of greater interest. This number is obtained by fitting a function,

sp(Njj, Nu) = erN,/' NI, (4.224)

to the results obtained from a 2D strong scaling in the two velocity space directions. Here
n and 7, denote the efficiency when parallelizing along the v or p dimension and ¢; is an
irrelevant constant. This function is a natural choice since doubling the number of processes

in one dimension would ideally result in double the speedup.

The scaling tests have been performed on the same hardware as before, scanning the 2D
parameter space selectively with up to 512 compute nodes. Figs. 4.18 and 4.19 show the
results of a 2D strong scaling for the computation only and the total (computation plus
communication) part, together with efficiency fits. The fits have been performed with the
nonlinear least squares method and the Levenberg-Marquard algorithm'®”. The results con-
firm the previous observations from the v} scaling. The computational part scales nearly
ideal (~94-96%), whereas the communication lowers the overall efficiency to ~65-74%. For
currently performed production runs, the runtime spent in communication is tolerable, since
typically the number of v)| and p processes is around 2 and 10, respectively”. For future
production runs with more than 1000 nodes, more processes in the velocity space dimensions
must be used (due to the exhaustion of the ¢ and « dimensions), and further performance

optimization may be required.

*Using a total of 320 compute nodes with 16 and 2 processes in ¢ and « respectively, with one process
per socket.
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Figure 4.18. 2D strong scaling of the computational part of the LBD operator. The points
show the measured results and have the same color along constant N, and the same symbols along
constant V. The orange plane shows the fitted function (4.224) with parameters given in the box.
The bottom shows two different projections of the 3D plot, where the individual v)| or p scalings

can be analyzed.
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Figure 4.19. Same as Fig. 4.18 but for the total (computation plus communication) LBD operator.
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4.7 Chapter Summary

In this chapter, the technical part of this thesis has been covered. First, the quadrature
schemes have been improved, resulting in a better evaluation of the velocity space moments
of the distribution function. Second, a basic finite difference (FD) discretization and an
advanced conservative finite volume (FV) of the LBD operator were developed. A unique
scheme to achieve the conservation of momentum and energy up to machine precision has
been developed. Third, both discretizations have been verified, and the advantages of the FV
version have been analyzed. Due to the enhanced conservation properties, the F'V version can
be used with much smaller grids while still being stable in contrast to the basic FD version.
Fourth, the stability of the discretizations has been investigated, providing approximate
criteria on the maximal time steps possible. Further, an advanced time-stepping scheme
(Strang splitting) has been implemented and shown to be advantageous in the simulation
of collisional kinetic equations. Fifth, the discretization presented has been implemented
in a high-performance code. The node level performance and a strong scaling of the MPI

parallelization have been provided.

The conservative finite volume discretization and the two verification studies have been pub-
lished in Ref. [58].
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Chapter 5

Collisional Gyrokinetic Simulations of
the TCV Tokamak

In this chapter, the previously presented collision models will be used in the GENE-X code to
perform gyrokinetic simulations of edge and scrape-off layer (SOL) turbulence of the “Toka-
mak & configuration variable” (TCV)'. The results of a validation study are presented,
where the collisionless, BGK, and LBD models were used in three individual simulations.
The validation considers the plasma profiles, power balance, and scrape-off layer fall-off
length. The turbulence observed is analyzed and characterized using Fourier and trapped
particle diagnostics. At the end of this chapter, an alternative, optimized implementation of
the LBD operator using a formulation based on the perpendicular velocity is used to com-
pare a simulation with lower resolution against the reference from the TCV validation. The
validation and turbulence characterization results have been published in Ref. [59].

5.1 Validation against TCV-X21

The difference between verification and validation can be summarized as follows. Verifica-
tion checks if a computer code (or simulation) implemented the equations given by a model
correctly, whereas validation checks if the implemented model describes the physical reality

191 For example, section 4.4 presented a verification of the imple-

(i.e., experiments) correctly
mentation of the collision models by checking against known properties of collisions, such as
conservation and relaxation. By passing such a check, it is inherently unclear if the collision
model under consideration is sufficient to describe processes observed in the experiment, such
as, for example, neoclassical physics. Thus, the way of addressing the degree to which the

collision model describes the experiment in a particular application case is validation'®. In
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the following, the collisionless, BGK, and LBD collision models are used for the simulation
of micro-turbulence and validation against the experiment.

3462 55 well as a

The collisionless part of the GENE-X code has passed several verifications
first validation, together with simulations including BGK collisions, in the ASDEX-Upgrade
(AUG) tokamak!''?. The AUG validation has shown that including collisions improves the
agreement with the experiment. Besides that, two GRILLIX simulations without'®? and
with!?® neutral gas physics provide strong indications that neutral gas dynamics heavily
influence the chosen experimental case. These findings suggest that the current model in
GENE-X should be extended to include neutral gas dynamics in future model improvements.
Nonetheless, it is interesting to see if the current model in GENE-X can describe plasma micro-
turbulence in experimental cases with little influence by neutral gas. Further, the question
arises as to which degree collisions are required in such simulations, focusing on the edge and

SOL region.

In the following, the experimental case called “TCV-X217' will be used for validation. It
was developed as an edge turbulence reference case, minimizing the effect of neutral gas
dynamics and making simulations cheaper using a smaller magnetic field (since the real
space resolution depends on the Larmor radius, which is larger for smaller magnetic fields).
The original validation study has been performed in Ref. [194] and compared simulations
by three different fluid turbulence codes, GRILLIX!!%192:195,196 " GBgI97.198 a1q TOKAM3X!99-200,
The original study’s results are publicly available in Ref. [201]. Additional details can be
found in Ref. [202].

5.1.1 Simulation Setup

The setup of all three simulations is described in detail in Ref. [59]. This section provides
a summary of the most important points. Due to the shared approach of GRILLIX and
GENE-X of treating the complicated X-point geometry, the same magnetic equilibrium as in
the GRILLIX simulations'* can be used (Fig. 5.1). The grid in RZ is built with AR = AZ ~
1.23 mm, resulting in 200657 points. In the toroidal direction, 32 planes are used, and the
velocity space is discretized with (n,, x n,) = (80 x 20) points for the collisionless and BGK
simulation and 60 p points for the LBD simulation. The total number of grid points is thus
~20 billion for the collisionless and BGK and a60 billion for the LBD simulation (without
ghost points). The real space domain is chosen to cover the region from poloidal flux surface
label ppo € [0.74,1.1]. The velocity space bounds are O max = 8 and fipma = 64, with a
symmetric grid in parallel velocity and magnetic moment grid starting at 0. Quadrature
schemes are used as mentioned in section 4.1, Simpson in v and Gauss-Laguerre in y for the
collisionless and BGK simulation and midpoint in both dimensions for the LBD simulation.
The reference parameters used for the normalization are L, = 0.906 m, B, = 0.929 T,
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Figure 5.1. Geometry of the simulations given by flux surfaces, the separatrix, and the device
wall. The simulation uses the outboard midplane (OMP) for profile comparisons. The Thomson
scattering (TS) line of sight (LoS) shows the location of the experimental measurements'®*. Taken

from Ref. [59].

Tret = 0.02 keV and ne¢ = 102 m™3. The derived reference parameters read c,or ~ 43769 m/s,
Pref = 4.9 X 107* m, Brer ~ 9.33 x 107° and coll _ref =~ 0.628. For the collision operators,
a floor value of 0.25 in normalized density and temperature is used because the numerical
scheme in GENE-X is not positivity preserving, and spurious negative values of the distribution
function may occur, resulting in unphysical (negative or imaginary) collision frequencies. The
plasma species simulated are electrons and deuterium ions, with masses of M, ~ 1/1830 and

m; = 2 respectively.

The simulation is initialized with a canonical Maxwellian!0°-112,203,204

distribution, with pro-
files given by Fig. 5.2. For time integration, RK4 is used with time step Af = 4 x 10~* for
the collisionless and BGK simulation, chosen by trial and error starting from an estimation
with the CFL criterion given in Ref. [62]. For the LBD simulation, Strang splitting (with
RK4 for the Vlasov and collisional part, see section 4.5.4) is used with a decreased time step
of At = 2 x 10~*. Due to the splitting, the collisional step is effectively performed with

At/2 = 10*, being close to the stability limit of the RK4 integrator for the case where the
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Figure 5.2. Initial profiles of the simulations. Taken from Ref. [59].

perpendicular diffusion is most unstable in the simulation domain*. The advective part of
the LBD operator imposed no further restrictions since the lower limit of the temperature
was chosen around 25 eV to stabilize the initial condition (see Appendix A in Ref. [59]). The
simulations are performed until the turbulence reaches a quasi-stationary state (Fig. 5.3),
which is approximately achieved after 85k, 53k, and 110k time steps for the collisionless,
BGK, and LBD simulation. Both collisional simulations saturate faster than the collisionless

simulation®?.

5.1.2 Profile Validation

After the simulations have reached a quasi-stationary state, the statistical properties of the
turbulence are assumed not to change, and the time-averaged plasma profiles are validated.
The results of validating the plasma profiles were presented in Ref. [59] and can be seen in
Figs. 5.4-5.6. The profiles agree well within the confined region p,, < 1 and deviate in the
SOL. The deviation is due to the Dirichlet boundary conditions that keep the distribution
function fixed at the domain boundaries of the simulation, effectively working as a heat and
particle bath. The boundary conditions compensate for local positive profile gradients that
arise due to lower density or temperatures than the boundary value. In principle, one can
think that the profiles, while fixed at the left and right boundary, are free to evolve to any
shape in between the boundaries. As discussed in Appendix A of Ref. [59], the choice of the
SOL density and temperature values is due to the stability of the initialized equilibrium of

*This point is chosen where the real space dependent factor in eq. (4.169), B/(vapTus) ~ E’\Ff’/ﬁ has a
minimum. Approximate values at this point are 7 = 1.59, T, = 5.23 and B = 0.86. Using these parameters,

an eigenvalue stability analysis (section 4.5.2) is performed, with the smallest negative real eigenvalue of
—2.305 (83% of RK4 stability boundary).
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Figure 5.3. Time traces of the OMP density and ion temperature at a point close to the separatrix
(Ppol = 0.9996). Taken from Ref. [59].

the simulation. Lower values did not lead to a stable initial state, and other equilibrating

95 For the future, an improved initial

dynamics happen before the onset of turbulence?
state resulting from neoclassical simulations would be beneficial to simulate in realistic SOL
conditions. Such a procedure is described in, e.g., Ref. [32]. The additional diffusion applied
in the buffer zone will dominate the dynamics at the domain boundaries. Results in these

regions are thus not considered physical and not considered in the validation.

One of the main results is given by the validation of the electron temperature (Fig. 5.5),
where the most advanced collision model, the LBD operator, reproduces the profile observed
in the experiment within the error bars. The profiles can be imagined to be fixed only at
the boundaries, leaving the shape free to evolve from the initial state given in Fig. 5.2.
Further, only a minimal set of input parameters is used in the simulation (the values set
at the boundaries in addition to the magnetic equilibrium) in contrast to 0f simulations
where the experimental background profiles have to be prescribed”®. Another result concerns
the electron temperature profile, which is too high in the edge and SOL, consistent with
previous simulations in AUG!2. This behavior is because trapped electrons cannot undergo
collisional cooling in the collisionless simulation®®. In other words, the collisional interaction
with passing electrons that can take the excess energy to the divertor plates in the open
field line region is missing. Thus the trapped electrons drift radially outward to the wall,
keeping their energy, resulting in the observed temperature profile being too high. Finally,
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Figure 5.4. Density profiles along the OMP from the three GENE-X simulations using different
collision models. The profiles have been averaged toroidally and temporally over 100 us, and the
shaded area shows the standard deviation. Experimental references are given by core measurements
from the Thomson scattering diagnostics and SOL measurements from the fast reciprocating probe
(FHRP)'%4. The result of the GRILLIX simulation'?* is given for comparison. Taken from Ref. [59].

a comparison with the GRILLIX simulations shows that, while GRILLIX performs very well
in the SOL, the confined region is much better described with GENE-X. The former is due to
the advanced boundary conditions in GRILLIX. The latter is because trapped electron modes
(TEMs) were found to dominate the turbulence in the GENE-X simulations®®, physics which
are currently not included in the GRILLIX model.

Additionally to the results published in Ref. [59], the density and electron temperature at
the Thomson scattering (T'S) line of sight as well as the OMP radial electric field are shown
(Figs. 5.7-5.9). First, the qualitative difference between the OMP and TS profiles in the
simulations is small, except for the collisionless electron temperature, which is higher than
in the experiment but not as much as in Fig. 5.5. The reason is that the TS line of sight
is located much closer to the X-point (Fig. 5.1) and, therefore, closer to the mirror point of
trapped electrons in the confined region and near the mirror point in the SOL. The density
of trapped particles is reduced at these radial locations and thus their contribution to the
temperature (in agreement to measurements of the trapped particle density along a flux
surface®). Second, the fluctuation amplitudes at the TS line of sight are reduced, consistent
with the expected ballooning character of the turbulence. The radial electric field shown in
Fig. 5.9 has a similar shape in all three simulations. The profiles contain alternating local
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Figure 5.5. Same as Fig. 5.4 for electron temperature. Taken from Ref. [59].
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Figure 5.6. Same as Fig. 5.4 for ion temperature. Taken from Ref. [59].
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Figure 5.7. Same as Fig. 5.4 but at the location of the Thomson scattering (TS) diagnostics (Fig.
5.1).

extrema indicating the presence of zonal flows'¥?, which can be confirmed by investigating
the video in the supplementary materials of Ref. [59]. The GRILLIX simulation agrees well
with GENE-X in the open field line region, while differences are observed in the closed field

line region.

5.1.3 Power Balance and Heat Exhaust Validation

The second part of the validation considers the simulation’s power balance and heat exhaust.
The results in this section have been published in Ref. [59]. The parallel heat flux is given
by the third moment of the distribution function

Mmavj|
4|, :/foﬂ)” 5 +puB | dV. (5.1)
and the radial E x B heat flux is approximated as®?
c
IEa ™~ 5 {Vig1 x b} Wy, (5.2)

where W, is the total energy (sum of parallel and perpendicular parts in section 3.2.5).
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Figure 5.8. Same as Fig. 5.5 but at the location of the Thomson scattering (TS) diagnostics (Fig.

5.1).
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Figure 5.9. Same as Fig. 5.4 but for the radial electric field.
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Table 5.1. Results of the validation of the power balance. The index “sep” indicates the total heat
flux crossing the separatrix and “div” the total heat flux hitting the divertor plates. The simulation
values were averaged over 100 us. The experimental values (TCV) are from Ref. [194]. The other
values have been published in Ref. [59].

TCV | No Coll [ BGK | LBD
QP /| kW 120 393.8 51.7 | 132.3
Qﬁiv / kW - 1344 92.5 | 145.0
Qﬁgm*div /KW | 381 102.2 | 54.3 | 787
Qi | kW - 32.2 38.5 | 66.3

The total heat fluxes are,
Qv =27y /d Aana0) R(O)sin (ar(1)) dL, (5.3)
< — 97 Y iéep (4maD)),, R()dl. (5.4)

Here, the magnetic field line incidence angle a; (see Fig. 5.11) is accounted for the parallel
heat flux on the divertor. Both expressions use the toroidal and temporal (100 us) averaged
heat fluxes, where the average operation is denoted as (-). The integrals go over a line with
length [ of the corresponding domains shown in Fig. 5.10. The results of the power balance
validation can be seen in Table 5.1. Using collisions improves the power balance significantly,
in agreement with the theory of hot trapped electrons leaving the simulation at the radial
domain boundary in the collisionless simulation (which was not measured here). The LBD
simulation agrees with the experiment within 10% and, as the only simulation, shows a
consistent power balance. The mismatch of the divertor power to the experiment is most
likely due to the missing neutral gas model in GENE-X, as neutrals would contribute to the
power balance by radiation!®®. Only contributions from E x B fluxes were considered for the

separatrix power here.

Not only the total amount of power deposited on the divertor plates is of interest, but also the
shape of the heat flux against the distance along the plates. Power spreading over a larger
distance reduces the overall power density on the divertor plates. The profile is typically
peaked close to the point where the separatrix hits the plates and falls off along the plate,
described by the empirically established Eich function®

2
qo S r—rg S =17
w(r) == — | — fc | — — ) )
Qaiv(T) 2eXp ((2)\) " )erc<2)\q 5 )—I—qBG (5.5)

The parameters of this function are the SOL fall-off length \,, the power spreading factor .5,

the peak heat flux qq, the background heat flux ¢ggg and a radial shift 7¢*®. The procedure
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Figure 5.10. Surfaces used for the separatrix power and the divertor heat flux measurements
performed in the validation. A closed flux surface approximates the separatrix with p,, = 0.999.
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Figure 5.11. Magnetic field line incidence angles on the divertor plates given by Fig. 5.10 in the
TCV geometry (Fig. 5.1).
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Table 5.2. Results validating the SOL fall-off length (right divertor) by fitting the 100 us averaged
simulation values with the Eich function. The first block (upper sub-table) is taken from Ref. [194].
The second block (lower sub-table) was published in Ref. [59].

TCV | GRILLIX | GBS | TOKAM3X
Ay /mm | 5.5 1.1 11.6 0.1
Right divertor: GENE-X
No Coll | BGK LBD
Ag / mm 1.34 4.68 3.75

Table 5.3. Same as Table 5.2 but for the fit of the GENE-X simulations on the left divertor.

GENE-X
Left divertor: No Coll | BGK | LBD
Ag / mm 1.88 4.98 3.50

of how this quantity is measured for the GENE-X simulations is described in Refs. [59, 112].
The divertor lineouts in Fig. 5.10 and the magnetic field line incidence angles in Fig. 5.11
are used. Fig. 5.12 shows the fits for all simulations for both divertor plates. The Eich
function describes the heat flux profiles well, and the overall fit improves by adding collisions
to the simulation. The corresponding result of the fits for the quantity of interest, the SOL
fall-off length A, are given in Table 5.2 for the right and Table 5.3 for the left divertor.
The collisional gyrokinetic simulations produce the best agreement with the experiment.
A collisional broadening can be observed, consistent with previous simulations in AUG!?2,
However, an improved match with the LBD collision model is not achieved. This finding
indicates that other physics are missing, e.g., neutral gas dynamics or improved boundary

conditions.

5.2 Turbulence Characterization of TCV-X21

This section analyzes the simulations previously presented in section 5.1. The goal is to
discover more about the underlying turbulence and compare the differences observed between
the three simulations using different collision models. The results of this study have been
published in Ref. [59]. Here a summary containing additional details is presented.

First, fluctuations of density, as well as electron and ion temperature, are considered. The

fluctuations are defined by subtracting the average over a given temporal period,

dg = : (5.6)

where g can be any fluctuating quantity of interest. Fluctuations for the density, electron,
and ion temperature are shown in Figs. 5.13, 5.14 and 5.15. All three quantities show that
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Figure 5.12. Parallel heat fluxes on the left and right divertor plates for the three simulations
performed. The individual contributions of ions and electrons are separately shown, and the total

heat flux is fitted with the Eich function. The lowermost right figure (LBD: Right Divertor) is taken
from Ref. [59].
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Figure 5.13. Density fluctuations relative to the temporal average over the last 100 us at a single
poloidal plane. Taken from Ref. [59].

the fluctuation amplitudes are highest in the collisionless and lowest in the BGK simulation,
with LBD in between the other two. Further, the fluctuations in the SOL are similar for both
collisional simulations. While the density fluctuations are not that strong in the collisionless
case, the temperature fluctuations are significant and, in fact, larger than in the confined
region. The larger temperature fluctuations are found for the electron temperature, which is
significantly too hot in the SOL, and the ion temperature.

Second, the radial profiles of turbulence parameters are of interest. Here, the gradient lengths
Ly, =1/VIn(T,) and L,, = 1/VIn(n,) can be compared to the flux surface line aver-
aged major radius (R),. This yields the normalized gradients (R), /L7, and (R), /Ly,q-
If electromagnetic effects are considered weak (as in L-mode discharges), the most dom-
inant micro-instabilities in the confined region are the ITG and TEM?"®. The former is
27 while stabilized by density gradients?®®. The
latter is destabilized by both electron temperature and density gradients?”. The ratios

destabilized by ion temperature gradients

Na = Lna/Lr. are parameters of interest. Further, TEMs are stabilized by collisional
de-trapping of trapped particles®®, thus the collisionality®® v* = (v,/¢€)/wsy should be consid-
ered. Here, e = 1/ (R>y denotes the inverse aspect ratio, approximated by an effective radius
r & reg = L/(2m), where L is the total flux surface arc length. The electron collision rate
is'0 Ve = 4v/2met In Aeene/ (3y/meT2/?) and wy, = v/evwe/(q (R),) the electron bounce fre-
quency®, with safety factor ¢ obtained by constructing a symmetry flux coordinate system
(see section 5.2.1).
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Figure 5.14. Same as Fig. 5.13 but for electron temperature.
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Figure 5.15. Same as Fig. 5.13 but for ion temperature.
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< 1.1, ITG modes

~

Fig 5.16 shows radial profiles of the turbulence parameters. Since

are considered stable in the simulations2°®.

On the other hand, the normalized electron
temperature and density gradients are high, conditions that drive TEMs. Towards the last
closed flux surface, the collisionality increases, indicating an increased stabilization of TEMs.
This fact is consistent with the current understanding of edge turbulence, wherein the edge

drift waves and, in the SOL, resistive ballooning modes become important?°.

5.2.1 Theory of Flux Surface Fourier Diagnostics

In the closed field line region, decomposing fluctuating quantities in Fourier modes along a
flux surface is interesting. This decomposition allows the identification of contributions from
large and small-scale modes. Cross-spectra and cross-phase (or phase shift) analyses can
also be performed. Using a temporal Fourier analysis, the propagation direction of a Fourier
mode can be identified. The combined information makes it possible to identify the main
linear micro-instability driving the observed turbulence.

This section summarizes the theoretical part of the flux surface Fourier diagnostics developed
in Ref. [59]. The expressions are slightly different since a modified Fourier representation is
used.

Flux Surface Fourier Spectra

The coordinate system chosen here is a field-aligned symmetry flux coordinate system (1), 05, ),
constructed such that magnetic field lines are straight?'’. The radial component 1) ~ pyo ~ 1
is given by a flux surface label, ¢ is the geometric toroidal angle, and 6, is the so-called
poloidal symmetry angle. The arc length along the flux surface can be represented by a bi-
normal coordinate y = rf,, where r = L/(2) is an effective radius obtained from the total
flux surface arc length L. For a single flux surface under consideration, this is a constant.

The Fourier representation is based on Ref. [211] and defined in terms of the bi-normal
coordinate y,

o) =5 D ke 6.7
o) =1 glype oy, 63

where g(k,) is the Fourier amplitude of a single Fourier mode with poloidal mode number m
and poloidal wavenumber® k, = m/r, and M is the number of modes under consideration.

*The location of the factor 27 is different than in Ref. [211]. Further, the fundamental wavenumber used
therein is given by kg = 1/r in this work.
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Figure 5.16. Profiles of normalized gradients (R) Y /Lq.« (q either n or T), ratios no = Lpo/L1q
and the collisionality v* in the confined region. Taken from Ref. [59].
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Any quantity given along a flux surface can be used instead of g(y) in this expression. Eq.
(5.7) accounts for the fact that, in reality, the simulation domain is discretized, and only a
finite number of Fourier modes exist.

Since the signals to be analyzed are real-valued quantities, the Fourier modes must satisfy?!!

f](_ky) = g*(ky)v (5-9)

where §* denotes the complex conjugate. This condition makes sure that applying eq. (5.7)
transforms the complex Fourier amplitudes back to a real-valued signal.

Equation (5.8) presents a standard computation that is performed with a fast Fourier trans-
form (FFT) algorithm!®. These algorithms typically have a specific way of performing the
Fourier transform. Thus the equation needs to be discretized first. As a first step, eq. (5.8)
is written with respect to a normalized variable £ € [0, 1],

1 .
alk) =27 § g(y)e ", (5.10)
In a second step, this is discretized using & — A&n = n/N, where N denotes the number of
¢ points. Then,

N 27 a —inm?2Z
g(ky) = =5 > gly)e ™. (5.11)
n=0

212,213
, will per-

Using a common FFT algorithm such as provided by the scipy package
form the sum and, if specified, the normalization by 1/N. Thus, to get the correct Fourier

amplitudes, the following pseudo-code has to be used

§(k,) = 2n FFT(g(y), norm=forward). (5.12)

Temporal Fourier Spectra

Given the real-valued signals analyzed so far, the flux surface Fourier analysis produces a
spectrum where the negative k-frequency Fourier amplitudes are complex conjugates of the
positive ones. This information is redundant and thus usually discarded in the analysis?!!.
Applying a second Fourier transform, from time to w-frequency space, produces non-trivial
negative w-frequency Fourier amplitudes since this signal, the output of the first Fourier
transform, is complex-valued. As a result, the negative and positive w-frequency Fourier
modes will distinguish modes that propagate counter- or clockwise in the specified direction
of the flux surface. This information is interesting, as the different main micro-instabilities
have characteristic propagation directions. While turbulence dominated by ITG or TEMs
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happens on similar length scales, the modes can be distinguished due to the propagation
direction, the ion diamagnetic direction for the ITG, and the electron counterpart for the
TEM?2%,

A summary of the temporal Fourier diagnostics developed and used in Ref. [59] is given in
the following. The formulation is slightly adjusted to use similar expressions as the previously
defined flux surface Fourier transform. For simplicity, the combined flux surface and temporal
Fourier transform will be called the temporal Fourier transform. The definition used expands
on egs. (5.7) and (5.8),

h(y,t) Z Z ellkyy—wt) (5.13)
— M n=—N
(k‘y,w T% dyj{ dt h(y, t)e kv (5.14)

where w = 2mn /T is the signed frequency for temporal mode number n, and 7T is the time
period length. Since the symmetry flux angle 6, is defined counter-clockwise, using the above
definition of the Fourier transform will result in positive w describing propagation in the
counter-clockwise direction. The propagation direction is compared against the direction of
the diamagnetic velocity (diamagnetic direction in the following),

Da = Gab X V1 (n,Ty). (5.15)

Since the profiles are monotonically decreasing, the gradient will always be radially inward.
Thus, the diamagnetic direction depends on the magnetic field direction and the charge. For
the TCV case considered here'®, the magnetic field points outwards of Fig. 5.1, thus the ion
diamagnetic direction will be clockwise since ¢; > 0. For electrons, the diamagnetic direction

is counter-clockwise.

Performing the temporal Fourier transform is more involved since the time traces for the
flux surface Fourier amplitudes are not time-periodic. Additionally, residual growth from
the onset of turbulence may still be present. Applying a direct temporal Fourier transform
on the flux surface Fourier amplitudes will yield the propagation direction in the laboratory
frame. Since the plasma can have a mean background rotation due to the electric field, the
propagation of any micro-instability is superimposed on that background rotation?'*. Thus,
this background rotation must be removed to get the propagation direction in the moving

frame.

These points are considered using the following procedure. First, a growth function f(k,,t) =
A(ky) exp(—v(ky) t) + B(k,) is fitted for each flux surface Fourier mode*. Ideally, the growth

*The same fit procedure as described in section 4.6 was used.
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rate y(k,) is very small since the measurements should be performed in a steady state. The
fitted growth function is then removed from the initial signal by subtraction, §'(k,,t) =
g(ky,t) — f(ky,t). A Kaiser?'® window function is applied 7’ (k,,t) = K(§'(k,,t),3). The
window forces the signal at the time domain boundaries to zero, making it periodic. In
practice, care has to be taken to not introduce too much spectral leakage with the applied
window function®'®. These properties are adjusted by choosing different parameters or win-
dow functions. Here, § = 8 is used. In the final procedure, the average poloidal background
rotation is approximated by,

c
vE="pg <{VJ_¢1 X b}y>t7@7y, (5.16)

and removed from the signal by applying a Doppler shift?!4,
h(ky,t) = B (k,, t)elekst, (5.17)

where wp = vgk, corresponds to the Doppler shift frequency. This function is used in the
temporal Fourier transform,
T,

A 1 )
A(ky,0) = - 7{0 Bk, t)e“tdt, (5.18)

The discretized version of the temporal Fourier transform is obtained using ¢ — Atm =
(T'/M)m, with M being the number of temporal points. This results in

M ~ : 27
> h(ky, t)e™" . (5.19)

An important technical detail must be considered in the analysis. It should only be applied
for a single toroidal angle ¢ and not on a toroidal average. Within the FCI approach, because
structures are mostly field-aligned, the same structures appear on nearby poloidal planes but
shift slightly due to the helical twist of the magnetic field lines. Averaging such a rotating
mode will have a mode structure itself?!”. The resulting spectra have bands around mode
numbers m ~ lgn,, where [ = 0,1, 2, ... are positive integer numbers. In the cases considered
in section 5.2.2, this leads to bands around m = 0,84, 168, ... consistent with n, = 32 and
g ~ 2.6 on the ppo = 0.92 flux surface. The spectrum of interest is hidden behind such a
band structure. Considering only a single toroidal angle ¢ avoids this problem entirely.
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Spectral Fluxes and Cross Phases

Part of the development of the spectral flux and cross-phase diagnostics have been performed
during the master’s thesis of J. Pfennig* and used in Refs. [218] and [59]. In the following,
a derivation based on the Fourier decomposition in egs. (5.7) and (5.8) is given.

The total integral radial particle flux, which in the following is called particle flux, is given
by219

2m 27 2 27
= 7{ ?{ (navp), rRdedds = j{ j{ (0nadvg,,), rRdedbs, (5.20)
o Jo o Jo

where splitting of fluctuating parts is performed given by g = g9 + d¢g for any function g.
Only the fluctuating part of the density and E x B velocity contribute to the particle flux
due to the assumption that the equilibrium radial E x B velocity is zero, v g, = 0. The

average of a fluctuating quantity vanishes, (dvg,) = 0.

In the chosen symmetry flux coordinate system, the gradient of the electrostatic potential is

Vig _La&ble la5¢1e l%e
Y G W VTR O a0,

(5.21)

where gy, denotes the 11)-component of the metric tensor and e are unit vectors. It will
contribute to the particle flux via vy = (¢/B)b X Vd¢;. Assuming a toroidally domi-
nant magnetic field b ~ e, only one component of the electrostatic potential gradient will

contribute to the particle flux,

N 2r 27 [ ¢ 85¢1
T, ~ 7{) 7{) <B(5na 5 >decpd6’s. (5.22)

Using the Fourier representation (5.7) for both, potential and density and approximating

R~ (R), and B ~ (B), yields

c(R), r 1 o1 pom o X 1 )
Lo S e ( A < > 1kgna(ky)¢1(k:g)e<ky+ky>y> dcpd@s) . (5.23)
Y m,m"

Yy

Here, 0d¢1/005 = rdd¢p, /0y was used, which allows performing the differentiation on the
exponential in the Fourier representation. Taking the real part of the right-hand side ensures
the physical requirement that the particle flux is a real quantity. For simplicity in the
notation, the bounds of the sums are not denoted, but it should be noted that these are

*J. Pfennig, Turbulence Characterization for Simulations of Magnetic Confinement Fusion Devices, un-
published master’s thesis (Technische Universitdt Miinchen, 2022)
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finite. Thus the sums and the flux surface line average operations can be interchanged.
Further performing a change of variables k) = —k; while using eq. (5.9), results in

I, ~ ng (fﬂ ]{% Z ik} o () 51 (K ) (o0 dgpd&s) . (5.24)

The flux surface line average of the exponential can be written in terms of an average over
the symmetry flux angle 6,,

H ! 1 L : ! ]. 271— H !
i(ky—kl)y — 7% i(ky—k )yd _ 7% i(m—m )Qsde ) 5.25
<e ' >y Lt © Tk ¢ ° (5:25)
This expression coincides with the contour integral representation of the Kronecker delta??°
1 / 1 27 . /
5m = 7% m—m 71d — 7/ i(m—m )Qd‘g7 5.26
’ 271 Jz| 12 : 27 Jo ¢ ( )

where z € C. The first expression holds, since if m = m/ then z~! has an isolated singularity
of order one at z = 0 and the residue is 27i. Otherwise, the expression evaluates to zero.
The second equality is trivially obtained by substituting z = exp(if). The complex contour
integral in eq. (5.26) differs from the closed integral in eq. (5.25) which is denoted by the
same symbol. In the latter, the ring only indicates that the domain closes on itself and can
be omitted, like in the second integral in eq. (5.26).

Substituting the Kronecker delta (5.26) for the flux surface average®'?, reduces the double
sum to a single sum, resulting in

r, = (3;}?/ /%:f‘(k:y)dgp, (5.27)
Re (ikyfia (ky )7 (ky) ) (5.28)

(ky) = <B>

Y

The remaining 6, integral was trivial, leading to the cancellation of a factor of 1/(27). This
expression is equivalent to the ones in Refs. [59, 218], but based on a slightly different Fourier
representation. Eq. (5.28) defines the spectral particle flux, describing the contributions from
each Fourier mode k£, on the flux surface. An alternative expression is obtained by considering
the relation

fa(ky) = a(’fy)%(ky)e*ia(ﬁ“’&), (5.29)
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where a(k,) and a(ﬁa, ¢?1) denote amplitude factor and phase shift (or cross-phase) between

the two Fourier modes, respectively. It follows that |A(k,)| = a(k,)|é1(k,)| and further?®2!8

[(k,) = -Re (ikyma(km|<£1<ky>|e‘”(ﬁ“’$l> ) ,

= g Rla )l 1910k, s (7. 61)). (5.30)

Y

b
(B)

The phase shift can alternatively be defined as?!'!

o/(1ay 61 ) = Tm(log(R} 1)) (5.31)

This expression is a more precise definition since the sign of the phase shift depends on the
order of arguments applied and different notations exist*.

For the total integral heat flux?!? a similar procedure can be performed,

M RENY, Rdipdd 2
_fg fg <2na avE,r>yr pdd,, (5.32)
2 27r
Nf ]{ 37"R( w)y <5na6vET>y+(na)y<5TaévE,r)y)d«98, (5.33)

where the same assumptions as in eq. (5.20) have been applied and additionally triple
correlations of order O(6%) have been neglected. In the following, this quantity is called the
heat flux. The first term is the same as the particle flux up to a factor of 3(7,), /2. Due
to this proportionality, it is also called the convective heat flux?*®. The second term can be
treated the same way as the particle flux, replacing the density with the temperature. This

contribution is called the conductive heat flux?!®

In terms of flux surface Fourier modes, the heat flux is®

Qu="320 5 (@) + Q) (531

*Here, the same convention as in Ref. [211] is used. Comparing to Ref. [218], with notation a(ﬁa, gﬁl) —
LERP substituting « . = Im (log( ¢1)) yields the same expression as used here. Further this is the
same as (g X ¢1) = arctan (Im(A/B)/Re(A/B)) used in Ref. [221].
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with convective

= T )| 18] sin (s 81)): (5.35)

and conductive part?'®

—~

99y = 2T R (it 7, 1
Q(ky) 1= 5y Re (BT (h) i)
3r (na)

_ mjkylfa@yn 91k sin (a(Ta61) ). (5.36)

—~

The significance of these expressions lies in the fact that in this approximation, transport
can only happen if density or temperature fluctuations lie out of phase with electrostatic
potential fluctuations. Results from linear theory suggest that plasma micro-instabilities can
be associated with cross phases (phase shifts)?°”. Typically modes are then characterized as
drift-wave (o & 0) or interchange (o ~ +m/2) like?*.

Trapped Particle Contributions

Analyzing turbulent contributions by certain velocity space parts of the distribution function
may be interesting. For example, TEMs are expected to be driven by the part of the distri-
bution function, representing electrons trapped on a flux surface. Conversely, evidence that
trapped electrons have a more prominent role than passing electrons would point to TEMs
driving the observed turbulence. This section summarizes the developed trapped particle
diagnostics from Ref. [59]. The decomposition into contributions from trapped and passing
particles can be used in conjunction with the Fourier analysis presented before.

The criterion for particles to be trapped on the low field side of a flux surface is%,

B
trapped if: vy > v = ‘v”‘ /1/ maxé() — 1. (5.37)

Here the maximum magnetic field on the flux surface given by max,(B) defines the spatial
point where particles are reflected. The trapped and passing parts of the distribution function
are defined as

trap __ trap
fa —fa(X,U||,UL>Ul )7

f20 = fo — [P (5.38)
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Figure 5.17. Velocity space dependence of the electron distribution function of the collisionless
simulation at a single poloidal plane at the final time. A single point at the outboard midplane in
the confined region / SOL, close to the separatrix, has been chosen within the poloidal plane. The
red line indicates the loss cone. In the SOL, particles are trapped in a magnetic well between the
bottom of the device (close to the X-point) and the top of the device.

Velocity space moments can be calculated for trapped and passing distributions, respectively.
However, temperatures are ill-defined since, at some spatial locations, the density of trapped
particles may be zero due to the reflection of all particles. A more robust definition of trapped

and passing temperatures is given concerning the total density,

Tiree/oss — (g, Wip/oess), (5.39)

Equation (5.37) specifies a region in velocity space v, < vfap which is typically called the
loss cone (see Fig. 5.17). Particles within the loss cone have enough parallel energy to pass
the reflection point given by the maximal magnetic field. Calculating the fraction of trapped
particles requires the integration of the distribution function over the correct region in velocity
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space??2,

Changing the velocity space coordinates to pitch-angle space, (v, 0, () described
by the velocity magnitude, gyroangle, and pitch-angle, respectively, allows to conveniently

calculate the density of particles in the loss cone as

oe] 2 Ctrap
loss __ 2 _.:
ng _/o dv/0 d@/o d¢v*sin ( fo (v, Q), (5.40)

where Cirap = arctan(v|™ /) denotes the pitch angle of the loss cone and v?sin ¢ is the Ja-
cobian. The gyroangle integral is trivial, and assuming a velocity space isotropic distribution
function f(v,() ~ f(v), the pitch-angle integral yields 1 — cos((iap). The total density is
obtained using the same formula, with upper bound (,.x = 7 instead, resulting in a factor of
2 due to the pitch-angle integral. Fig. 5.18 shows a sketch of the loss cone in velocity space,
visualizing the above integration. Because there are two loss cones, the density of passing
particles is twice that of a single loss cone. This fact is used in calculating the fraction of
trapped particles,

9 loss 47T 1 — cos Cra foo dvvzfa v
Ft‘;rap =1— Ng =1 ( (OZ p)) B ( ) = COS(Ctrap)' (541)
Ne, A [5° dov? f(v)
Using the identity®*® cos(arctan(z)) = 1/v/1+4 22 and the definitions for Cy.p and o™
yields???
B
Ftrap — 1 [ — 542
« max, (B) (5:42)

5.2.2 Flux Surface Fourier Analysis

In this section, the theoretical tools presented in section 5.2.1 are applied to the simulations
of TCV-X21 (section 5.1). The collisionless and BGK simulation results are shown here
to allow qualitative comparisons of the turbulence characteristics between simulations with
different collision models*. The results for the LBD simulation have been published in Ref.
[59]. The data in the plots for all simulations were made publicly available in Ref. [224].

The signals analyzed are the electrostatic potential, the density, parallel, perpendicular, and
total temperature. These are given as 2D quantities on a poloidal plane and interpolated
to flux surfaces specified by a poloidal flux surface label pyo. Fig. 5.19 shows an example
of the electrostatic potential. The turbulence shows a ballooning character, meaning the

*The results here use the continuous Fourier formulation from Ref. [59]. This formulation allows a better
comparison between the already published results and the additional results from the BGK and collisionless
simulation. The qualitative analysis does not depend on the formulation since the Fourier amplitudes differ
by constant factors only.
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V2 Y

Figure 5.18. Sketch of the loss cone (orange) in the 3D velocity space coordinate system (v1, v2,v))).
The perpendicular velocity space here is given by v; = v, cos(f) and ve = v, sin(f). Two loss cones
are present, facing in positive and negative Y| direction.

fluctuations are localized at the low field side. In comparing the different collision models,
the BGK simulation shows decreased fluctuation amplitudes, consistent with observations of
density and temperature fluctuations in Figs. 5.13, 5.14 and 5.15. The flux surface spectra
of these signals are shown in Fig. 5.20. The axis is given in dimensionless wavenumbers
scaled by the local sound Larmor radius p; = ¢,/(Te), mi/ (e (B)y). In the spectra, the
broadband character of the turbulence can be observed. Collisions generally dampen the
spectra, an effect that is much stronger in the BGK simulation than for LBD. Especially
in the innermost flux surface considered, the BGK spectrum is significantly lower than for
the other simulations. As noted in Ref. [59], the non-averaged spectra contain clear visible
effects of the fourth hyperdiffusion applied, which manifests at k,p, > 1 by a linear decay of
slope four in the double logarithmic plot.

Since six diagnostics for three cases, in total, 18 figures are considered, the figures can be

found in Appendix D, where a direct comparison between the cases is made more conveniently.

The temporal flux surface Fourier spectra are shown in Figs. D.1, D.2 and D.3. The frequency
is given in physical and dimensionless units, where the latter are obtained by multiplying
the local sound speed ¢, = ((T, e)y /m;)*/2. In addition to the spectra, the linear frequency
of the TEM?**| w = wp (1 + Tirap — Trap (R), /Lne)/2 with wp = ¢(Te), ky/(eBoy (R),) and
Tirap = Firap/(1 — Firap), is given. The trapped fraction is approximated with eq. (5.42).
Considering a measure for the mean frequency in the spectrum, the agreement with the
linear TEM frequency is good for all cases. In the collisionless and LBD case, the mean
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Figure 5.19. Electrostatic potential fluctuations on flux surfaces at different radial locations
at the final time of the collisionless, BGK, and LBD simulations. On the bottom and top, the
corresponding symmetry flux angle s and geometrical angle 6 are given for each flux surface,
measured counter-clockwise. The outboard midplane is located close to 6s = 0 (low field side), and
the inboard midplane at around 65 = 7 (high field side). Taken from Ref. [59].
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5.2. Turbulence Characterization of TCV-X21
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Figure 5.20. Flux surface Fourier spectra of the electrostatic potential of the collisionless, BGK,
and LBD simulation averaged toroidally and temporally over 100 us. On the top, the mode number
of the LBD simulation is shown for reference. For the collisionless and BGK simulation, m is similar

but not the same for the given kyps since the latter quantity is calculated based on the local electron
temperature. Taken from Ref. [59].
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growth rate is smaller than linear, consistent with the nonlinear saturation of TEMs??¢. The
BGK simulation shows larger frequencies at small wavenumbers with the largest deviations
at around kyps ~ 0.5. The apparent width of the spectra depends on the color scale, which
was chosen the same for all cases. Thus, with reduced fluctuation amplitudes, the collisional

simulations appear to have a narrower spectrum in w than the collisionless ones.

Figs. D.4, D.5 and D.6 shows the spectral particle and heat fluxes. The electron and ion
contribution to the particle flux is the same in all simulations, while the electrons tend to
dominate the heat flux. The collisional spectra peak at approximately k,ps ~ 0.7, which

k2?7, The collisionless spectral fluxes are

is the region where transport is expected to pea
broader and peak at around ky,ps; ~ 0.5. The region of interest is where the fluxes are
non-zero, approximately between 0.2 < k,ps < 1.8. Here, the phase shifts shown in Figs.
D.7, D.8 and D.9 should additionally be considered. In all cases, all phase shifts involving
ion quantities are close to a ~ 0. The density phase shift for the electrons is a ~ 0,
whereas the temperature phase shift is 7/4 < a < 7/2 in the region of interest. This
phase shift indicates an interchange character of the electrons, i.e., TEMs dominate?07-228:229,
This fact is strengthened by the observation that these phase shifts are the same as for the
perpendicular temperature. The parallel temperature phase shift is around « ~ 7/4 for both
collisional cases, while in the collisionless simulation, it is around a ~ 0. These findings are
consistent with the previously made observation, where passing electrons carry most of the
parallel energy. In the collisionless case, there is no interaction with trapped electrons. Thus
passing electrons can be strongly adiabatic. On the other hand, trapped electrons have an

interchange-like character.

Similar to the last paragraph, a decomposition of spectral fluxes and phase shifts to contribu-
tions from all (total), trapped, and passing electrons is shown in Figs. D.10, D.11, D.12 and
Figs. D.13, D.14, D.15 respectively. In all cases, the trapped electrons dominate the spectral
particle and heat flux. The phase shifts confirm the TEM hypothesis, previously made by
analyzing the parallel and perpendicular temperature contributions. Passing electrons are
mostly adiabatic, while trapped electrons have larger phase shifts between the temperature
and electrostatic potential. Differences between the three collision models are not observed
in the phase shifts, while the spectral fluxes differ similarly, as seen in Figs. D.4, D.5 and D.6.
While the BGK flux is much smaller, the collisionless and LBD flux have similar amplitudes.
The broader structure in the collisionless case results in a larger total heat flux, consistent

with the total power measured, given in Table 5.1.

The characterization of the trapped and passing electrons is shown in Figs. D.16, D.17 and
D.18. First, in all cases, the trapped fraction agrees well with the analytical estimate given
by eq. (5.42). The densities of trapped particles are highest at the low field sides, approach-
ing zero past the reflection point. The parallel energy is carried mostly by passing particles,
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while trapped particles carry most of the perpendicular energy at the low field side. Both
collisional simulations do not differ significantly, whereas the collisionless simulation shows
different behavior of perpendicular energy. At the low field side, the trapped particles have
substantially more perpendicular energy than the other cases, resulting in higher perpendic-
ular temperatures. This finding is consistent with the observed too-hot electron temperature

in the collisionless simulation (Fig. 5.5).

5.3 Effect of Perpendicular Velocity Space Resolution

The study of the effect of collision models on edge and SOL turbulence has shown that the
LBD collision operator is a minimum requirement for realistic simulations®®. A drawback
in that study was the increased computational time required because of a large magnetic
moment grid. Since the finite volume discretization of the LBD operator requires a uniform
magnetic moment grid, the grid resolution was increased by a conservative factor of three®.
It is of great interest to reduce this factor again, ideally without drawbacks in the accuracy
of the simulation. A uniform magnetic moment grid is poorly suited to resolve distribution
functions that fall off exponentially in that dimension. Thus, the discretization of the LBD
operator is adapted to use a uniform perpendicular velocity space grid, resulting in a quadratic
magnetic moment grid and improving the resolution of distribution functions close to u = 0.
The explanation can be found in greater detail in Appendix C, where the new conservative
discretization of the LBD operator is presented. In the remainder of this section, the initial
LBD simulation from Ref. [59] is compared against the newly implemented version with

reduced grid size.

The simulation with reduced grid size uses a perpendicular velocity space resolution of IV, =
24 points. Computational resources are saved by increasing the real space spacing to AR =
AZ =~ 1.78 mm, resulting in ~ 10° points per poloidal plane. The time step could be
increased to At = 4 x 10™*t,,s. All other parameters are kept the same as in the original
LBD simulation®. The simulation is performed beyond a quasi-stationary state to a total
time of around 950 ps. This value corresponds to approximately 114 x 10% time steps on 256
nodes (around 12k computational cores) of the Marconi supercomputer at Cineca. In total,
4.3 x 10% core-hours were spent with an average time per timestep of 11 s. The reference
simulation was run for a shorter physical time. The total time from the reference simulation,
450 ps, corresponds to around 2 x 10° core-hours with lower resolution. Due to the use of
different machines, the total times cannot be easily compared. The computational cost was
reduced by approximately five due to the reduced velocity space, while a factor of two is due
to the reduced real space grid.

Figs. 5.21, 5.22 and 5.23 show a comparison between the profiles of the original LBD sim-
ulation (labeled LBD) and the simulation with reduced resolution (labeled LBD2). These
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Figure 5.21. Comparison of time-averaged outboard midplane density profiles from the original
LBD simulation® (data given in Ref. [224]) and the simulation with reduced resolution (LBD2).

Table 5.4. Comparison of the radial ion and electron heat flux crossing the separatrix, averaged
over 100 us. The symbol é denotes the standard deviation of the temporal average. LBD denotes
the reference simulation, where the electron and ion heat flux adds to the values published in Ref.
[59]. LBD2 denotes the simulation with reduced resolution.

LBD | LBD2
Q=T /KW | 462 | 36.9
sQ=Pi /KW | 102 | 14.9
Q=P /KW | 79.0 | 74.3
sQ=Pe /KW | 129 | 24.3

are given for the final times of both simulations and time-averaged over 100 ps. Assuming a
quasi-stationary state in both simulations, comparing averaged profiles at different times is
justified. Overall, there is an agreement observed between the two simulations.

Further, radial heat fluxes crossing the separatrix are compared. As before, the values at
the final simulation time for both simulations are considered and temporally averaged over
100 ps. The results are given in Table 5.4. The values agree well for both simulations,
considering the standard deviation from the temporal fluctuations of the heat fluxes.
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Figure 5.22. Same as Fig. 5.21 but for the electron temperature.

OMP lon Temperature Profile

—— GENE-X - LBD
GENE-X - LBD2

\
0.75 0.80 0.85 0.90 0.95 1.00 1.05 1.10 1.15
Jo;

Figure 5.23. Same as Fig. 5.21 but for the ion temperature.
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5.4 Chapter Summary

This chapter presented the application of the developed collision operators in this thesis. In a
validation study against the TCV-X21'%* case, simulations of gyrokinetic turbulence with the
GENE-X code have been compared against experimental measurements of physical quantities
of interest, such as density and temperature profiles, as well as total power and divertor
power fall-off measurements. It was shown that the newly developed LBD collision operator
significantly improved the match with the experiment. A turbulence characterization was
performed to unravel that the observed turbulence is dominated by the trapped electron mode
(TEM), explaining the differences observed across simulations with different collision models.
Finally, the finite volume discretization of the LBD operator was further improved to use a
perpendicular velocity formulation that allows saving a substantial amount of computational

resources, as was shown in a comparison between differently resolved simulations.

The validation and turbulence characterization has been published in Ref. [59]. The data for
the additionally characterized BGK and collisionless simulation was made publicly available
(along with the results from Ref. [59]) in Ref. [224].
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Chapter 6

Summary and Outlook

The qualitative and quantitative understanding of turbulent transport in the plasma edge
and scrape-off layer (SOL) is most important for realizing fusion energy. Due to the complex
geometry and nonlinear physics present in the system, numerical modeling using gyrokinetic
codes belongs to the main tools used to explore the nature of edge and SOL turbulence. Only
a few computational tools exist that combine these features, one of which is the GENE-X code.

This thesis presents a physics extension of the GENE-X code by including the effect of collisions
in the gyrokinetic model. Collisional gyrokinetic simulations were enabled by developing
a conservative numerical discretization of the LBD collision operator. The main result is
that collisions significantly impact edge and SOL turbulence. The code extension allows for
realistic turbulence simulations in cold and collisional edge plasmas. The newly developed
LBD collision model reproduces vital aspects of the experiment in the confined plasma region
in a first-of-its-kind code validation against TCV-X21. The LBD collision model balances
accuracy and computational performance, especially with optimizations implemented in the
perpendicular velocity space. The developments in this thesis pave the path toward realistic

simulations of plasma turbulence in future fusion devices.
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6.1 Summary

A specialized numerical scheme was developed based on a finite volume discretization, aug-
mented by correcting discretization errors. This scheme achieved the conservation of particle
densities, total momentum, and energy up to machine precision. These properties allow for
long-term stable simulations with moderate grid sizes, reducing the computational complex-
ity of the simulations. Studies comparing the electron-deuterium system’s physical relaxation
rates have verified the newly developed discretization. The verification reproduces analytical

intra- and inter-species temperature and momentum relaxation rates in good approximation.

The stability of the time-stepping schemes was analyzed in detail, providing an understand-
ing of the numerical restrictions on the simulation speed. The resulting time-step criteria
facilitate the choice of an optimal time-step to save upon the computational cost. Imple-
menting a second-order splitting scheme allows treating collisionless and collisional terms
independently, decoupling the individual dynamics and resulting in increased possible time
steps. The result is a gain of a factor of two in the application cases considered. The intra-
and inter-node performance of the implementation was quantified, resulting in a 95% com-
putational efficiency of the computational part and insights into the diminishing effects of
the communication. The numerical scheme was further improved, changing the perpendic-
ular velocity space representation of the collision model, enabling the use of a better-suited
quadratic magnetic moment grid in velocity space. A verification study showed that simu-
lations using the improved perpendicular velocity space formulation could achieve the same
results with reduced velocity space grid size. The reduced velocity space grid also allowed

for doubling the time step in the simulation.

A code validation against the TCV-X21 experimental case tested the developed collision
models. Comparing simulations without collisions against the simple BGK or advanced LBD
collision operator allowed the assessment of the influence of collisions on edge turbulence.
The result shows that the LBD collision operator’s fidelity is required to achieve a realistic
simulation that reproduces essential aspects of the experiment. The collisionless simulation
resulted in electron temperature profiles that were significantly too high, an inconsistent
power balance, and unrealistic fluctuation amplitudes in the SOL, which were higher than
in the confined region. A systematic analysis found that collisionless trapped particles in
the SOL are the reason for this observation. Collisional interactions with passing particles
allow for a collisional cooling of trapped particles, resulting in electron temperature profiles
closer to the experiment. The BGK collision model suppressed turbulence, especially in the
confined region, resulting in electron temperature deviations and less transport. The LBD
simulation shows an excellent agreement of plasma profiles in the confined plasma region, a
consistent power balance, and the SOL fall-off length.
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6.2. Outlook

The observed turbulence in the TCV-X21 simulations was analyzed using newly developed
Fourier and trapped particle diagnostics. The observed transport peaks around normalized
poloidal wavenumber k,p; ~ 0.7, showing the same particle flux for electrons and ions,
while electrons dominate the heat flux through conduction. Analyzing the trapped particle
contributions revealed turbulence driven by trapped electron modes (TEMs). The temporal
Fourier analysis showed a dispersion similar to the one of the linear TEM. The observations
showed the expected nonlinear deviations at high mode numbers k,p, > 0.5. Additionally,
performed cross-phase analyses support these findings.

In summary, the additions to the GENE-X code in this work have improved the realism of

simulations and extended the applicability of the code.

6.2 Outlook

The presented developments of the GENE-X code have proven to be a crucial step towards
being a predictive tool for the simulation of edge and SOL turbulence. There are various
model and code extensions possible. The following provides a selection.

First, the scrape-off layer physics in the presented simulations is still to be improved. Effects

193 9 mneed to be included

of the plasma sheath!%® neutral gas dynamics'®3, as well as impurities®?
in future simulations. The LBD collision model could not significantly improve the heat flux
fall-off length in the TCV-X21 validation. Thus the remaining mismatch is anticipated to

result from missing non-collisional physics.

Second, the current gyrokinetic model employs the long-wavelength approximation. Relaxing
this approximation is necessary for simulations of the plasma core, full device simulations,
and future benchmarks against traditional field-aligned gyrokinetic codes such as GENE. Thus,
adding gyroaverages and higher-order finite Larmor radius effects is vital when considering
such applications.

Third, the LBD collision model, while advancing the fidelity and realism of the simulations,
yet contains some deficiencies. Due to the approximation of anisotropic diffusion and simpli-
fied velocity-constant collision rates, the accurate reproduction of neoclassical physics cannot
4231

be expected®’*. Considering the application in pedestal-like narrow real space and high gra-

dient regions, the collision operator’s details can significantly impact the turbulence evolving
in the simulation®"!5°,

Fourth, the performance of the GENE-X code, while being excellent for modest cases considered
here, requires significant improvements in the view of large-scale simulations of huge devices

such as ITER, full device simulations of current medium-sized tokamaks or simulations in
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the three-dimensional geometry of stellarators. Achieving these goals could be accomplished
with multiple improvements. The main one is porting the code to graphical processing
units (GPUs), allowing for significant speedups. Additionally, algorithmic changes, such

232 25,233

as block-structured velocity space grids®~, or pseudo-spectral methods , are promising

optimizations.

Many of the points mentioned above are already under active development. For example,
alongside the main developments in this work, the full nonlinear Fokker-Planck-Landau col-

d'®2. The current stage of development focuses on com-

lision operator has been implemente
putational improvements. This collision operator requires storing multiple eight-dimensional
arrays, exceeding the memory capabilities of current supercomputers, rendering it inapplica-
ble to use in realistic device simulations. The optimization of this operator, or the develop-
ment of a highly efficient nonlinear Fokker-Planck operator based on Rosenbluth potentials,

is the next step in developing advanced collision models.

The current version of GENE-X allows investigating many interesting applications already
because it is one of the few available codes which combines a high fidelity collisional, elec-
tromagnetic, gyrokinetic model with the capability of simulating in highly complex realistic
tokamak geometries. So far, only L-mode discharges have been considered in GENE-X sim-
ulations, leaving gyrokinetic edge and SOL turbulence simulations of H-modes unexplored.
The transition of L- to H-mode is yet to be fully understood, and any progress along these
lines would help to improve the current models and theories about the cause of the LH tran-
sition?*237. In H-mode discharges, periodic large-scale magnetohydrodynamic instabilities,
so-called edge localized modes (ELMs) occur, linked to turbulence during a density build-up
in the inter-ELM phases®®. Improved confinement regimes and turbulence are fundamentally

d237

connected*’, making the former highly interesting for future code applications. Examples

are the [-mode?”, QH-mode?* and strongly shaped negative triangularity scenarios®*!.

In conclusion, this thesis has achieved the overall aim: the collisional physics added to the
GENE-X code has proven necessary to understand edge turbulence better. These improvements
provide a considerable step towards unraveling the nature of edge and SOL turbulence. Fu-
ture extensions, expanding the physics, numerics, or performance of the code will enable truly
realistic simulations and provide predictive capabilities for simulating turbulent transport in

future fusion devices.
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Appendix A

Quadrature Schemes

The quadrature schemes used in collisionless and BGK simulations in the GENE-X code are
derived and summarized in this appendix.

A.1 Simpson Quadrature

This section presents the derivation of the Simpson quadrature weights given in Ref. [62].
The standard Simpson’s rule as well as Simpson’s 3/8 rule are!%?

xffmmanEfu)+§f@)+;f@ﬂ, (A1)
:4f¢pazax[:fuq+-2f@)+-2f@)+-zf@ﬂ, (A.2)

where the grid spacing Ax = x5 — x; is assumed uniform and f(i) denotes the function on a

grid point ¢. These will approximate the integral between grid points x; and x3, and z; and
164) scheme is obtained by applying the rules on
163

x4, respectively. An extended (or composite
each grid point and summing over the result. The extended Simpson scheme is

S0+ 57@)+ 2 1@) + 3/(0)+ ..

N rde ~ A
/xfm”x:a

1

2 4 1
+ 3/ (N =2+ S f(N = 1) + 5 F(V)]. (A-3)

where the factors 2/3 and 4/3 alternate and N denotes the number of grid points. This scheme
will give an approximation of the integral over the whole domain. Alternative extended
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Appendix A — Quadrature Schemes

schemes are obtained by a combination of other (extended) schemes (see Ref. [163]). The
alternative scheme used here can be found in Ref. [242]. The extended Simpson scheme
(A.3) and a modified version where Simpson’s 3/8 rule (A.2) is instead used at the domain
boundaries are written as

Z :h[§f<1>+§f<z>+§f<3>+§f<4>+---
+§ﬂN—2%{&UV—U+;ﬂN>a
7, :h[;f(2)+§f(3)+if(4)+gf(5)+--~+zf(N—3>+;lf(N—2)+;f(N—1)]
+h 2f(1) + 2;‘(2) - Zf(S) + :f(4>
+2f(N—3)+2f(N—2)+2f(N—1)+2f<N)}
_h [Zm) + zf(Z) + 2f(3) + Zf(4> + ;lf(f)) + 2f(6) +...
+§f(N—4)+;Zf(N—B)Jrzf(N—Q)Jer(N—lH:f(N)]‘

The average of these results is the “alternative” Simpson schemef%242

7 e TR < A1)+ H@) + IO + L@ )+

2 "8
FHN =)+ P F(N = 3) + (N —2)
59 17
o (N = 1)+ /(). (A4)

This scheme has the advantage that the weights are very simple since all except eight weights
are one. Further, it has no special requirements on the number of grid points, unlike the
extended Simpson scheme that requires pairs of intervals, i.e., an odd number of grid points!%?.
The scheme converges with fourth -order in grid spacing (same order as the original schemes

used in the construction).
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A.2. Gauss-Laguerre Quadrature

A.2 Gauss-Laguerre Quadrature

Gauss-Quadrature is a standard technique for numerical integration. This section presents a
summary based on Ref. [163]. The definition is

b
[ W)@y ~ Y wi) f (), (A5)
@ i=1
where W (z) is a weight function, w; are integration weights and z(¢) are the abscissas. Gauss
quadrature methods are designed to integrate a polynomial P(x) times the weight function
W (z) exactly. Alternatively, one may write eq. (A.5) as

b ; N
[ e~ 3 s el = 3 w0 a0 (A0
Given a weight function W (x), the abscissas of the N-point Gauss quadrature are defined
as the roots of the Nth polynomial py, orthogonal under the scalar product defined as
JPW(z)pn (2)p;(2) ~ S, where 1 < j < N and d;; is the Kronecker delta. Consequently,
grid points cannot be chosen arbitrarily but must coincide with the roots of Nth degree
polynomials.

To calculate the velocity space moments of the distribution function (3.100)-(3.103), one
in principle may use Gauss-Laguerre quadrature in p and Gauss-Hermite quadrature in v).
These methods have weight functions that coincide with the functional form of the Maxwellian
(3.76), fa ~ exp(—p) and fo ~ exp(—vf}), respectively'®*. However, as mentioned above, the
velocity space grid points must then coincide with the roots of Laguerre and Hermite poly-
nomials, respectively. This restriction is non-ideal for calculating velocity space derivatives
based on central finite differences on a regular grid. Since the gyrokinetic equation contains
v)| derivatives, Simpson quadrature (see last section) is used instead for the parallel velocity
space. Gauss-Laguerre quadrature is used for the perpendicular velocity space because the

magnetic moment is a parameter for collisionless systems or using BGK collisions.

Gauss-Laguerre quadrature uses the weight function W (z) = exp(—=x) on the interval [0, co)
with abscissas defined by Ly(z(i)) = 0, where Ly is the Nth Laguerre polynomial (see Ref.
[135] §18) and 7 = 1..N. The weights are given by®?

z(i)e™0)
2

w(i) = (N + 1)?[Lnga(x(i)]*

(A7)

where the formulation given by eq. (A.6) is used. The roots of the Nth Laguerre polynomial
are calculated with an algorithm given in Ref. [163].
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Further, since the use of Gauss-Laguerre quadrature defines the grid points that are used, a
re-scaling is applied to map the grid back to a chosen interval p € [0, L,|. First, a “typical”
length is evaluated by calculating the integral of the simplest polynomial P(x) = 1 in eq.
(A.6)",

N

b—a=> ). (A.8)

i=1
Then, the points and weights are re-scaled according to

fac = ———=—= x(i) = z(1) x fac w(i) = w(i) x fac. (A.9)

The re-scaling makes sure that the last grid point generated by the Gauss-Laguerre quadra-
ture algorithm lies within the specified simulation domain [0, L,,].

*This length coincides with the interval length of most Gauss methods (e.g., Gauss-Legendre!®?®). For
Gauss-Laguerre quadrature, the left-hand side is ill-defined if the correct bounds [0, c0) are used, which is
the case since version (A.6) instead of (A.5) has been used. However, one can treat the bounds as unknowns
that determine the typical length by summation over the integration weights.
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Appendix B

Finite Difference Stencils

The method to obtain finite difference coefficients presented in the following uses Lagrange

168

interpolation™®®. The derivative of a function ¢ will be approximated on grid points x;, close to

a point x. The function is interpolated through all these points using a Lagrange polynomial
(see Ref. [135] §3.3(i)),

P(z) = zi: arli (), (B.1)

) = I ==, (B.2)
S

lk([Ej) == 5k‘ja (Bg)

where n is the order of the polynomial or scheme, [ are the Lagrange basis functions and
the set (z,qr) contains the grid points and values of ¢ at these points that are used in
the interpolation. The symbol d;; denotes the Kronecker delta, and g, = q(k) = q(zy).
The derivative of ¢ at x is approximated by differentiating the Lagrange polynomial and
evaluating the result at . A different set of interpolation points will lead to a different order
and different type of stencil.

Higher-order derivatives of ¢ are obtained by calculating higher derivatives of the Lagrange
polynomial, requiring a minimum amount of grid points. The strength of this method is that
it can be easily implemented in any computer algebra tool, automating the creation of finite
difference stencils and allowing one to obtain custom stencils.
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Example

The previously shown method is explained based on the example of the first derivative at a
grid point x;. In choosing a symmetric 3-point stencil, the two neighbors x;_; and z;,; are
considered. Thus, a second-order polynomial n = 2 needs to be chosen.

The basis functions are (B.2),

. r—x; T — it . 5(32 — l‘(CL’Z + l’z'_:,_l) + TiTiv1
li71<37> = = )
Ti—1 — Xy Lj—1 — Ti41 (%‘—1 - $i)($i—1 - $i+1)
l(x) = T— i1 &= Tip1 _ 2% — (21 + Tig1) + TisaTin
' Ty — Ti—1T; — Tiy1 (sz - %—1)(%‘ - $¢+1) ’
r—Xi T —T 22 — x(Tiq +x) + 1115
li+1<x> - = 5
Tit1 — Ti—1 Tit1 — T4 (Tiv1 — 1) (T — 24)
and their derivatives,
20 — (x; + x;
() = o )

B (xifl - xi)(-rifl - $i+1)’
20 — (xi—1 + Tip1)
(=) (@ = wiga)
l;+1(x) = 20~ (zim1 ¥ 72) .
(Tiy1 — @ioa)(Tip1 — ;)

Constructing the polynomials (B.1) and evaluating it at x; yields the general centered differ-
ence scheme for arbitrary grid spacing,

/ / Ti — Tj4+1
g~ P(z;) = qi—
(=) (2im1 — 23) (@1 — 2iy41) '
20, — (221 + xit1)
+ i
(zi — zio1)(Ti — Tiga)
T — Tj—1
(l'i—f—l - $¢—1)($i+1 - l”z) i ( )

For constant grid spacing x;;1 — x; = Az, the common second order centered difference
formula is obtained,

1 1 1
e —— | —=qio1 + =G ) B.5
G~ Ny ( 5 di-1 + 54 +1) (B.5)

174



Appendix C

Perpendicular Velocity Formulation of
the LBD Operator

The finite volume formulation constructed in section 4.3 relies on an equidistant grid in
velocity space. This restriction from the collision operator also affects other parts of the
code, especially the calculation of velocity space moments. Typically distribution functions
are Maxwellian-like, and especially in the magnetic moment direction, a uniform grid is poorly
suited to resolve such functions (see Fig. C.1). Construction of a finite volume discretization
utilizing non-equidistant grids is non-trivial. Nonetheless, improvements can be made by
using a uniform grid in perpendicular velocity for the collision operator. Since p ~ v? this
would result in a quadratic p grid for the non-collisional part of the code that is much better
suited to resolve Maxwellian-like functions (Fig. C.1)*. This appendix gives a finite volume
discretization of the LBD operator based on the perpendicular velocity coordinate.

The relation between magnetic moment and perpendicular velocity is given by,

2

Mt My

p=g d,u——B vydoy, (C.1)
2B,U, 8f UV 8]"

_ L= =2 C.2

vt Me ou 21 dvy (C2)

The velocity space element in this formulation depends on the cell element under consid-
eration. Instead of AW, the symbol AV will be chosen for the velocity space cell size to

*Such a quadratic magnetic moment grid was used previously but with a trapezoidal quadrature for
collisionless and BGK simulations only%2.
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Appendix C — Perpendicular Velocity Formulation of the LBD Operator

1.0 Uniform u grid

exp(-u)
o
wv

0.0

1.0 Quadratic u grid

exp(-u)
o
wm
—_—

0 10 20 30 40 50 60

Figure C.1. Schematic comparison of a uniform and quadratic p grid used to resolve a function
exp(—p)-

distinguish between the magnetic moment and perpendicular velocity formulation. Both are

given by,
AW(]) =AW = 27TAUHA,LL, (C )
AV (j) = AVuy(j) = 2rAvjAv v (5). (C
The cell size is chosen not to depend on the magnetic field and species mass.
C.1 Velocity Space Moments
The velocity space moments in the perpendicular velocity formulation are given by,
ML BiG)
MOa:AVZZUL(])fa(Z,j) % , (C.5)
i=1j=1
ANELAE Bl
Mla: VZZUJ—(])UH@)JC(ZL}) B ) (C 6)
i=1j=1
MQJ_a_ ZmQAVZZ'Ui(j)f(Z?j) ‘B ) (07)
i=1j=1
N M B (i
M2||a maAVZZUL(])U\|(Z>f(Z7j) B ) (08)
i=1j=1
My = M27J_ + M27||. (Cg)

176



C.2. Finite Volume Discretization

f(1) . . .
o f(2) f(j) = f(i=const, j)
\(‘3)
N\ f(u)
. . . >
=0 1 2 3 H

Figure C.2. Midpoint boxes for a quadratic p grid. The box width is chosen such that the
symmetric half-width is given by the distance of a grid point to the closest previous box boundary.

These are discretized with the midpoint method (see section 4.1). The midpoint boxes are
chosen such that at each grid point, the distance to the closest previous box boundary is

used as a symmetric half-width of the box. Fig. C.2 provides a visualization.

C.2 Finite Volume Discretization

The construction of the finite volume scheme is similar to the one in section 4.3. A second-

order midpoint scheme approximates the volume integral of the collision operator,
/ o, BiCanfadV = Bi(0)(Capfa) (- DAV () (C.10)

The surface integral is split into four edges,

v|‘(i+%) 'UL(]"'%)
%av(‘ ' J -ndoV =2r —/ dvjvy J o (v, v1) + ) dvy v Jj (v, ve)
,] v )

1(i—3) i1 vi(i—3) il
2 2
v (i=3) vi(i—-1)
+ ) 12 dUHULJL(UH,UL) - ) 12 dULULJH(UHaUL) s
v} (i+3) et v1(i+3) i1
2 2
(C.11)

and approximated with the second-order midpoint rule

o1 o1 ) R
—Avr(j — 5)JL(t, ) — 5) + Avro () (i + 5,7)

J-ndoV ~ 2
ng(i,j) n m 2 2 2

+ AUHUJ_(j -+ ;)JJ_(Z,] + ;) — AUJ_UJ_(j)JH(i — ;,j)] . (C12>
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Appendix C — Perpendicular Velocity Formulation of the LBD Operator

The resulting expression for the collision operator is

Alv (Jn(“r ; J) =i — ;J))

(Cas o) i) =

oo (10 5+ ) =i = )G -
Defining,
LGy ="2 ),
leads to a more symmetric form,
(Canfo):3) = | ngy (06 5:9) == 5.9))

Equations (3.72) and (3.70) give the fluxes,

Tag OfaB I
me 31)”

1 = vag (J +J1).

J|| = Vag l(m — Ujas) faBj| + ] = vas (i + 1)

Tap 0o B

me OvU|

J1L = Vag [ULfaBH +

In second-order midpoint discretization, the parallel flux is

TG 5.0) = (01 3) = was) fali = 5.) Bili % 3),

Tap 0aBj

mey aUH

itl.j

with

( (1,7) + fali £ 1, ]))

_ 1
N AUH
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(C.13)

(C.14)

(C.15)

(C.16)

(C.17)

(C.18)

(C.19)

(C.20)
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C.3. Conservation Properties

The perpendicular flux in second-order midpoint discretization is

TG 5) = vaG D) fali £ 5) B0, (c22)
Jl,j+ ;) = :;fag; (C.23)
il
with
alis g 5) = 5 (Fali. ) + Fulig £ 1), (C24)
gﬁaﬁézlil(inﬁdiﬂr¥manﬁ- (©2)

C.3 Conservation Properties

Eq. (C.15) has the same form as used in the conservation equation in the magnetic moment
formulation (4.58). The result that the partial integration is conserved (4.63) also holds for
the perpendicular velocity formulation. The only change is in the velocity space element,

which now depends on 7,

N TR |
CAGEDEPAESY

2 2L AVOWENV - D9 = 30 2 AV)()

i=1j5=1

A’UJ_

g (i - 1)

(C.26)

The calculations that follow are the same as starting from eq. (4.59). One difference considers

the expression for the perpendicular flux, which upon re-indexing j7 — j 4+ 1 becomes

vi(j—3) Looou(+g), .1
MO)JM 5) = o it 5): (C.27)

This right-hand side of this expression is not the same as J (i, 5+ %) The equation corre-
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Appendix C — Perpendicular Velocity Formulation of the LBD Operator

sponding to eq. (4.62) is,

YA 1 Lo¢(i,j) — (i, 5 +1)
A )
{;Jﬂ JJ_Zj+2)UJ_(j+2) Ao,
R 1 ¢(i,j) — (i +1,7)
Ji( d . C.28
+ 2 ; 1@+ 5570 () Avy (C.28)
The result of the calculation is,
N M N M-1 1 )
ZZAV o(i, )NV - I}(i,j) = —AV JL(i,j+2)vL(j+2)a
i=1;=1 i=1 j=1 Uit
N—-1 M 1 . a¢
+ ZJH(Z+§7J)UL(J)87 , (C.29)
i=1 j=1 Y| i+
N M-1 1 ‘ a
:—AV{Z JJ_(Z,]+2)UJ_(j)a¢
i=1 j=1 VL i+l
N-1 M 1 N
+ ZJ(Z"‘QJ)”L(J)8¢ . (C.30)
i=1 j=1 Y| i+
C.3.1 Momentum Conservation
Using ¢o = mqyv)|, the momentum is
N-1 M 1
Py=—=AVmg, > > Jy(i+ 5,j)m(j). (C.31)
i=1 j=1
With the explicit form of the parallel flux,
M 1 1 1, T, 0faBj
P, =—-AV UJ_ <U|| 1+ ) uag> fa(i‘F*aj)B*(i—l— )—{—Lﬁ 7
121 ]Zl 9 9 I 2 Mg, GUH e
(C.32)

where prefactors are put into P, = P/(mavap). Repeating the same calculations as in section

4.3 gives the total momentum

Pa

e M, o — g Moo — P ,
maVaﬁB ( 1, af V10« BC,aﬁ)
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C.3. Conservation Properties

where a factor of 1/B has been added on both sides. The boundary correction term is

Pocas = 55 200 | (01) = oo + o) 200,905
BCag = 5p v (J U|| 5 Uap maAfu o\, J) 5y
1 2Ths .
N+ -)— — N,7)Bj(N)|. .34
+(v|.< F 3w B B[ (C3)
C.3.2 Energy Conservation
Using @o = mq(vjf +v1)/2, the energy is
M-1 N-1 M 1
E, = —ma,AV > vi(Pvr(g+ )JL(ZJqL —ma AV vy (7)vy (i + )JH(Z—I—2,]),
i=1 j=1 i=1 j=1
Ela Bl a
(C.35)

the energy contribution is split into parallel and perpendicular parts. The calculation for the
parallel energy is the same as in section 4.3 and results in

Ejja (Ay))? Uag Tap
—= = 2| M. Moo — —moMi,, — —My, — m E )
VaﬁB ( 2,||,a+ g Mo Mo o 9 MoVl o 9 0,a MaLYBC,||,a8 | » (C 36)
with
E AV S L o) [ (s — 2 Yoy (B iz
BC|laf = 55 j:12¢] N5 of ma v 5| Ja 1 J) D)
+12M:1v()v(N+—) Uag + 2L V(N 4+ =) | fa(N,§)Bj(N)
j:12 L)Y 9 ap ma vy I UEL 1 J) D)

Perpendicular Energy

The calculation of the perpendicular energy is different than in section 4.3 and is detailed in
the following. The energy contribution is written explicitly as

- N 1 1 T, 0faB|
Ea,J_ = —m AV E Ui(] + 5 ’UJ_(] + )fa<l J+ 2>Bﬁ( ) + 8 5 | ’ (C38>
=1 j=1 Mo CUL ij+1
T3
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Appendix C — Perpendicular Velocity Formulation of the LBD Operator

using EQ,L = E, 1 /Vap. Applying egs. (C.24) and (C.25),

~ M-1 %/ - 1 3. 1 Taﬁ 2/ . 1
B = =me V'Y 30 B0 1) [5016+ ) — o0t 5)
i=1 j= «a
. } 3/ 1 Taﬁ 2/ . 1:|
tlal+1) |guil+ )+ mam&m(] +3)| ¢ (C39)

or with re-indexing j — j + 1 in the second sum,

- ML 1, 1 Tosg o,. 1
Eor=—maAVS Y > Bji(i)fal)) {2vl(3+2)—m AULUL(]+2)}
=1 j=1 «
N M 1 1 T, 1
Bi( “3 (- = af 2‘—] . 4
3 B0 |36 - )+ A=) (C.40)

Splitting off the boundary correction terms,

E AV S B [0 G+ ) - 2T 4 ]
L= —My, 7 — (v —) — -
o+ Pt l D) R maAvy VTS
1 2T, 1
3/ aB 9.
- — )| + 2maBnc. Lo
+ v (J 2)+maAvaL(j 2) + 2maLBe, 108
(C.41)
where
AV | X1 1 2T, 1
E wf = —— - 3/ af 2 ) a i1 * [
BC, 1,03 23{;2(UL<2)+WQAULUJ—(2) fali, 1) By (i)

N 1 2T 5
35 (g -

maAv |

2 (M + ;)) fa(i,M)Bﬁ(z')}. (C.42)

R0+ 5) = 20) + Ao, () + BUS (©.43)
R— 3 = 20) - vy () + BUS (1)
W+ ) = o)+ st () B+ FBE, gy Bel (o)
- 5 = ol) - m () Sk ¢ HAS () (Bw) (C.46)
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C.3. Conservation Properties

resulting in a cancellation of terms with same signs for the squares and a cancellation of
terms with opposite signs for the cubes. This yields,

3(AUL)2 o 2Taﬁ

Ui(]) + 1 + QTTLQEBC’J_,O@ (C47)

Eoi = —maAV YY" Bii(i) fa(5)vL ()

i=1j=1 Ma
Using the definition of the velocity space moments results in
E, 3(Av,)?
” E =-2 (MQ,L,O[ + 7( SL) ma Moo — TopMoo — maEBC,J_,aB> : (C.48)
af

Total Energy

The final result for the total energy conservation equation is,

E, 1 (Avy))? + 3(Av,)? 3
= - Moz_fa aMa aMa_fTaMa_ aE @ )
20ns B ( 2, 2u gMa V1 o + 3 ma Mo, 5 TasMo, Mo FEBc.ap

(C.49)

with boundary corrections,

Fic.on gg{ > 5u) 15) (1o = s )] £, 0550)
+ ; ;M(J) lvﬁ(N +3) (uag + mjgiﬂ) v (N + ;)1 fa(N,j)B’T(N)}
S5 s )
N ;; <vi(M ;) B mijkiLﬁ(M + ;)) fa(z',M)Bﬁ(i)}. (C.50)

In addition to the (Av))? term which is also present in the magnetic moment formulation
(4.81), the perpendicular velocity formulation has a (Av,)? contribution.
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C.3.3 Conservative Corrections

Defining the boundary sums,

Sla:4jz:1UL( )fa(l ]) B S3,a:T;fa(l71) ) (C 51)
M *(N N *
&msz;mmMMMﬁﬁéﬁ e M AT LA

the boundary corrections can be written as

1 1
Ppoap = 2514 (U(g) — Uap + ) + 2554 <v||(N + 2)
1 2T, 1
2 af
Bicas =1 (119) (s o )

1 2T, 1
2N+ =) — of N+ -
+ S2a <v|( +3) (“aﬁ+maAv|>“'( +2>>

1. 9T, 1 1. 92T, 1
+ S3.4 <Ui(2) + A vi()) + S4a (vi(M +-)— p vi(M + )> .

maAvl 2 2 maAvJ_ 2
(C.54)
This can be cast into the following form,
Ppc.ag = UapPi,a + TapP2,a + P30 (C.55)
EBC,aﬁ = UapP4,a + Ta,é’p5,a + P6.a- (056)
using
Pla = -2 (Sl,a + S2,a) s (057)
P2.a = maAUH (Sl,a - S2,a) ) <C58)
P3a = 2 <U||(2)Sl o+ UH(N + )SQ a) , (C.59)
1 1
Pia = — (U(2)S1a + (N + )52 a) = —5Psa; (C.60)
2
a — a N a
p5’ maAUH (UH( )Sl UH( + 2)52 >
2 9 9 1
b (#2550 — 02 (01 + )S4a> , (C.61)
Poo = <v|( )Sra + V(N + 5 Ls,. a) <v (=)Ss.0 + 03 (M + )s4a> . (C.62)
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C.3. Conservation Properties

The condition to achieve momentum and energy conservation is

0 = maVes (Mia — uagMoo — Pcag) + Mpvsa (Mg — ugaMopg — Pacga) (C.63)
1 3 Avy)? + 3(Av, )?
0= Vap <M2,a - auaﬂmaMl,a - §Ta,BMO,o< + ( vll) +8 ( UL) maMO,a - maEBC,Ozﬁ)
1 3 Av)? 4+ 3(Av,)?
+ Vga <M275 — §U5am5M1ﬁ — §T5QMO7B + ( H> 3 ( J_) mgMoﬁ — mBEBCﬂa .

(C.64)

For the collision frequency, the combined form of egs. (3.135) and (3.140) for EM and ET
can be used,

MOa
Vga = Vg —Kaf, C.65
8 5 Mo " (C.65)
ma EM,
oy = | (C.66)
1 ET.

The parallel flow is written the same as in the magnetic moment version,

U = UapT), (C.67)
1, hysical units,
0= physicat s, (C.68)
Nret, Normalized units.
Inserting these relations yields
M, o PBCaB) (MI,B PBC,Ba>
0=mg | —— — Uag — : + Mgkag | —— — Uag?) — : , C.69
(Mﬂ,a g MO,oc prred MO,ﬁ o Moﬁ ( )
(M, 1 My, 3 (Av))? + 3(Avy)? Egc.ap
_<Mm 21Ny, 2 o e 8 " My
M g 1 Mg 3 (AUH)Z + S(AUL)Z Egpc ga
0B | —2 — =y, —= — T, — ’ . (C.70
+ Kap <M075 5 UasTlms Moy 2 5+ mg 3 mg Mo s ( )
Using the formulation with “s-factors”,
51,08UaB T 52.08108 = $3,08: (C.71)

Sa,08Uap + S5,08Lap = S6,08-
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with the coefficients

P1,aMa P1,sMpBRaaT
aff — e} @ s C.72
S1.0f (m + Mmgkagn + Mo + Mo s > (C.72)
_ [ P2aMa | P2,MRap C.73
sa0 = (e D20 ) G
Miome  Migmgkg oMy MgKe
505 = ( L, o Mipmskos  ps, _ P3pmgp 6)7 (C.74)
MO,a MO,,B MO,a MO,B
1My om, 1M gmgk, oM Mgke
O 1, 1 My gMakapt) 4 Pa, i D4,pMpRagT] , (C.75)
2 MO@ 2 MO,ﬁ MO,a MO:B
3 DPs5,aMa Ps5.sMpRas
ws = | =(1+4 K, 7 2 , C.76
s = (504 ) + el D20 (.76
(Mo Mrgras  (Avy)? +3(Avy)? D6,aMa  D6,sMsKags
56,08 — (Mova + Moﬁ + 3 (ma + mﬂﬁag) M07a Moﬁ .
(C.77)
The system of equations is solved by (4.113) and (4.114).
C.4 Normalized Version
The normalized perpendicular velocity and cell sizes are,
b, =B, (C.78)
[ = ﬁ (C.79)
H IR .
20, AD
Ap = “H20 (C.80)
B
1 A
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C.4. Normalized Version

C.4.1 Normalized Velocity Space Moments

The velocity space moments are normalized as,

O N 1103
MO,a:AVZZUL(])fa@J) ~
i=1j=1
. LN . Bi(i)
Mo = AV IS 00 ()0 (1) (1, 5) %
i=1 j=1
. LA AR éﬁ(z
M2La:AVZZUL<])f(Z7j)7A7
i=1j=1 B
) N M s ‘gﬁ(z
M2||aZAVZZUL(J)UH(Z)JC(ZJ)?,
i=1 j=1
My = My + M, 2|5

with AV = 2w AD)AD, . The reference quantities used are

MO,ref,a = Nyef,

Ml,ref,a = Uth,aMref,

M2,ref,o¢ = Trefnref-

Using eq. (C.81) allows to write,

Moo =m0/ AR 0() fuli, §) B (0),

1= 1j 1
My = by /A ZZV 7oy, 9)Bj ),
= 1] 1
MQ’LO{ = mAD /A ZZ\/ ,uBf (1,7 B”
1= 1] 1
My, 0 = TAYy/ Al Z;Z;v PR (i, ) B (i),
i=1j

(C.82)

(C.83)

(C.84)

(C.85)

(C.86)

(C.87)
(C.88)
(C.89)

(C.90)

(C.91)

(C.92)

(C.93)

The above formulation is convenient because the integrand is the same as in the magnetic

moment formulation, apart from the integration weights (y/fi(j) that can be moved to new,

grid-dependent integration weights).
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C.4.2 Normalized Finite Volume Discretization

Normalizing eq. (C.15),

A 7 .o trefjref 1 1 <A . 1 . s . 1 .
Cusfa)i,jg) = — —(Jye+=,7) — J (i — =, )
(Capfa)(i,g) FutButvine B (1) | 50 1@+ 5,9) = Jili = 5.7)

1 %~ 1 %~ 1
FGie S _Foua1
+ 5 (T +5) = TG Q)I
yields the required reference for the collisional flux,

frefBrerth,a

Jre = )
' tref
which components are given as
o 1. 0fuB;
S = Vap | (0 = Tap) fa B + 5 Las oo |’
a1 0fB;
JJ_ = Vaﬁ 'UJ_faB” + iTa’B a@J_ .
We normalize the boundary sums,
. AV M R Bi(1) . AV N B;i(i)
Sa_i 0 .0417 ~ ) S‘a_i aali/\a
1, 1 ;UL(])JC (1,7) B 3, 1 ; (4,1) B
LAV BNV . AV L Bi)
o0 = =D 01 () fal N, ) Sia = 2 fali, M) ==,
4 3 B 4 i

with

Sl,ref = SQ,ref = Nref,
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Nref

SS,ref = S4,ref = .
Uth,«

(C.94)

(C.95)

(C.96)

(C.97)

(C.98)

(C.99)

(C.100)



C.4. Normalized Version

The normalized boundary corrections are

R . 1 Tog W (.1 1. Tos
Prcas = 281 [ 01(=) — a 28 o [ 61(Z)N + =) — figy — — . (C.101
s = 2510 (01(5) — o + 32 ) + 2800 (G + 5) = 05 = 55205 ) . (€100

A A N ]. A TOL A ]'
Brcas = Sia (83(5) = (fas — 222 ) 0(5)
2 AUH 2

.. 1 . T.s\ . 1
+ 5270[ <U2(N + 5) - (Uaﬁ + A@%) Uﬁ(N + 2))

A

A 1 | 1 A 1 1 1
~3 af A2 ~3 afl A2
+ —)+ — a M+ —-)— M+-=)]. .102
S37a (UJ_(2> ﬁﬁ UL(2)> 54, (UJ_( 2) 2@ UJ_( 2)) (C 0 )
with

2
PBC,ref = NrefUth,a;) EBC,ref - nrefvth’a‘ (0103>

The normalization of the alternative form

Pocap = tlagPra + Tashra + Daa (C.104)
EBC@/B = ﬁaﬁﬁ&a + Taﬁﬁ&'),oz + 136,047 (C105>

yields expressions for the normalized “p-factors”,

ﬁl,a = -2 (gl,a + SQ,O{) > (C106>
N o
ﬁ?,a = A~ Sl,a - 52704 ) (C].O?)
AUH ( )

1 A ~ 1 A

P30 = 2 <ﬁ||(2)51,a + o) (N + 2)32@) : (C.108)
1 1.4 1.

Paa = — (@(Q)SM + 0 (N + 2)52,a> =~ 5P (C.109)

R 1 /1. 1. 1 (o, 1on 1.

Pra= 5p (U,(Q)Sl,a — (N + 2)52,a) A <UL<2)53,Q _ 0% (M + 2)54,a) . (C.110)

1.4 1.4 P R 1.
Do,a = @ﬁ(i)sm + Bff (N + 2)52,a> + <vi(2)53,a + 03 (M + 2)5410() : (C.111)
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The normalized conservation equations are

My Paca s Pocga
O:Q«/ma(f’ S p—— B)—l—em/ T ZBCe ) (C112)
Mﬂa MO,B

Mq

)

R (MQ,a o My 3.0 (Apy)? +3(AM) QEBc,aB>
0= €a < — U= — *Tag - =
MOa MO,a 2 4 MO a

)

M. g Mg 3. AD)?+3(A00)? 2ERo ga
t ey | 28 — gy B LB —fTa5+( )"+ 3(A0 ) 2EBos , (C.113)
0.8 e Mog 2 4 My s
with
L EM
=4 mal (C.114)
1, ET.
Writing the normalized system of equations,
UapSi o+ Tagdon = 33,0, (C.115)
Go384.0 + Tnpls.a = 36.0- (C.116)
gives the normalized “s-factors”,
P1a Pip
51 af — P)/Oé + ’V,@&xﬁ + ’704 = + /3(5045A7, (0117)
MO,a MO,,B
. Do | . Do
Soap = Au b2 44, P25 (C.118)
0, MO,,B
. Mo o My Paa . Pag
53,,15:7@%—#75%—7& =~ — B ~ s (Cllg)
Moo Mo s Moo Moz
M, 4 M 2D o 2
St = Caai® o+ e50ug ol ey LAY | 205,500 (C.120)
MO,a MOﬁ 0, 0,8
3 2050 . 2Dsp
S508 = =(€a + €3) + €a——— + €5———, C.121
506 = 5 (€ + &) Moo s (C.121)
My . Myg 1 2 . . 260 . 2D
86,08 = €a 20 4 g 204 ((Am) + B(Avl)z) (€a + €3) — Do _ és ?6’5, (C.122)
Moo Myg 4 Mo,a Mo,s
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C.4. Normalized Version

with

L EM,
Yo = \Maba = “”T\/_ . (C.123)
ma? Y
mg

. (C.124)
My
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Appendix D

Turbulence Characterization Figures

This appendix contains a collection of figures of the turbulence characterization from section
5.2.2.

D.1 Temporal Fourier Spectra

m
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4 X10 1 ‘ 3 ; 5 10°8
electron direction 4
3 109 ‘):.,;
2 1S
| 2
! 10710 o
3
<
10—11 <£
3 : i : ‘ 10-12
0.2 0.4 0.6 0.8 1.0
kyps

Figure D.1. Temporal flux surface Fourier transform of the electrostatic potential over the last
100 ps of the LBD simulation. The solid line shows a measure for the mean value of w, whereas the
dotted line shows a linear estimation for the frequency of the TEM. Taken from Ref. [59].
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Figure D.2. Same as Fig. D.1 but for the collisionless simulation. Based on data available at Ref.
[224].
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Figure D.3. Same as Fig. D.1 but for the BGK simulation. Based on data available at Ref. [224].
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Figure D.4. Spectral particle and heat flux for electrons and ions from the LBD simulation,
averaged toroidally and temporally over 100 us. The fluxes are weighted by k, to account for the
logarithmic scale of the abscissa. Taken from Ref. [59].
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Figure D.5. Same as Fig. D.4 but for the collisionless simulation. Based on data available at Ref.
[224].
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Figure D.6. Same as Fig. D.4 but for the BGK simulation. Based on data available at Ref. [224].
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Figure D.7. Histogram count of phase shifts (cross-phases) between the density, the parallel,
perpendicular, and total temperature of electrons and ions, and the electrostatic potential for the
LBD simulation. The histogram counts are collected over 100 us, and the black line shows a measure
for the mean value by taking a rolling average over the last three mean values on the phase shift
dimension. Taken from Ref. [59].
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Figure D.8. Same as Fig. D.7 but for the collisionless simulation. Based on data available at Ref.
[224].
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Figure D.9. Same as Fig. D.7 but for the BGK simulation. Based on data available at Ref. [224].
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D.4 Trapped Particle Fluxes
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Figure D.10. Spectral total, trapped and passing electron particle and heat flux at the final time
of the LBD simulation. Taken from Ref. [59].
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Figure D.11. Same as Fig. D.10 but for the collisionless simulation. Based on data available at

Ref. [224].
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Fig. D.10 but for the BGK simulation. Based on data available at Ref.
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D.5 Trapped Particle Phase Shifts
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Figure D.13. Histogram count of phase shifts (cross-phases) between total, trapped, and passing
electron density, parallel, perpendicular, and total temperature, and the electrostatic potential
for the LBD simulation. The histogram counts were collected toroidally at the final time of the
simulation. The black line shows a measure for the mean value by taking a rolling average over the
last three mean values on the phase shift dimension. Taken from Ref. [59].
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Figure D.14. Same as Fig. D.13 but for the collisionless simulation. Based on data available at
Ref. [224].
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Figure D.15. Same as Fig. D.13 but for the BGK simulation. Based on data available at Ref.
[224].
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Figure D.16. Density, parallel and perpendicular temperature for total, trapped, and passing
electrons as well as the trapped fraction at the final time of the LBD simulation. The orange line
shows the analytical estimation for the trapped particle fraction. Taken from Ref. [59]
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Figure D.17. Same as Fig. D.16 but for the collisionless simulation. Based on data available at
Ref. [224].
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Figure D.18. Same as Fig. D.16 but for the BGK simulation. Based on data available at Ref.
[224].
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