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Summary

Monitoring the condition of concrete structures is a macrosocial task for safety
and economic reasons that increasingly uses techniques from the field of non-
destructive testing. A promising technique for structural health monitoring of
heterogeneous materials such as concrete or reinforced concrete is coda wave
interferometry, as it is sensitive to even weak changes in the material and can
therefore be used as an early warning system for damage. The technique is
based on comparing two ultrasonic wave forms to derive a change in velocity.
The change is particularly well measurable and resolvable in heterogeneous
media due to strong scattering in late arriving wave packages, the coda.
The objective of the study was to investigate the relationships between transient
impacts, such as temperature, relative humidity, and external stress changes,
on the velocity change of coda waves propagating in concrete. Furthermore,
long-term phenomena such as shrinkage, creep, and hydration were character-
ized using the relative velocity change. The investigations published in three
articles showed that temperature and stress changes in the elastic range are
linearly related to the velocity change of the coda. The interaction of tempera-
ture and humidity, on the other hand, led to a non-linear change. Furthermore,
the results demonstrated that shrinkage, creep, and hydration can be described
not only by conventional measurement techniques but also by means of coda
wave interferometry.
When using coda wave interferometry, it is crucial to be able to separate the in-
dividual effects to distinguish a reversible velocity change from irreversible dam-
age. An approach for this separation is provided summarizing the possible im-
pacts. All relationships were developed using a uniform concrete mix, with the
objective that the results can be transferred to a multiscale model. Such a model
can form the basis for the transferability of these relationships to any material
composition in conjunction with a simulation of wave propagation to establish
coda wave interferometry as an early warning system for concrete structures.

v



Zusammenfassung

Die Zustandsüberwachung von Betonbauwerken ist aus Gründen der Sicherheit
und Wirtschaftlichkeit eine gesamtgesellschaftliche Aufgabe, bei der zunehmend
Techniken aus dem Bereich der zerstörungsfreien Prüfung zum Einsatz kom-
men. Eine vielversprechende Technik im Bereich der Dauerüberwachung von
Strukturen aus heterogenen Materialien wie Beton oder Stahlbeton ist die Co-
dawelleninterferometrie, da sie sensitiv gegenüber kleinsten Änderungen im
Material ist und daher als Frühwarnsystem für auftretende Schäden in Frage
kommt. Die Technik basiert auf dem Vergleich zweier Wellenformen im Ul-
traschallbereich, aus dem eine Geschwindigkeitsänderung abgeleitet werden
kann. Diese ist aufgrund der großen Streuung in heterogenen Medien in spät
eintreffenden Wellenpaketen, der sogenannten Coda, besonders gut messbar
und auflösbar.
Ziel der Studie war es, die Beziehungen zwischen instationären Einflüssen, d. h.
durch Temperatur, relative Luftfeuchtigkeit und externe Spannungsänderungen,
auf die Geschwindigkeitsänderung von sich in Beton ausbreitenden Codawellen
zu untersuchen. Zudem wurden die Langzeitphänomene Schwinden, Kriechen
und die Hydratation mittels der Geschwindikeitsänderung charakterisiert. Die
in drei Artikeln veröffentlichten Untersuchungen zeigten, dass Temperatur- und
Spannungsänderungen im elastischen Bereich linear mit der Geschwindigkeit-
sänderung der Coda zusammenhängen. Die Wechselwirkung von Temperatur
und Feuchte hingegen führte zu einer nichtlinearen Änderung der Geschwindigkeit
der Coda. Außerdem wurde gezeigt, dass die Prozesse Schwinden, Kriechen
und Hydratation neben konventionellen Messtechniken auch mit der Codawellen-
interferometrie beschreibbar sind.
Bei der Anwendung der Codawelleninterferometrie ist es entscheidend, die einzel-
nen Effekte voneinander trennen zu können, um eine reversible Geschwindigkeit-
sänderung von einem dauerhaften Schaden unterscheiden zu können. Für
diese Trennung wird ein Ansatz angegeben, der die möglichen Einflüsse zusam-
menfasst. Alle entwickelten Zusammenhänge wurden unter Verwendung eines
einheitlichen Betonrezepts entwickelt, sodass die Ergebnisse auf ein multiskaliges
Modell übertragen werden können. Ein solches Modell kann im Zusammen-
spiel mit einer Simulation der Wellenausbreitung die Grundlage für die Über-
tragbarkeit dieser Zusammenhänge auf beliebige Materialkompositionen bilden,
um die Codawelleninterferometrie als Frühwarnsystem für Strukturen aus Beton
zu etablieren.
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1 Introduction

1.1 The Big Picture

One of the greatest disasters in recent building history was the sudden collapse
of the Polcevera Viaduct in Genoa, colloquially known as Ponte Morandi, which
was an essential connection element between Northern Italy and France (Fig-
ure 1). The inner-city bridge was inaugurated in 1967 as a representative and
innovative cable-stayed bridge comprising three pylons made from prestressed
concrete, one of which collapsed on August 14, 2018 and caused the death of
43 people, followed by massive economical damage for the region [1].
Contrary to the preliminary assumptions of exceptionally unfavorable weather
conditions on that day, several studies [2, 3, 4, 5] concluded that the main rea-
son for the collapse was the combined effect of fatigue at a very high number of
load cycles and corrosion that had been amplified by the saltiness from the sea
and pollutants of nearby industry. The degradation of the bridge had advanced
much more than expected at the time of its construction, and the over 80 million
larger load amplitude cycles for the bridge were many more than originally as-
sumed. Totally, over half a billion vehicles crossed the bridge during its service
life [2].

Figure 1: Collapsed approximately 250 m long segment of the Polcevera Viaduct (Ponte Morandi) over the
Val Polcevera connecting A10 four-lane motorway in Genoa, Italy. The particularly damaged
pillar 9 of the western pylon triggered the structural failure causing 43 casualties on August 14,
2018. The remains of the original bridge were demolished in June 2019 and replaced by the
Genoa-Saint George Bridge, inaugurated on August 3, 2020.
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1 Introduction

Furthermore, it was suggested that the collapse could have been predicted,
and thus, avoided by adequate maintenance based on model predictions, valid
at that time, or a structural health monitoring system using sensors that con-
tinuously tracked the condition of the bridge by means of non-destructive test-
ing (NDT) methods [3, 5]. The authors of the later published studies specifically
pointed out the generally underestimated phenomenon of combined fatigue and
corrosion for structures built from reinforced and prestressed concrete to the
scientific community.
The collapse also raised concerns about the general condition of infrastruc-
ture in Europe, and several countries demanded renovation and replacement of
structures exposed to corrosion and deterioration.
On the basis of experience to date, only a tiny minority of structures made of
reinforced concrete suffer from durability issues on the order of magnitude rep-
resented by the Polcevera Viaduct. The vast majority of our existing infras-
trucutre is effectively monitored by regular standardized inspections, which de-
pend on national bulding codes regarding their frequency and level of detail.
Additionally, the knowledge about design principles to counter durability prob-
lems increased significantly, e.g., by the introduction of concepts for life cycle
assessment [6, 7, 8, 9, 10], and consideration of data from installed monitoring
systems for the evaluation of structural reliability [11, 12].
Using Germany as an example, the largest proportion of our infrastructural build-
ings was built using structural concrete, and the majority of the over 52,000
bridges were constructed between 1960 and 1990 [13]. Amongst novel relia-
bility models and updated building codes, the scientific community addresses
the safety needs of the ageing infrastructure, which has to deal with a steadily
increasing traffic volume at the same time, by developing new monitoring meth-
ods for damage detection.
Structural concrete poses a special challenge to monitoring techniques, mainly
because of its distinctive heterogeneity and complex microstructure. One of the
most promising techniques for detecting even weak changes in the microstruc-
ture of concrete is ultrasound-based coda wave interferometry (CWI).
The time-dependent progress of corrosion-induced deterioration shown in Fig-
ure 2 [6] illustrates that microstructural changes, i.e., micro-scale damage for-
mation, starts after depassivation of the reinforcement. The damage level be-
comes critical after exceeding a limit state for the crack width [14] because self-
reinforcing effects occur due to facilitated gas and liquid transport mechanisms
until the structure reaches the Ultimate Limit State, which is equal to its fail-
ure. Within this process, detection of mechanical damage is desired as early
as possible for safety and economical reasons. Detection is accomplished by
either inspection at discrete points in time or by a continuous monitoring system.
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1.2 Research Objective

Due to its extraordinary sensitivity in heterogeneous media like concrete, CWI
is more suitable for damage detection at an unprecedented early stage than
conventional NDT techniques.

Figure 2: Time-dependent progress of corrosion-induced deterioration and damaging of reinforced con-
crete structures and their limit state (adapted from [6]), characterized by the initiation period and
the damaging period, during which mechanical damage occurs. In comparison with many con-
ventional non-destructive testing methods in heterogeneous media, coda wave interferometry is
more sensitive and has the potential to detect damage before other techniques.

1.2 Research Objective

The potential sensitivity of coda waves to weak changes in heterogeneous me-
dia has been recognized long before its application to concrete structures. Early
studies from the geophysical community investigated the seismic source, atten-
uation and scattering effects of coda waves based on small local earthquakes as
early as 1969 [15, 16]. Finite difference and finite element methods have already
been suggested for the case of known model parameters to interpret seismo-
grams with respect to geometrical localization of any given change. The model
parameters for the Earth’s crust were typically unknown, however, they may be
well-known in the current static models used for engineering structures. Later
in 2002, CWI was introduced by revealing the relationship between the seis-
mic velocity in granite and temperature changes, together with the associated
acoustic emissions [17]. Furthermore, the coda waves, which initially appear to
be chaotic and noisy, were found to be highly repeatable as no medium change
appears [18].

3



1 Introduction

The exceptional sensitivity, together with the signal repeatability, led to a large
number of studies regarding the detection and localization of weak changes
in concrete using CWI with respect to ultrasonic wave speed, as affected by
thermal, mechanical and chemical damage [19]. However, these impacts may
affect a structure at the same time and add various terms to the total velocity
change. This superimposition is a big challenge regarding the interpretation of
the velocity variation as their exact separation among the individual effects is
unknown. Irreversible changes are of particular interest because they are gen-
erally synonymous with occuring damage in the structure. Therefore, another
aspect of interpreting the velocity variation is the separation between changes
that are reversible, as well as those which are irreversible and indicate dam-
age. Figure 3 shows different impacts on engineering structures that affect the
properties of coda waves. The general research objective in this study is the
characterization of the transient impacts of temperature, moisture, and stress
on coda waves, as expressed by the ultrasonic velocity change dv/v.

Figure 3: Summarized effects on the velocity variation dv/v between two ultrasonic signals propagating
in a structure at a reference state and at the evaluated state. The term long-term phenomena
aggregates further concrete-specific phenomena, e.g., shrinkage, creep, carbonation, and corro-
sion, whereas the remaining effects act on a short-term scale.

Several advances are expected due to investigating the relationships between
the various impacts on the velocity variation in a systematic way, i.e., using a
consistent concrete mix and identical raw materials throughout all of the experi-
ments. In addition to increasing the level of knowledge about CWI data analysis
and potential measurement setups for both laboratory and in-situ studies, this
study also covers the following three major theses:
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1.3 Research Framework

• We gain an improved understanding of the physical relationships regard-
ing a state change in concrete and an ultrasonic velocity change of the
propagating coda waves by means of controlled experiments on a labora-
tory scale, during which we only vary one impact parameter at a time. We
can quantify the developed relationships by the change in dv/v per impact
using the stretching method [20].

• We can transfer the developed relationships to the structural scale to
translate between a change in the measured total dv/v and a state change.

• We create input data for material models on the micro- and mesostructural
scale that are capable of simulating nonlinear state changes, including
damage. These models are the basis for wave propagation simulations
used to attribute changes in dv/v to occurring damage. The relationships
developed will be transferable to arbitrary concrete mixes and systems by
means of these models.

The research presented in this study addresses the formulated hypotheses by
way of three articles, which are summarized in the final conclusions. The results
will contribute to establishing the CWI method with regard to applicability as an
early-warning monitoring system for integrity assessment of structures made of
reinforced concrete. The motivation for the presented research is the need for a
general safety increase in our built environment.

1.3 Research Framework

This study originated within the framework of the research unit CoDA – Con-
crete Damage Assessment by Coda Waves [21], which was founded in 2019. The
research unit is organized as a mainly national network of scientists coming
from the disciplines of geophysics and civil engineering, and funded by the Ger-
man Research Foundation. Its overall objective is the development of a novel
methodology for continuous condition assessment of reinforced concrete struc-
tures, which is capable of continuously updating durability-oriented computa-
tional models [22].
Research within this unit is conducted on both the specimen scale and the struc-
tural scale. The specimen scale focuses on exploring the effects of microstruc-
tural changes on the coda using experiments in a laboratory environment, which
is covered within this study. Simultaneously developed material models [23, 24]
form the basis for high-performance simulations of wave propagation [25, 26, 27]
to represent the experimentally observed changes. Furthermore, experiments
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1 Introduction

on real structures on the structural scale [28, 29, 30, 31] were conducted with
the objective of identifying and localizing any occurring material changes us-
ing CWI-based techniques [32, 33, 34, 35] combined with numerical structural
models.
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2 Theoretical Background

2.1 Concrete Raw Materials and their Elastic
Properties

The design process of concrete has many degrees of freedom. Possible con-
siderations reach from the planned area of application, which primarily implies
requirements regarding mechanical strength and exposition, over rheological
properties of the fresh concrete, and the on-site construction method. Techni-
cal considerations can be further extended with respect to the environmental
impact, or the related emissions of the materials, and their availability, as well
as economical aspects. At the end of the design process, concrete is defined
by a mix of several raw materials in the desired ratio. The basic components
are cement, acting as a binder, plus mixing water, and aggregates of various
sizes. Besides the main components, admixtures, and additives can be added,
or substitute other components [36].
Cement is a ground, inorganic hydraulic binder that hardens during the chemi-
cal reaction of water with several phases, mainly calcium silicate. This reaction
is referred to as hydration. Depending on the ratio of water and cement w/c,
non-hydrated cement particles either remain in the microstructure for a ratio be-
low approximately 0.40, while excess water, which remains in the system above
a ratio of 0.40, facilitates the formation of capillary pores because it evaporates
slowly over time [37]. Different cement compositions can be classified according
to building standards, e.g., DIN EN 197-1 [38] or ASTM C150-07 [39], depending
on the ratio of the main components, which are Portland clincer, blast-furnace
slag, pozzolan, fly ash, burnt shale, limestone, or silica.
Cement paste is the hardened product of cementitious materials that have re-
acted with water. Its compressive strength linearly depends on the degree of
hydration above a critical hydration degree [40]. However, strength increases
rather slowly above this threshold, and the macroscopic properties are consid-
ered to be a combination of the properties of the individual cement phases. An
excerpt of the properties of various characteristic minerals is provided in Ta-
ble 1 [41, 42]. Information regarding the elastic properties of further phases is
summarized in the literature [43]. In addition to hardened cement paste, elastic-
ity and yield stress during the fresh state of concrete are becoming increasingly
important properties due to their industrial use, e.g., for 3D printing technolo-
gies, of extremely fluid cement-based materials such as self-compacting or self-
leveling mortars, and concretes [44].
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2 Theoretical Background

Table 1: Excerpt of elastic properties of characteristic cement and cement paste phases with their ce-
ment chemist notation (CCN) [43, 41, 42]: compression (bulk) modulus K [GPa], shear modu-
lus G [GPa], Young’s modulus E [GPa], and Poisson ration ν [-].

Cement phase CCN K G E ν

Tricalcium silicate C3S 105.2 44.8 117.6 0.134

Dicalcium silicate C2S 105.2 44.8 117.6 0.134

Tricalcium aluminate C3A 105.2 44.8 117.6 0.134

Silica fume SiO2 36.5 31.2 72.8 0.167

Portlandite CH 40.0 16.0 42.3 0.324

C-S-H C1.7SH4 14.9 9.0 22.4 0.25

The last basic component of concrete are aggregates, where conventionally
used crushed or naturally mined stones still make up the largest share of the
aggregates in concrete. They can be characterized by several physical proper-
ties, e.g., their pore space, density, magnetic properties, radioactivity, thermal,
and electrical properties.
The elastic and seismic properties are the basis to describe wave propagation
in isotropic solid materials [45], e.g., by means of the link of the ultrasonic ve-
locities, and mechanical stresses provided by the acousto-elasticity theory [46].
Generally, the wave velocity v follows Equation (2.1) using the quotient of the
wave path s over time t.

v =
s

t
(2.1)

The ultrasonic pulse velocity in concrete is generally frequency dependent [47],
whereby frequency affects both wave speed and attenuation [48]. Equation (2.2)
describes the frequency f using the wavelength λ.

f =
v

λ
(2.2)

The elastic wave velocities of the basic types of body waves, the primary wave
(pressure wave or P-wave) with velocity vp and the secondary wave (shear wave
or S-wave) with velocity vs are given in Equations (2.3a) and (2.3b) using the
material density ρ, Lamé’s first parameter λ, and Lamés second parameter μ.

vp =

√
λ+ 2μ

ρ
(2.3a)

vs =

√
μ

ρ
(2.3b)
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2.1 Concrete Raw Materials and their Elastic Properties

Concrete can be represented by material models, which consist of a system
of cement paste, aggregate particles, the pore system, and increasingly a solid
phase that is considered as the perturbed region around the aggregate particles.
This Interfacial Transition Zone (ITZ) incorporates slightly different transportation
mechanisms, and mechanical characteristics [49, 50, 51].
To directly relate microstructural material models, which use locally discretized
material parameters, with elastic properties, a homogenized stiffness tensor,
e.g., of the hydrated cement paste, can be determined. A formulation of the ten-
sor can be accomplished by means of effective medium theories, e.g., using a
Mori-Tanaka scheme [52]. These properties are, in turn, connected with elastic
wave velocities using the effective bulk modulus K and the shear modulus G,
which is equal to μ [53].

K = ρ
(
vp

2 − 4

3
vs

2
)

(2.4)

G = ρvs
2 (2.5)

In addition, the dynamic modulus of elasticity Ed can be determined non-destruct-
ively by means of the wave velocities [54], where the dynamic Poisson’s ratio νd
can be estimated around 0.26 for low standard and 0.18 for high strength self-
compacting concretes [55].
However, the dynamic modulus of elasticity is around 30 % higher than the con-
ventionally determined static modulus [56] because Ed is determined at low
stresses and is therefore rather a tangent modulus.

vp =

√
Ed

ρ

1− μ

(1 + μ)(1− 2μ)
(2.6a)

vs =

√
Ed

ρ

1

2(1 + μ)
=

√
G

ρ
(2.6b)

The elastic properties of naturally occurring aggregates are subject to varia-
tions. They are governed by the properties of their individual minerals, their
fractional volume, and their bonding, temperature, and pressure. Therefore, the
properties can be anisotropic and deviate from macroscopic moduli, assuming
homogeneous stress and strain [57, 58]. Table 2 provides elastic properties
for characteristic rock-forming trigonal and Feldspars minerals for aggregates
in concrete. Additionally, wave velocities and Poisson’s ratio of recycled aggre-
gates are being increasingly considered due to their reusability [59].
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2 Theoretical Background

Table 2: Elastic properties of characteristic rock-forming minerals [60, 61], calculated according to Reuss
(index R) [58] and Voigt (index V ) [57]: density ρ [kg/m3], mean atomic mass mA [amu], compres-
sion (bulk) modulus K [GPa], Young’s modulus E [GPa], shear modulus G [GPa], velocities of the
P- and S-waves vp [m/s] and vs [m/s], and Poisson ration ν [-].

System ρ KR ER GR vp ν

Mineral mA KV EV GV vs

trigonal

α-quartz 2650 38.0 91.8 41.5 6050 0.08

20.03 38.6 101.2 47.6 4110

Calcite 2712 71.4 68.8 25.7 6660 0.31

20.02 77.7 92.6 35.6 3390

Feldspars

Albite 2605 53.0 69.0 26.9 6060 0.28

20.17 61.6 80.5 31.4 3350

Anorthite 2760 79 - 37 7050 0.29

- 89 - 43 3800

Orthoclase 2570 40.3 55.8 22.0 5690 -

- 56.0 78.3 30.9 3260

The velocity of commonly used magmatic and metamorphic rocks has a range
that depends on the individual mineral composition. For typical aggregates in
concrete, compression and shear wave velocities range between vp = 2.46...5.56

km/s and vs = 2.07...3.49 km/s for Quartzite (ρ = 2636 kg/m3) and vp = 4.67...6.15

km/s and vs = 2.61...3.51 km/s for dry Basalt (ρ = 2840 kg/m3).
In addition to the main components, finely ground admixtures are often added
either as inert (type I), e.g., ground aggregates or pigments, or reactive ma-
terials during the hydration (type II), e.g., fly ash, blast-furnace slag, or silica
powder [36]. Admixtures of type II can partially substitute the volume of nec-
essary cement. Therefore, these supplementary cementitious materials (SCM)
are increasingly being used to create more eco-efficient cements [49, 62]. For
example, current research aims at replacing an increasing portion of Portland
cement clinker by agricultural waste products like risk husk ash [63, 64].
In order to influence the concrete properties, additives can be added to the
concrete mix. Currently, almost every state-of-the-art concrete used in practice
is being optimized regarding its compactability, workability, and durability [36].
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The group of additives comprises effects on the fresh concrete that are either
water-reducing, retarding, accelerating, or have further effects according to
ASTM C494/C494M-17 [65]. Eventually, the addition of these additives results
in adjusted properties of the hardened concrete, e.g., compressive or flexu-
ral strength, elastic modulus, or durability-related properties, e.g., resistance
to freeze-thaw cycles.
Besides its advantageous properties regarding mechanical strength, reinforced
concrete (RC) structures can be subject to physical and chemical attacks, which
have an adverse impact on their durability and therefore cause a degradation of
the material. RC durability is predominantly governed by its resistance against
phenomena on a microstructural level, such as freeze-thaw attack [66, 67, 68],
carbonation [69, 70, 71], or chloride penetration along with moisture transport
and the resulting reinforcement corrosion [6, 72, 73]. All of these phenomena
cause deterioration and crack formation, which can amplify the entire damaging
process besides crack development due to internal stresses [74] [75]. To the
best of our knowledge, this process must be controlled in addition to the overall
condition of the structure for safety, and reliability reasons starting with a proper
concrete design.

2.2 Wave Propagation Theory in Heterogeneous
Solids

A mechanical wave is characterized by oscillations of individual particles cou-
pled to each other and the associated acoustic energy transport through a
medium. Figure 4 (a) shows a sinusoidal oscillation of a single particle over
time, represented by a mass connected to a spring that moves around a neutral
position due to an initial deflection. The relationship between the force F act-
ing on the particle and the deflection x is given by Hooke’s law by means of a
constant k for the spring.

F = −kx (2.7)

The connection of an arbitrarily large set of masses to each other creates a sim-
plified model of a homogeneous, elastic solid with Young’s modulus E, where
each particle is able to oscillate and transfer energy to the adjacent particles (Fig-
ure 4 (b)). In this model, a phase shift exists between the particles reached
earlier and the ones that are reached with lag time. Assuming that the particle
motion and the wave propagation have the identical direction, both compaction
and dilution zones appear, and the resulting wave type is called a pressure wave.
If the particle motion is, however, perpendicular to the direction of propagation,
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the result is a shear wave. These are the basic two types of waves that can
appear in a solid body without any boundaries or interfaces.
Besides pure body waves, surface waves such as Rayleigh or Love waves form
a group of waves, which propagate along an interface between differing media
and diminish for increasing distance from the surface. Typically, they propagate
slower than body waves but can have larger amplitudes [76].

Figure 4: (a) Sinusoidal oscillation of a linear spring according to Hooke’s law with an initial deflection
without attenuation effects. (b) Simpflified model of an elastic, homogeneous, and isotropic solid
with particles connected by linear springs. In the model, the spring constant is equal to Young’s
modulus E [76].

Using Hooke’s law and Newton’s second law of inertia, the equation for wave
propagation in elastic solids can be derived [77]. This equation describes the
propagation of a sound wave in elastic media through the displacement of a
particle.

ρ
∂2 #»u

∂t2
= (λ+ 2μ)∇ (∇ · #»u )− μ∇×∇× #»u (2.8)

In addition to theoretical solutions of Equation (2.8), e.g., for the P-wave in Equa-
tion (2.3a) and the S-wave in Equation (2.3b), numerical methods such as dis-
crete element method or finite difference-based methods exist, which allow ap-
proximated solutions even for solids with a high degree of heterogeneity and ge-
ometrical boundaries. The basis for such simulations are realistic morphologies
of the material, which reflect the elasticity and the moment of inertia for the el-
ements of a discretized mesh. Figure 5 (a) shows a computationally generated
mesostructure given an aggregate, pore, and crack distribution for a concrete
cuboid [24, 23], e.g., using the concrete mesostructure generator pyCMG [78].
Figure 5 (b) [25] shows a simulation using the discrete element method of
a complex ultrasonic wavefield between two embedded transducers in such a
mesostructure.
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Figure 5: (a) Computationally generated concrete model for mesoscale and multiscale simulations con-
taining aggregates, cement paste, and air voids [23]. (b) Simulation of a complex wavefield be-
tween two transducers in a concrete model for damage identification using the discrete element
method [25].

Sound waves in heterogeneous media can be excited either naturally, e.g., by
crack formation in concrete, or by means of an artifical energy source. As-
suming a point source, the energy spreads spherically from the source, and its
intensity I decreases proportional to r2 according to spherical divergence:

I ∝ 1

r2
(2.9)

Since the intensity is proportional to the square of the amplitude A of the wave,
the amplitude decays with the radius:

A ∝ 1

r
(2.10)

For the fully elastic model in Figure 4 (b), elastic waves can propagate without
energy loss, and the amplitude decays only due to spherical divergence. How-
ever, heterogeneous media such as concrete exhibit attenuation effects, which
amplify the amplitude decay over distance traveled. Attenuation is governed by
the distinct physical phenomena intrinsic absorption and scattering. Intrinsic at-
tenuation describes the conversion of the wave’s mechanical energy into heat
due to friction and changes in viscosity. Scattering effects occur at interfaces, at
which the wave is split into reflected and transmitted wave modes. This effect
intensifies for a large number of scatterers, creating long and complicated wave
paths on which energy is converted as a result of absorption [77]. Altogether,
the amplitude decay of elastic waves propagating in concrete can be described
using a diffusion approach [79] or a radiative transfer approach [80].
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Scattering in concrete increases particularly fast if the size of the scatterers,
e.g., aggregates, pores, or cracks, is approximately as long as one-tenth of the
wavelength [76]. Many scattering events consequently lead to complex and dif-
fuse wavefields, as seen in Figure 5 (b). Since conventional techniques, based
on the evaluation of unperturbed waveforms, often fail when used in heteroge-
neous media, a need for the development of backscattering techniques such as
coda wave interferometry arises, which involves and simulaneously exploits the
multiple scattering effects.
Attenuation also increases considerably with frequency, so that the reasonable
range for elastic wave-based inspection, e.g., ultrasonic testing, is limited to a
range of frequencies [81]. Four different regimes can be distinguished, which
are described in greater detail in the following paragraphs [19]. Table 3 shows
the frequency domains for concrete, including the assumed paths of an elastic
wave, the regime name, the approximate range of relevant frequencies depen-
dent on the particular concrete mix, and the dimensions of the wave and the
structure.
The stationary wave regime is characterized by low frequencies below 20 kHz,
in which the wavelength is greater or around equal to the size of the structure.
Techniques operating in this regime, such as modal analysis, use the vibrational
eigenmodes of the evaluated structure. These techniques are usually robust but
less sensitive compared to techniques using higher frequencies. They can de-
tect changes only by means of differing eigenmodes without explicitely resolving
the material change due to the relatively large wavelengths.
The simple scattering regime covers waves that interact weakly with the con-
crete heterogeneities with frequencies between 10 kHz and 150 kHz. This range
is considered to be the standard range for most ultrasonic testing techniques, in
which the wavelength is smaller than the structure but still larger than the vast
majority of the scatterers. The frequency range in the simple scattering regime
aims at finding the balance between reasonable sensitivity to material changes
on the one hand, and a wide volume coverage in the structure with a high signal-
to-noise ratio in the waveform due to low attenuation on the other hand.
In the multiple scattering regime, elastic waves interact strongly with the con-
crete heterogeneities at frequencies higher than 100 kHz, whereby the transi-
tion between the simple and the multiple scattering regimes and their respective
frequency limits are smooth. The mesoscopic frequency range above around
100 kHz creates waveforms that can be described by random scattering. For
such waveforms, the evaluation of the backscattered tail of the ultrasonic signal,
the coda, becomes increasingly informative due to information reinforcement
over a large number of wave paths.
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Table 3: The four frequency domains of ultrasound in concrete [19] with wave paths between a sender S
and a receiver R. The stated frequency limits have large uncertainties because they depend on
the geometrical dimensions of scatterers in concrete, e.g., aggregates, and air voids. The ultra-
sonic wavelength λ is compared to the specimen length L, the size of the heterogeneities d, the
scattering mean free path l,and the intrinsic absorption characteristic length la.

Wave paths Regime Frequency Dimensions

Stationary wave
regime

< 20 kHz λ > L

Simple scattering
regime

10 kHz-
150 kHz

d < λ < L < la

Multiple scattering
regime

100 kHz-
1 MHz

λ < d ≤ l < L < la

Attenuation regime >1 MHz λ� L

The attenuation regime is characterized by frequencies above 1 MHz, for which
elastic waves are strongly attenuated, and the wavelength is much smaller com-
pared to the size of the structure. Consequently, the distances traveled by the
waves become very small, and the structure size scales down to experiments in
the laboratory.

2.3 Coda Wave Interferometry: State of the Art

2.3.1 Theory of Coda Wave Interferometry

Typical concrete structures include a large number of scatterers, in which NDT
techniques based on direct or simple scattering assumptions fail. Therefore, fre-
quencies in the multiple scattering regime can be selected using backscattering
techniques such as coda wave interferometry for estimating nonlinear behavior
in seismic velocity [18].
Coda waves refer to the late arriving tail of a waveform, which is strongly scat-

15



2 Theoretical Background

tered, and characterized by both a high degree of diffusivity and high sensitivity
at the same time. Originally studied in the geophysical community as a result of
small local earthquakes [15, 16, 82], coda waves were also proven to be sensi-
tive to even weak material changes using ultrasound experiments [17].
In contrast to their chaotic and noisy appearance, e.g., in complicated wave-
forms, they were found to be highly reproducible and deterministic. Therefore,
the medium in which coda waves propagate is often referred to as a seismic
microscope, or interferometer, in which small changes between two states can
be detected. The theory of coda wave interferometry is comprehensively sum-
marized in the literature and is the basis for the following paragraphs [18].
The fundamental assumption of the theory of coda wave interferometry is path
summation. Every given wavefield u(t) can be expressed by the sum of waves
along all wave paths traveled SP (t) [83]. For any interpretation of the wavefield,
this assumption implies that the individual wave paths do not have to be known
exactly with respect to further considerations.

u(t) =
∑
P

SP (t) (2.11)

Individual waveforms can be compared with each other, e.g., by choosing a late
time window of the waveform, in which multiple scattering can be expected. Any
perturbation between two waveforms consequently indicates a perturbation in
the medium. As long as the scattering properties in the medium do not change,
the perturbation can be assigned to displacements of the scatterers, e.g., by a
change of the path length δl or the introduction of new scatterers.
The perturbed wavefield is given by an adaption of Equation (2.11) by a change
in travel time τP , induced by a phase change. This theory holds true as long
as the scattering mean free path is considerably larger than a single wave-
length [18].

ũ(t) =
∑
P

SP (t− τP ) (2.12)

The magnitude of the change in travel time depends on the scattering path P ,
whereby the chosen time window for the waveform limits the evaluated paths.
The perturbed waveform can be compared to a reference waveform, as in Fig-
ure 6, by means of the time-shifted correlation coefficient CC(ts) using a finite
time window between t1 and t2 [18]. Here, ts is the time shift between the com-
pared waveforms.

CC(ts) =

∫ t2
t1

u(t)ũ(t+ ts) dt√∫ t2
t1

u2(t) dt
∫ t2
t1

ũ2(t+ ts) dt
(2.13)
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Figure 6: Ultrasonic signal in concrete under tension compared to a reference signal at an unloaded state,
evaluated within the time window between t1 and t2. The load induces a perturbation in travel
time that accumulates over time. The change can be resolved and determined increasingly well
for late arrivals in the coda.

Equation (2.13) was developed considering doublet techniques that are able to
measure temporal variations of crustal velocities based on comparing pairs of
microearthquakes using a moving time window and computing differences in
arrival times [84, 85]. However, greater stability is reached for velocity-based
evaluation of any perturbation. Using the wave velocity v in a medium and the
unperturbed travel time tP , the change in travel time τP can be related to a
relative velocity perturbation dv.

tP + τP =

∫
P

1

v + dv
ds (2.14)

The state of the art of comparing two ultrasonic waveforms in concrete is the
stretching technique [86] using the velocity change dv/v. The evaluated wave-
form is stretched in time by a factor ε = −dv/v, while simultaneously computing a
correlation between the stretched and the reference waveform. For a maximum
correlation, the stretching factor can be indicated:

CC(ε) =

∫ t2
t1

u(t)ũ(t(1− ε)) dt√∫ t2
t1

u2(t) dt
∫ t2
t1

ũ2(t(1− ε)) dt
(2.15)

Finally, it should be noted that the travel time is, in fact, the average arrival time
of the waves that arrive in a finite time window, and tP can therefore be replaced
with t. Furthermore, the inferred velocity change is also the weighted average
of velocity changes in both elastic wave types, the P-wave, and S-wave [17],
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whereby the sensitivity of the coda is generally governed by changes in the S-
wave velocity [16].
Furthermore, any perturbation between two waveforms not only induces a phase
change but also wave significant waveform distortion due to attenuation effects,
i.e., a change of the waveform. The quantification of this effect using the quality
factor Q is further described, and discussed in Chapter 3.2.2.

2.3.2 Effects of State Changes on the Coda

Coda wave interferometry was the subject of numerous studies in the area of
concrete monitoring since its sensitivity even to weak changes was proven [17,
18]. Various effects on the velocity change of coda waves were characterized
such as temperature [87, 88] or mechanical loads [89, 90, 91, 92, 93], and even
typical concrete phenomena, e.g., freeze-thaw attack [94], self-healing [95], or
alkali silica reaction [96]. The effect of moisture changes in concrete on the
velocity variation using CWI is hardly studied, probably because of the large
amount of time required to systematically collect experimental data due to slow
transport processes in concrete. However, water content affects ultrasound
propagation in concrete [97, 98] and must therefore be considered when com-
paring ultrasonic waveforms by means of CWI, at least for signals that are far
apart in time.
Although single impacts on the velocity variation can be characterized, the sep-
aration of the individual effects is hardly discussed but becomes indispensable
when distinguishing the sources of the perturbation in the investigated medium,
i.e., the state change. For on-site application of CWI, this is becoming increas-
ingly important because structures are exposed to several influencing variables
at the same time.
Nevertheless, approaches exist to determine the effect of various simultane-
ously acting variables on concrete specimens in the laboratory. Using the ex-
ample of external mechanical stress, the acoustoelastic effect [46, 99, 100] pro-
vides the relationship between the applied uniaxial stress in z-direction σzz com-
pared to a reference state with wave velocity v0ij, and velocity in the medium vij

using acousto-elastic constants Aij in the elastic regime.

vij = v0ij(1 + Aijσzz) (2.16)

Figure 7 illustrates the relationship between the velocity change and a stress
change when experimental data is available and a regression can be performed.
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Figure 7: Relative velocity change for a state change, adapted from [19]. The relationship, for which struc-
tural integrity is assured, can be obtained by a regression of experimentally determined data. For
an external uniaxial load on a concrete structure, the velocity change is linearly coupled to the
load by the acoustoelastic constant A stating a linear relationship.

Calibration using a regression analysis only becomes possible as soon as ex-
periments can be conducted and further considerable interactions are excluded
in the data. In this case, any values for the velocity change that deviate too
much from the calculated regression values can be considered as an indicator
for damage. However, the location of the boundary to which extent deviations
from the regression are considered to be still acceptable is difficult to indicate
and currently not precisely specified.
Any additional variable affecting the structure such as temperature would have to
be compensated to apply Equation (2.16) because it only depends on the applied
stress. Therefore, a bias control technique was proposed to compensate for ad-
ditional effects and the bias originating from experimental procedures on the ve-
locity variation using a reference specimen for each additional effect [101, 102].
This approach is very well suited for structures on the laboratory scale, but both
the collection of experimental data, and the compensation using a reference
specimen with identical behavior regarding wave velocity changes can be chal-
lenging in practice. The study presented here aims at determining experiment-
based relationships, using a consistent concrete mix to explore the impacts on
the velocity change and to prepare a coherent dataset for modeling and wave
propagation simulations in arbitrary concrete mixes in order to separate the in-
dividual effects from each other.
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3 Impact of Temperature and Relative
Humidity Variations
on Coda Waves in Concrete 1

Abstract - The microstructure of concrete can be affected by many factors, from non-
destructive environmental factors through to destructive damage induced by transient
stresses. Coda wave interferometry is a technique that is sensitive enough to detect
weak changes within concrete by evaluating the ultrasonic signal perturbation com-
pared to a reference state. As concrete microstructure is sensitive to many factors, it
is important to separate their contributions to the observables. In this study, we char-
acterize the relationships between the concrete elastic and anelastic properties, and
temperature and relative humidity. We confirm previous theoretical studies that found
a linear relationship between temperature changes and seismic velocity variations for
a given concrete mix, and provide scaling factors per Kelvin for multiple settings. We
also confirm an anti-correlation with relative humidity using long-term conditioning.
Furthermore, we explore beyond the existing studies to establish the relationship link-
ing humidity and temperature changes to seismic attenuation. Lastly, we formulate
a model for the combined impact of temperature and relative humidity on the signal
velocity variation.

1 This article was published in the peer-reviewed journal Scientific Reports by Nature Research on 14
August 2024. This chapter is the originally submitted version, which was accepted by the Technical
University of Munich. The authors’ work share is listed in Appendix 2.

21



3 Impact of Temperature and Relative Humidity Variations on Coda Waves in Concrete

3.1 Introduction

Today, large parts of the built environment are made from structural concrete.
The safety of these structures is, in most cases, secured during regular, but often
only annual, inspections rather than using continuous monitoring. Thus, these
maintenance strategies rely on information from an ideally full update of the
structures’ integrity on discrete inspection dates. In contrast, monitoring tech-
niques have the advantage of continuously detecting structural changes and,
therefore, allow preventive action to be initiated at an early stage before critical
damage occurs. One recent and promising technique for monitoring heteroge-
neous media such as concrete is Coda Wave Interferometry (CWI) [84, 17, 18].
CWI leverages the fact that scattered waves propagate multiple times in per-
turbed media, summing the perturbations and changing the arrival times of
waves relative to a reference state.
Multiple laboratory-scale studies have shown the technique’s potential to moni-
tor microstructural changes in concrete as a consequence of external mechan-
ical loads [103, 104, 105, 106] or due to temperature changes [107, 87]. Fur-
thermore, time-dependent concrete-specific phenomena can be characterized
using CWI, e.g., the alkali-silica reaction [108] or freeze-thaw damage [94]. Nat-
urally, some of these investigations have been extended to large-scale concrete
structures [109, 110, 34, 35, 31], where CWI’s potential has been proven under
controlled environmental conditions.
Besides its high sensitivity to even weak changes in the material, one of the
biggest challenges for CWI today is the simultaneous occurrence of condition
changes that cause superimposed terms contributing to the velocity variation.
The separation of these terms is often difficult under practical conditions be-
cause changes in environmental conditions can occur simultaneously (e.g., win-
ters are wetter and colder in the mid-latitudes). This applies especially to inter-
preting the effect of transient changes, e.g., due to stresses or damage, because
environmental temperature or humidity changes may induce a bias in measur-
ing the ultrasonic signals’ phase lag [111, 112, 113, 114].
In on-site applications, one specific challenge arises from the time-limited evalu-
ation period (often only hours) because this is required so that only one param-
eter is changing [19]. However, to link the impact of temperature and damage,
nonlinear ultrasonic techniques have been suggested either to link the influ-
ence of damage on ultrasonic waves using thermal modulation [115] or to com-
pensate for temperature effects using a thermal bias control by comparing the
temperature-induced perturbation of test and reference specimens [101, 102].
In our study, we address the necessity of separating the superimposed effects
of environmental conditions affecting every concrete structure, i.e., temperature
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and relative humidity changes, on the speed at which seismic waves propagate.
We detected the changes in the coda waves using long-term equilibrium exper-
iments and remained in the non-destructive regime to avoid having to address
any additional impact of damage on the velocity variation. We separated the
individual effects of temperature and relative humidity from each other and pro-
posed a third-order polynomial regression model for their combined effects to
predict velocity variations.
The specimens are a normal concrete mix, which is described in detail in [24,
23]. In addition to elastic wavespeed perturbations, monitoring the scattering
properties of the materials, by measurements of amplitude decay in the coda
waves, may be useful because the amplitude decay is particularly sensitive to
damage. Therefore, we also demonstrate the changes in anelastic seismic prop-
erties (attenuation and scattering) in the seismic quality factor Q [15, 16] for both
temperature and relative humidity variations.

3.2 Materials and Methods

3.2.1 Coda Wave Interferometry

Coda wave interferometry is based on comparing deterministic and reproducible
ultrasonic waveforms propagating in a heterogeneous medium along multiply
scattered paths [19]. Any change in the medium’s scattering properties causes
a perturbation of the waveform compared to the original, unperturbed waveform.
Even weak changes can accumulate over many repeated wave paths between
a sender-receiver pair and can be detected in late coda waves through phase
differences, which can be expressed as a velocity perturbation dv/v of the ultra-
sonic signal, i.e., the velocity variation. The velocity variation is deduced from
a linear regression of the time delay, which increases over signal time t, and
the measurements of phase differences, dt. It is, therefore, most significant
when measured in late windows that record scattered waves called the ultra-
sonic coda.
Multiple methods for CWI analysis have recently been proposed [17, 116, 117,
118], based on deriving a stretching factor ε = dt/t = −dv/v from the calculation
of a maximum signal correlation coefficient CC between a reference signal u(t)
and a perturbed signal ũ(t). Here, t1 and t2 mark the time window in which the
velocity change is derived. In this study, we use the stretching technique [116]
to determine relative velocity changes dv/v in the medium according to Equa-
tion (3.1).
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CC(ε) =

∫ t2
t1

u(t)ũ(t(1− ε)) dt√∫ t2
t1

u2(t) dt
∫ t2
t1

ũ2(t(1− ε)) dt
(3.1)

The ultrasonic signals were preprocessed and were effectively noise-free. We
refer to [119] for details regarding the preprocessing procedure, where the value
of CC(ε) generally depends on the signal-to-noise ratio and the evaluated time-
window. The cross-correlation coefficient and velocity variation were computed
across the entire duration of each experiment using a window length of 2,500
samples, equal to 2.5 ms.

3.2.2 Quality Factor

The quality factor Q describes the fractional loss of energy of an ultrasonic sig-
nal arriving at a receiver position. As such, it is a parameter representing the
attenuation properties of a medium in a single backscattering model and was
originally studied to evaluate the attenuation of coda waves from small local
earthquakes [15, 16]. It is dimensionless, frequency-dependent, and can be
expressed as in Equation (3.2), which is valid for both the single scattering and
diffusion theories. The amplitude of an ultrasonic signal A(ω|t) at a frequency
around ω over a time t is expressed by a source term c, which is constant for a
uniform excitation. The constant a accounts for geometrical spreading, where
a = 1 is generally assumed for body waves.

A(ω|t) = ct−ae−ωt/2Q (3.2)

As we use embedded sensors, we can assume that the ultrasonic coda waves
are mainly energy transported by body waves. We can rewrite the equation by
replacing ω with the frequency f , around which the signal is filtered.

A(f |t) = ct−1e−πft/Q (3.3)

By transforming the equation, the right side of Equation (3.4) can be interpreted
as a linear function with a negative slope of πf/Q.

ln [A(f |t)t] = ln c− πf

Q
t (3.4)

The procedure for deriving Q is illustrated in Figure 8 for an ultrasonic signal,
where the root mean square of the amplitude is the basis for linear regression,
starting from the maximum amplitude of the filtered signal.
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Figure 8: Procedure for deriving the quality factor Q using the signal’s root mean square [120]. Start-
ing from the preprocessed signal, the signal is further filtered around a central frequency f ,
e.g., 60 kHz with a bandwidth of ±20 kHz. An approximation for Q according to Equation (3.4)
is the slope of the linear regression using the root mean square of the signal amplitude A for a
constant f .

The computation of Q according to Equation (3.2) is affected by reflections at
geometrical boundaries that can be observed in the form of periodic wave pack-
ages in the root mean square in Figure 8. Q is lapse-time dependent [121],
which we do not explore here. Therefore, our absolute estimate of Q is rather
uncertain and we focus on the relative measurements.

3.2.3 Materials

We produced two batches of concrete specimens with constant cement content
and aggregate size distributions (Table 4). Only the water-cement ratio was var-
ied, inducing an increased pore space volume within the cement paste matrix
for greater values of w/c. The cement used in both mixes was Ordinary Portland
Cement CEM I 42.5 R and the aggregates were primarily quartzitic and crushed.
To decrease the viscosity of the fresh concrete and enhance the coupling of the
embedded sensors, we added 2.4 % of polycarboxylatether-based superplas-
ticizer to the concrete with w/c = 0.45. A standardized pressure method test
yielded an air void content of 2.0 % air voids for w/c = 0.45 and 0.8 % air voids
for w/c = 0.60 in the fresh concrete.
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After production, the specimens were covered with water-retaining jute mats for
24 h and further cured under water for more than 100 d. The levels of chemi-
cal and autogenous shrinkage were minimal due to the high degree of hydra-
tion [122, 123] and thus negligible for the subsequent experiment. However,
drying shrinkage along with carbonation shrinkage [124, 125] are significant
while decreasing the relative humidity as part of the experimental setup and are
discussed later in the article.

Table 4: Raw materials and their composition for the two concrete mixes with w/c = 0.45 and w/c = 0.60,
where the aggregates are primarily quartzitic and crushed. The cement type is CEM I 42.5 R and
the superplasticizer is BASF MasterEase 3880.

Cement Content Water / Cement Aggregate Size Superplasticizer
CEM I 42.5 R w/c 0/2 mm 2/5 mm 5/8 mm 8/16 mm BASF ME 3880

350 kg/m³ 0.45 40 % 12 % 29 % 19 % * 2.4 % **
350 kg/m³ 0.60 40 % 12 % 29 % 19 % * 0

* Contains 1.2 % oversized grains 16.0/22.4 mm.
** As a mass fraction in % of the cement content.

3.2.4 Experimental Setup

To investigate the impact of both temperature and relative humidity on the ul-
trasonic coda, we varied the ambient parameters temperature Tamb and relative
humidity RHamb while monitoring the concrete specimens’ internal condition us-
ing embedded sensors and mass tracking. The set of ambient and embedded
sensors, together with the geometrical setup, is presented in Figure 9 (a). It
consisted of ambient temperature and relative humidity sensors in the climate
chamber and an embedded Pt100 element for temperature T [◦C] measurement
positioned at the center of each specimen. Strain gauges (PL-60-11-3LJCT-F )
with a gauge resistance of R = 120Ω and a length of l = 60mm, applied to the
surface on two opposite sides and implemented as a quarter bridge, tracked
the strain. In addition, the mass m of specimens from the same batch was
continuously tracked. Three specimens were monitored for each T , m, and the
ultrasonic signals.
The ultrasonic signals were retrieved from symmetrically positioned embedded
transducers, each at a distance of 300 mm from the center axis (Figure 9 (a)),
which act as sender-receiver pairs with a center frequency of 62 kHz [91], pro-
posed for CWI in concrete structures [126]. The measurement system [127]
continuously samples signals with a length of 12,000 samples at a rate of 1 MHz
and a 14 bit resolution.
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3.2 Materials and Methods

Figure 9 (b) shows the experimental setup of concrete specimens with embed-
ded sensors in the climate chamber. Additional specimens without any mea-
surement equipment are regularly weighed to track changes in mass, i.e., water
loss. Each specimen set, for the ultrasonic measurements, for the temperature
and strain measurements, and for the mass tracking contained three specimens.

Figure 9: (a) The geometry of the specimens for all conducted investigations is a cuboid with an edge
length of 400 mm and a square cross-section of 100 x 100 mm2 For both concrete mixes (w/c =
[0.45, 0.60]), three specimens are equipped with ultrasonic transducers and another three spec-
imens with a Pt100 element (T ). The specimens’ mass m is monitored for three further spec-
imens. (b) Photograph of the experimental setup in the climate chamber at controlled ambient
temperature Tamb and relative humidity RHamb.

The experimental variations in temperature and relative humidity had to be cho-
sen carefully because several mechanisms other than the non-destructive bound-
aries trigger damage in the concrete matrix, thus contributing to superimposed
changes in the ultrasonic velocity.
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Several processes can introduce damage on a microstructural level due to ther-
mal loading [128]. These can be physicochemical processes, i.e., the decom-
position of hydrates [129], by microchemically induced cracking in the interfacial
transition zone between the aggregates and the cement paste due to differential
dilation [130], by drying shrinkage due to differential strains [131], by increas-
ing vapor pressure [132] or by their gradients [133]. When elevating the tem-
perature, ettringite is the first hydrate phase to decompose. It is a crystalline
thermally unstable component of Portland cement, and the decomposition of its
phase-pure form is discussed in the literature for combinations of temperature
and vapor pressure [134].
We varied the temperature between 55 ◦C and 2 ◦C, while the relative humidity
was modulated between 95 % RH and 35 % RH avoiding any ettringite decom-
position. Further decomposition mechanisms beyond the stated temperatures
and relative humidity do not apply because the study’s objective is to determine
the relations in the non-destructive regime.
Figure 10 presents the modulation of the external control variables Tamb and
RHamb in the climate chamber together with the specimens’ mass changes Δm,
where the starting conditions are 95 % RH at 20 ◦C. The relative humidity is held
constant at a temperature of 20 ◦C until the mass change decreases below a
threshold of 0.05 % per week. After reaching a nearly constant mass, we as-
sumed a constant water saturation in the concrete matrix and introduced a step-
wise temperature variation starting at 55 ◦C. We decreased the temperature in
5 ◦C steps with a last step of 3 ◦C down to a minimum of 2 ◦C. Each temperature
was held for a 5 h duration to condition the entire specimen at the same tem-
perature, validated by equalization of the temperature of the embedded central
sensor with the ambient temperature. After the temperature variation, the rel-
ative humidity was decreased by 15 % until a final step that reached 35 % RH.
The monitored strain matched the predicted strain from the model according
to DIN EN 1992-1-1 [135]. We conclude that drying shrinkage is responsible for
the measured strain in our experiment.

3.3 Results

3.3.1 Temperature Impact on the Coda

Ultrasonic measurements were conducted as the temperature was varied be-
tween 55 ◦C and 2 ◦C once the specimens had reached a constant relative hu-
midity state, which was validated by their steady mass. The results for each
relative humidity state are plotted in Figure 11 for two concrete mixes with dif-
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Figure 10: Experimental measurements with the ambient and embedded control variables T and RH . The
mass losses Δm for both specimen series w/c = 0.45 and w/c = 0.60 were monitored weekly,
and daily immediately after each temperature variation cycle. Strains Δl/l were monitored
throughout the experiment based on the mean of readings taken from two strain gauges (quar-
ter bridges) and compared to a model for drying shrinkage according to DIN EN 1992-1-1 [135].
Throughout the experiment, the velocity variations dv/v were computed based on Equa-
tion (3.1).
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ferent w/c ratios. Their standard deviations, σ, and linear regressions are also
shown. The slopes of the regression are indicated as the velocity variation per
Kelvin, while the reference signal, used to normalize the velocity variation val-
ues, was selected at 20 ◦C for each temperature variation cycle.

Figure 11: Velocity variation dv/v of the ultrasonic signals plotted against temperature for the two concrete
mixes with w/c = 0.45 and w/c = 0.60. Dots represent the data points, whereas the dashed
line is a linear regression for each data set. The R2 values are all greater than 0.985 for all
mixes and states. The transparent fill shows the standard deviation σ for all three specimens.
The reference signals are selected approximately at a temperature T of approximately 20 ◦C.

For both investigated concrete mixes, the slope of the velocity variation plots
steadily decreases as the relative humidity decreases, because the degree of
saturation is lower. However, we note a larger gap between maximum and min-
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imum slopes for the mix with w/c = 0.60. The difference between the two mixes
is particularly notable at higher saturation levels. As the mixes only differ in the
ratio w/c, we can derive an interdependency between the change in the slope
and the concrete’s pore system. The pore volume, as well as the portion of the
water stored in it, and the average pore size are larger for w/c = 0.60. For this
concrete, more water evacuates from the pore system in between the tempera-
ture cycles due to more dynamic water transport processes, thus resulting in an
increase in the slope.

3.3.2 Relative Humidity Impact on the Coda

Only constant-state ultrasonic signals, validated by a nearly constant mass,
were evaluated to derive the relationship between the velocity variations and
the relative humidity of the specimens. We intentionally ignored the transition
times between humidity regimes in order to ignore fluid diffusion processes and
focus on steady-state regimes. Figure 12 shows, for both concrete mixes, the
correlation between dv/v and RH at a constant temperature T = 20 ◦C for ten
signals immediately before each temperature variation cycle as depicted in Fig-
ure 10.

Figure 12: Velocity variation dv/v of the ultrasonic signals plotted against relative humidity for the two
concrete mixes with w/c = 0.45 and w/c = 0.60. Dots represent the data points, where the
standard deviations for the ten signals collected at half-hourly intervals are smaller than the dots
in this figure.
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For both mixes, the reference signals, used to normalize the velocity variation
values, were chosen at 65 % RH. Figure 12 shows similar trends for both mixes:
dv/v decreases with increasing concrete relative humidity until a value of 80 %
is reached. The value at 95 % RH is an exception for both mixes because in this
state, almost all pores are filled and dv/v is higher than at 80 % RH. Once again,
the mix with w/c = 0.60 exhibits larger differences between the RH states, which
we interpret as a consequence of a higher pore volume and more extensive
transport processes.

3.3.3 Combined Impact of Temperature and Relative Humidity

The results from Figure 11 and Figure 12 with variations of only one impact vari-
able form the basis for investigations on the combined effect of temperature and
relative humidity on the coda for a variable w/c ratio. Data from both sets were
matched for T = 20 ◦C, where we defined a boundary condition in Equation (3.5).

dv/v (T = 20 ◦C |RH = 65%) = 0 (3.5)

Using polynomial regression, the measurement data were fitted to the following
third-order polynomial over three variables, the water-to-cement ratio w/c, the
temperature T , and relative humidity RH (Equation (3.6)). This fitting procedure
uses the data for compensation when analyzing ultrasonic measurements and
evaluating them under varying ambient conditions.

dv/v =

i=3∑
i=0

j=3∑
j=0

k=3∑
k=0

aijk

(
w

c

)i

T jRHk (3.6)

In the above equation, aijk refers to the polynomial coefficients that were fitted
to the measurement data. The corresponding values are provided in Table 5 in
the appendix. The predictions of the model for values of the temperature, rel-
ative humidity, and water-to-cement ratios for the whole range of values within
which the measurement data is available are shown in Figure 13. We provide
the metrics of the model fit, where the R2 value is 0.999, and the mean-squared
error is 1.5604× 10−7. The above polynomial equation was obtained using the or-
dinary least squares method by performing linear regression on the polynomial
features. The sklearn python package was used for performing the regression.
To identify the most sensitive components of the polynomial, the dataset was
standardized using the mean μ and the standard deviation σ in Equation (3.7).

x′ =
x− μ(x)

σ (x)
(3.7)
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The following expression (Equation (3.8)) for the relative velocity change ignores
terms that are one order of magnitude smaller than the largest coefficient. The
relative velocity change is most sensitive to the relative humidity, then the tem-
perature, and finally, the water-to-cement ratio.
(
dv

v

)′
∝ 0.26T ′−0.50RH ′−0.36RH ′

(
w

c

)′
+(0.26T ′−0.49RH ′)

(
w

c

)′2
+0.14RH ′3 (3.8)

Figure 13: Contour plots of the velocity variation dv/v for four water-to-cement ratios dependent on tem-
perature and relative humidity. The plots for w/c = 0.45 and w/c = 0.60 are based on mea-
surements, while the plots for w/c = 0.50 and w/c = 0.55 are predictions of the third-order
polynomial model. The lines in the plots are iso-lines of constant relative velocity variation.
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3.3.4 Impact on the Quality Factor

The quality factor Q was computed based on the procedure in Figure 8 using
Equation (3.2). First, Q was evaluated as a function of T for three specimens
at two central frequencies (Figure 14): 60 kHz, which is approximately the reso-
nance frequency of the sensor, and 90 kHz, which is still considered to be in the
simple scattering regime of concrete [126]. Both signal filters had a bandwidth
of 20 kHz around the central frequency.

Figure 14: Quality factor Q for temperature variations for the two concrete mixes with w/c = 0.45 and
w/c = 0.60, each preconditioned at RH = 65%. Q was evaluated for two central frequen-
cies 60 kHz and 90 kHz.

For both concrete mixes, Q generally decreased for higher temperatures. Thus,
the signal attenuation increased for both frequencies with increasing tempera-
ture. Q was reduced by about 40 between 10 ◦C and 50 ◦C for both compo-
sitions. If the absolute values of Q are not interpretable due to multiple wave
reflections in the specimen, the interpretation of the changes in Q should still
be reliable. Additionally, we obtain a similar, continuous, decreasing trend in
Q for increasing relative humidity for both frequencies and both mixes. The
more saturated the pore space, the higher is the attenuation of the ultrasonic
signals (Figure 15). Q has a significantly higher spread in values than when
the temperature is varied: values of Q differ around 115 % over the measured
humidity range. Therefore, the sensitivity of attenuation to relative humidity is
much stronger than the temperature sensitivity.
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3.4 Discussion

Figure 15: Quality factor Q for relative humidity variations for the two concrete mixes with w/c = 0.45
and w/c = 0.60 at a constant temperature of 20 ◦C. Q was evaluated for two center frequen-
cies 60 kHz and 90 kHz.

To show the sensitivity of the attenuation properties to T ,RH, and w/c, we pro-
vide a standardized polynomial expression using the computed quality factors
in the identical parameter space as used in Equation (3.8). For both increas-
ing temperature and relative humidity, we identify a negative correlation with Q,
thus, increasing attenuation.

Q ∝ (−0.18T ′ − 0.38RH ′)(1 +
(
w

c

)′2)
+ 0.14T ·RH ′ − 0.11T ′2 + 0.18RH ′2 (3.9)

Despite the dependence in Q with lag time, frequency, and window length, this
relation is the first to suggest a coupling of the temperature and humidity effects
in affecting attenuation. Recent work from [136] also shows the negative cor-
relation between Q and T and water content in sandstone. Their correlations
exhibit strong dependence on the pore space of the sample, which is suggested
and formulated by our regression.

3.4 Discussion

We evaluated non-destructive and reversible state changes in concrete using
CWI, a technique characterized by high precision and sensitivity. Further, we
evaluated the monitoring of anelastic properties in ultrasonic attenuation. We
explored these states by changing the most commonly varying environmental
factors, namely temperature and relative humidity. We found that temperature
profoundly influenced ultrasonic speed and relative humidity on attenuation.
Where changes in ultrasonic velocity dv/v due to temperature are concerned,
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our results are comparable with previous studies to within an order of magni-
tude [107, 137], although the values for the regression slopes (Figure 11) are
slightly smaller in our study. The relationship between temperature and dv/v

is quasi-linear for the same water-to-cement ratio, and simple linear regres-
sions all show high R2-values, all above 0.985, confirming an accurate fit to
the experimental data. In our experimental design, we ensured a homogeneous
temperature distribution over the entire volume of the specimens with embed-
ded sensors and therefore avoided the influence of gradients in the material.
Thanks to the relative humidity control of the climate chamber during the tem-
perature variation and the relatively short duration of the temperature cycles,
slightly more than two days, we minimized the effect of drying at the geometrical
edges, which otherwise amplifies a hysteresis between cooling and heating cy-
cles [137]. The impact of near-edge drying on dv/v is difficult to quantify and de-
creases for larger concrete sample geometries and greater distances between
the structural edges and the sensors, where at least the first factor is generally
the case for real civil engineering structures.
We also evaluated the impact of relative humidity variations on the material. We
increased the experiment time significantly due to the slow diffusion transport
processes in the concrete’s pore system. We validated a relative humidity dis-
tribution that was sufficiently constant to meet our requirements by measuring
changes in the mass of specimens, which is a precise and reliable measure-
ment method. Nevertheless, we assume minor relative humidity gradients in
the material decrease from the core. These gradients, however, still exist after
years of conditioning, and we consider the introduced mass change threshold
as a valid criterion for a nearly constant relative humidity distribution.
In addition, we compared the theoretical drying shrinkage (negative volumetric
strains) based on DIN EN1992-1-1 with our strain measurements in Figure 10. It
could be demonstrated that the measured strain was approximately equal to the
predicted strain, and no further substantial strain change was expected for each
state. We consider that the separation of the impact of strain on dv/v, induced
by drying shrinkage, and the pure impact of water saturation of the concrete’s
pore system, induced by varying relative humidity, is unnecessary because the
two effects always occur simultaneously.
Interpreting the results in Figure 12, we find a steady decrease of dv/v for an
increase of water in the pore system up to 80 % RH. This trend is disrupted
for the highest saturation at 95 % RH, where dv/v increases compared to the
previous state. Additionally, the evaluation of the quality factor Q yielded a
steady increase in attenuation for all investigated states as relative humidity in-
creases (Figure 15). In addition, the ultrasonic signal correlation between 65 % RH
and 95 % RH shows a relatively small CC of approximately 0.6. In contrast, all
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other signals below 80 % RH as used in plotting Figure 12, have a CC > 0.8.
Investigating the ultrasonic waveforms, we found a strong attenuation of the
shear wave for high saturation, which we explain as due to the presence of fully
saturated pores. As coda waves are dominated by S waves [138], the strong
attenuation may induce significant waveform distortion such that the stretching
technique suffers from cycle skipping. Figure 10 shows a jump in the CC values
between 95 % RH and 80 % RH that is not observed for the later step-decrease
in relative humidity. CWI often measures confidence using CC values. As a re-
sult of this high uncertainty in interpreting the dv/v measurements at such high
saturation, we excluded the 95 % RH state from the polynomial model in Fig-
ure 13. Typically in seismological research, the contributions of the temperature
and relative humidity effects are summed in a linear combination to explain dv/v

[111, 139], though these relations have strong spatial heterogeneity [114, 113].
Here we noticed a change in sensitivity to temperature depending on the relative
humidity. Hence, we recast the problem using a polynomial regression model
to perform linear regression on the polynomial features. The polynomial fea-
tures are the model variables, i.e., the water-to-cement ratio, the temperature,
relative humidity, and their powers up to a polynomial degree of 3. Due to the
specificity of the experimental setup, we are not interpreting the absolute values
of the coefficients. We propose a way to solve for relative humidity and tem-
perature given the two seismic observables dv/v and Q. Furthermore, we can
interpret that the relations are not strictly linear if one compares materials with
different porous properties. As the model is an analytical model, an analysis of
the sensitivity of the relative velocity change to the ambient conditions and the
water-to-cement ratio can be performed. The model can readily compensate for
ambient conditions when performing damage detection in concrete structures
under non-standard weather conditions. It should be noted that the model can-
not be extrapolated and must only be used within the limits of the experimental
measurements, especially since we noted a strong sensitivity of dv/v to large
RH values. As an alternative to the approach used here, we tested a Gaussian
Process Regression and found a good fit. However, the lack of interpretability
hindered the characterization of the physical processes.

3.5 Conclusions

The objective of our study was to derive relationships between the ambient vari-
ables temperature and relative humidity, and changes in ultrasonic signals in
concrete evaluated using Coda wave interferometry and attenuation measure-
ments. Thanks to our experimental design, we were first able to establish one-
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dimensional relationships for the sole variation of either temperature or relative
humidity.
We confirmed the findings of previous studies [107, 137], which demonstrated
an approximately linear effect of temperature variation on the velocity variation of
ultrasonic signals. Furthermore, we extended these investigations to include the
impact of relative humidity variations. We were able to show that the stretching
method is an appropriate and sensitive method for measuring the velocity vari-
ation of the signals for state changes between 30 % RH and 80 % RH. However,
our measurements only had a low confidence level based on the signal corre-
lation coefficient for the state at 95 % RH, where the concrete’s pore system is
highly saturated with water. We hypothesized that the signal perturbations were
too large and caused decreasing confidence in CWI for the highly saturated
state. We substantiated this hypothesis by introducing the quality factor to study
the signal attenuation, particularly sensitive to microstructure and its damage.
Its evaluation showed a decreasing value of the quality factor (e.g., an increase
in attenuation) for a higher degree of relative humidity. The steady trend for the
analysis of Q finally reinforced the presumed low confidence for the particular
data point at very high saturation.
As we observe changes in both temperature and relative humidity in natural set-
tings, we extended our investigations with a polynomial model that accounts for
the simultaneous variation of both variables. Furthermore, we embedded the
water-to-cement ratio into our model, which defines the characteristics of the
concrete pore system. For a higher w/c ratio, we expect a greater pore volume
and, therefore, faster dynamics regarding the fluid transport processes in the
material. We could confirm this assumption by explicitly analyzing the velocity
variation of the ultrasonic signal, which showed greater sensitivity to temper-
ature and relative humidity changes for a greater water-to-cement ratio (i.e.,
greater pore space). Considering all three variables leads to our model being of
the third order.
Evaluating the changes in phase and amplitude of ultrasonic signals in con-
crete allows the detection of even weak changes induced by ambient conditions.
To subsequently detect irreversible changes or damage in the framework of an
early-warning system, we conclude that the proportion of velocity and attenu-
ation variation changes, generated by ambient variables, can be characterized
and hence compensated. For the separation of temperature-induced changes,
we consider the simultaneous monitoring of T using embedded sensors to be
the most elegant way of controlling its impact on dv/v, while the observation over
a period that covers the typical temperature range, may be sufficient for deriv-
ing the dv/v(T ) relationship because of its linearity. Regarding the impact of the
relative humidity on dv/v, the change is slow and only visible over a long-term
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perspective. However, changes in Q are significant, and attenuation may be
used instead of dv/v to compensate for relative humidity. Therefore, we propose
an ambient seismic field approach to monitoring the internal state of concrete
that will provide a more accurate assessment if or when structural damage oc-
curs.

Appendix Chapter 3 – Polynomial Model Coefficients

Table 5: List of coefficients of the third order polynomial obtained by polynomial regression.

n a[ijk] i j k
0 -1.235967e-01 0 0 0
1 9.621853e-02 1 0 0
2 3.631449e-04 0 1 0
3 5.107886e-03 0 0 1
4 1.344006e-01 2 0 0
5 1.380768e-04 1 1 0
6 -2.651369e-03 1 0 1
7 -1.546802e-06 0 2 0
8 -2.261435e-06 0 1 1
9 -7.619478e-05 0 0 2

10 1.151416e-01 3 0 0
11 4.693153e-05 2 1 0
12 -4.163067e-03 2 0 1
13 -7.605707e-06 1 2 0
14 5.858475e-06 1 1 1
15 2.860905e-05 1 0 2
16 1.809416e-08 0 3 0
17 9.979734e-08 0 2 1
18 -3.073448e-08 0 1 2
19 3.765474e-07 0 0 3
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4 Impact of External Mechanical Loads
on Coda Waves in Concrete 2

Abstract - During their life span, concrete structures interact with many kinds of exter-
nal mechanical loads. Most of these loads are considered in advance and result in re-
versible deformations. Nevertheless, some of the loads cause irreversible, sometimes
unnoticed changes below the macroscopic scale depending on the type and dimen-
sion of the impact. As the functionality of concrete structures is often relevant to safety
and society, their condition must be known and, therefore, assessed on a regular
basis. Out of the spectrum of non-destructive monitoring methods, Coda Wave Inter-
ferometry using embedded ultrasonic sensors is one particularly sensitive technique
to evaluate changes to heterogeneous media. However, there are various influences
on Coda waves in concrete, and the interpretation of their superimposed effect is am-
biguous. In this study, we quantify the relations of uniaxial compression and uniaxial
tension on Coda waves propagating in normal concrete. We found that both the sig-
nal correlation of ultrasonic signals as well as their velocity variation directly reflect the
stress change in concrete structures in a laboratory environment. For the linear elastic
range up to 30 % of the strength, we calculated a velocity variation of−0.97‰ / MPa for
compression and 0.33 % / MPa for tension using linear regression. In addition, these
parameters revealed even weak irreversible changes after removal of the load. Fur-
thermore, we show the time-dependent effects of shrinkage and creep on Coda waves
by providing the development of the signal parameters over time during half a year to-
gether with creep recovery. Our observations showed that time-dependent material
changes must be taken into account for any comparison of ultrasonic signals that are
far apart in time. The study’s results demonstrate how Coda Wave Interferometry is
capable of monitoring stress changes and detecting even small-size microstructural
changes. By indicating the stated relations and their separation from further impacts,
e.g., temperature and moisture, we anticipate our study to contribute to the qualifica-
tion of Coda Wave Interferometry for its application as an early-warning system for
concrete structures.

2 This article appeared in its original form in the peer-reviewed, open access journal
materials 15 (16), 5482 on August 9, 2022 [103]. It is adpoted verbatim in this chapter. The au-
thors’ work share is listed in Appendix 2.
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4.1 Introduction

Reinforced concrete is used for a large part of our built environment today [140],
especially in engineering structures such as our infrastructure. Besides the es-
sential safety aspect, reliability and permanent availability are major objectives
regarding these structures’ design and maintenance. Higher demands, espe-
cially due to rising traffic volume and heavy load traffic, and the simultaneous ag-
ing of the structures, necessitate increased attention to maintenance and mon-
itoring to avoid disruptive effects such as local material failure or even a devas-
tating collapse. Regular inspections, in most cases based on visual examination
or tap tests, ensure structural integrity and operability. On the downside, they
are only able to represent the structure’s state at accessible areas at one point
in time, whereas monitoring methods, usually from the field of non-destructive
testing (NDT), complement the spectrum of available tools for safety assurance.
Reinforced concrete, however, poses a special challenge for NDT techniques
due to the material’s heterogeneity, which complicates the separation between
naturally present scatterers and undesired material changes, or damage. To this
end, the evaluation of ultrasonic signals by means of Coda Wave Interferometry
(CWI) is a promising and exceptionally sensitive method to detect even weak
changes in the material and has been subject to previous studies on both the
laboratory [89, 101, 104, 141, 142], and the structural scale [109, 32, 34, 143].
It is suitable for application as a permanent monitoring system with the focus on
the early warning of microcrack initiation, and possibly providing the impulse for
further in-depth inspections at alarming locations. With this study, we quantify
the effects of uniaxial compression, uniaxial tension, shrinkage and creep of a
normal concrete on signal changes in the Coda that we describe by means of
correlation coefficients and velocity variations of collected ultrasonic signals.

4.2 State of the Art

4.2.1 Coda Wave Interferometry

Ultrasonic (US) waves in inhomogeneous media are scattered, depending on
the wave properties such as frequency, and the size, shape, and type of the
inhomogeneities. The effect of such scattering on ultrasonic measurements is
shown in Figure 16. Although we record a distinct first arrival, which is used in
classic US non-destructive testing (NDT) methods, a significant portion of the
energy emitted at the source arrives at the receiver later than this first arrival.
This long tail of the measurement is called Coda. Although the origin of Coda
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wave-based methods is found in the field of seismology, the analysis of such
waves by Coda Wave Interferometry has been applied to monitoring of solids in
recent decades (see e.g., [144, 17, 145, 31]). Using CWI methods, evaluation of
consecutive ultrasound measurements enables detecting weak changes to the
signal. This technique is based on the fact that the medium is acting as an in-
terferometer, merging the scattered waves in the receiver position [17]. As long
as the medium (interferometer) does not change, repeated measurements will
record identical signals. Changes to the medium as a result of local or global
impacts directly affect the recorded signals. If the change is between source
and receiver, it will be visible in the first arrival. Changes outside the direct
path are only affecting the scattered waves and can, therefore, only be detected
using CWI analysis of volumetric ultrasound information (Figure 16). Gener-
ally, CWI methods take advantage of the accumulation of weak changes over
a great number of wave paths between a sender-receiver pair that are caused
by the heterogeneities. Multiple methods for CWI analysis have been proposed
in recent decades [17, 86, 31], all based on the calculation of the signal corre-
lation coefficient (CC). This coefficient determines the similarity of a reference
signal u(t) in comparison to a signal recorded after a perturbation in the material
ũ(t). In this work, we will use the stretching technique (see [86]) to determine
apparent relative velocity changes (dv/v) in the medium. This method applies
different stretching factors ε = dv/v to the reference signal and determines the ε

maximizing CC:

CC(ε) =

∫ t2
t1

u(t)ũ(t(1− ε)) dt√∫ t2
t1

u2(t) dt
∫ t2
t1

ũ2(t(1− ε)) dt
(4.1)

With this method, two parameters, ε = dv/v and CC can be extracted from the
ultrasonic coda in the time interval [t1, t2] and be used to analyze and track global
and local material changes. The reference measurement u(t) can either be fixed
for an entire experiment or change during the course of it if the differences be-
tween u(t) and ˜u(t) become too large (e.g., CC ≤ 0.7) due to damage or material
property changes [119]. Both the fixed reference and the changing reference
method can be applied to relate the velocity change in a monitoring experiment
to the initial state of the specimen. Although for the fixed reference method this is
straightforward, a stepwise change in reference requires cumulative calculation
of the total velocity change at every step. When switching from fixed reference
to the stepwise method, CC can no longer be used for interpretation.
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Figure 16: Ultrasonic recording (bottom) and the schematic explanation of CWI with two US transducers
in a concrete model (top): when analyzing only the first arriving waves, the measurements are
sensitive only to the area around the direct path between source and receiver (blue). As more
scattered waves are included, the area increases (orange, green). Referring to the entire signal
(purple), scattered waves from the entire medium are recorded at the receiver.

4.2.2 Mechanical Loading of Concrete

Concrete is a complex heterogeneous material consisting of coarse aggregates
and a system of air pores embedded into a cementitious mortar matrix. Depend-
ing on the design case and objective, concrete can be investigated on different
scales, whereas most structural and material design models consider the mate-
rial on the macro level as a homogeneous material. However, evaluation of crack
formation starts with pre-existing defects on the micro level, followed by a multi-
layered process of damage evolution [146]. From the monitoring perspective, it
is most ideal to detect weak changes in the material already on the microstruc-
tural level and use the collected information as a precursor for material failure
on the above-lying scales. Besides the impact of environmental conditions such
as temperature or moisture, changes are in many cases caused by mechanical
loads, i.e., compression, tension, or multidimensional stress states. We show
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the crack formation process for a normal concrete for the uniaxial compres-
sion and tension cases in Figure 17, which we cover in our experiments. Pre-
existent micro-cracks evolve primarily in tensile sections along the comparably
weaker boundary between the cement matrix and single aggregates, the Interfa-
cial Transition Zone [147]. For the compression case with much higher strength,
stress trajectories appear between adjacent aggregates [148], whereas for ten-
sion, a single separating crack develops [149]. Besides direct impacts such as
short-term loading, time-dependent phenomena such as shrinkage and creep
are characteristic for concrete. Shrinkage causes a reduction in the material’s
volume and is affected by the ambient humidity, the component geometry, the
drying process, and the concrete mix. It is a superimposed process of drying
shrinkage due to moisture loss to the environment and autogenous shrinkage
due to the internal reaction of water during the hydration from fresh to hardened
concrete [150]. Although deformations as a consequence of shrinkage are gen-
erally load-independent, creep deformations are considered to depend primarily
on the load level and its duration of exposition but also on moisture migration
and micro crack formation [151].

Figure 17: Uniaxial loading of normal concrete specimens, where the cement paste’s Young’s modulus is
lower in comparison to the aggregate’s Young’s modulus. The experimental setups for both
compression (left), and tension (right), correspond to the experiments in Section 4.3. The
compression case is shown with the assumption of no friction at the contact surface between
press and specimen.
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The immediate strain εci(t0), together with a plastic term εpl(t0), is complemented
by two terms that account for shrinkage εcs(ts) and creep εcc(t) for a constant
compressive stress σ(t0) during the loading period between t0 and te. Equa-
tion (4.2) [24] summarizes the total strain εc(t) (Figure 18) for a load application
at t0 at constant environmental conditions.

εc(t) = εcs(t) + εci(t0) + εpl(t0) + εcc(t, t0) (4.2)

Figure 18: Stress (top) and corresponding strain (bottom) for shrinkage and creep in concrete as a func-
tion of concrete age t. The characteristic points t0 and te specify loading and unloading with a
constant load σ(t0).

4.3 Materials and Methods

4.3.1 Experimental Setup

We used an identical concrete mix for all experiments. Table 6 shows the con-
crete raw materials and their composition. Pre-tests for the Young’s modulus
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yielded 84.6 GPa for the mainly quartzitic crushed aggregates and 27.1 GPa for
the hardened mortar. The Poisson’s Ratio was 0.12 for the aggregates and 0.19
for the mortar. The compressive strength was 368.0 MPa for the aggregates and
80.3 MPa for the mortar. A standardized pressure method test yielded an air void
content of 3.9 % in the fresh concrete. The polycarboxylatether-based super-
plasticizer was added to the mixing water to improve the concrete’s workability
and reduce the cement paste viscosity to enhance the sensor-to-concrete cou-
pling condition. The characteristic concrete parameters were additionally mod-
eled [24], particularly considering the concrete model’s damage evolution [23].
After production, the specimens were cured at 20 ◦C under water for 7 days and
restored to 65 % RH and 20 ◦C. We started each experiment in this study on the
28th day after concrete production.

Table 6: Concrete raw materials and their composition for all experiments in this study, where the aggre-
gates are primarily quartzitic and crushed.

Cement Content Water / Cement Aggregate Size Superplasticizer
CEM I 42.5 R w/c 0/2 mm 2/5 mm 5/8 mm BASF MasterEase 3880

350 kg/m³ 0.45 46.5 % 34.0 % 19.5 % * 2.5 % **

* Contains 3.0 % oversized grains 8/12 mm.
* As a mass fraction in % of the cement content.

4.3.2 Compression Experiment

For the compression test, we used three cuboid specimens with an edge length
of 400 mm and side lengths of 100 mm with a transducer distance of 300 mm
symmetrical to the center axis (Figure 19). We decoupled the specimen on the
sawn end faces by a polytetrafluorethylen (PTFE) film from the hydraulic press
to minimize friction, thus avoiding a multiaxial stress state next to the faces. In
advance, we evaluated the average compressive strength fc of three geomet-
rically identical samples without embedded transducers, which was 42.9 MPa.
Subsequently, we applied a compressive load to the actual specimens with a
loading rate of 50 N/s while recording ultrasonic signals between the embed-
ded transducers every 10 s. In advance, all specimens were loaded at 5 %fc

to dissolve initial internal stress. We defined different maximum loads for each
specimen, i.e., 100 %, 60 %, and 30 % of the compressive strength fc. Having
reached the maximum load, we unloaded the sound specimens again.
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Figure 19: Setup for the uniaxial compression experiment: (left) sketch of the cuboid concrete specimens
with their dimensions, (center) picture of the experiment, and (right) picture after failure. A
pre-test with three identical specimens yielded a compressive strength of 42.9 MPa.

4.3.3 Tension Experiment

For the centric tension test, we used three cylindrical bone-shaped specimens
with a length of 300 mm and a decreasing cross section [149] to define a pre-
determined fracture section (Figure 20). The transducer distance was 198 mm
symmetrical to the center axis. The specimens were fastened at the tensile ma-
chine using the two-component adhesive Hilti HIT-RE 500 V3 having cut the end
faces in a chessboard pattern to improve the strength of the joint. The tensile
strength was determined to be 3.0 MPa beforehand from three identical sam-
ples. The subsequent loading rate was 5 N/s while recording every 10 s up to
maximum loads of 100 %, 60 %, and 30 % of the tensile strength fctm. Like the
compression test, we unloaded the sound specimens again.

4.3.4 Shrinkage and Creep Experiment

The specimens for the shrinkage and creep tests were cuboids, geometrically
equal to the ones from the compression test. The edge length was 400 mm and
side lengths were 100 mm with a transducer distance of 300 mm symmetrical to
the specimen’s center axis (Figure 21). The sawn end faces were decoupled by
a PTFE film from the steel frames in which a hydraulic system instantaneously
compressed the specimens at different constant loads of 11 %, 18 %, and 33 %
of the previously determined compressive strength. In addition, we investigated
a sealed specimen at a load of 33 % and an unloaded specimen to monitor pure
shrinkage. We applied the load for the duration of half a year and continued
monitoring for another 50 days after unloading to observe creep recovery.
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Figure 20: Setup for the uniaxial tension experiment: (left) sketch of the cylindrical concrete specimens
with their dimensions, (center) picture during the experiment, and (right) picture after failure. A
pre-test with three identical specimens yielded a tensile strength of 3.0 MPa.

Figure 21: Setup for the shrinkage and creep experiment: (left) sketch of the cuboid concrete specimens
with their dimensions, loaded within a steel frame, and (right) picture of the experiment.

The normal strain of every specimen was individually tracked by a system of
strain gauges in a temperature-compensated circuit of two active and two pas-
sive strain gauges each. All specimens were equipped with embedded piezo-
electric transducers (described in [91]) to collect ultrasonic signals. The trans-
ducers acted as sender-receiver pairs with a center frequency of 60 kHz. The
measurement system (described in [127]) recorded the resulting signal with a
sampling rate of 1 MHz and 12,000 samples with a resolution of 14 bits. We
subsequently compared the signals without further averaging.
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4.4 Results

For each experiment, we evaluated the collected ultrasonic signals using Coda
Wave Interferometry methods. By comparing every signal to a fixed, non-per-
turbed reference signal at an unloaded state, we present the velocity varia-
tions dv/v together with the signal correlation coefficient CC according to Equa-
tion (4.1) during the individual loading scenarios. Positive values of dv/v indicate
a velocity decrease and vice versa. All ultrasound measurements were prepro-
cessed before application of the CWI algorithm. Preprocessing included offset
compensation, pretrigger and crosstalk removal and frequency filtering. We re-
fer to [119] for the detailed processing procedure. CWI parameter changes as
a consequence of either compressive or tensile stress may be interpreted as
calibration curves, whereas the development of CWI parameters over time due
to the phenomena shrinkage and creep are referred to as concrete-specific fea-
tures.

4.4.1 Uniaxial Compression

The compressive loading scenario is presented in Figure 22 together with the
velocity variation dv/v and the signal correlation coefficient CC for a fixed refer-
ence signal in an unloaded state. The loading and unloading rate was 50 N/s
and equal for all specimens. One specimen was loaded up to failure (σmax = fc),
which caused maximum velocity variation at failure of approximately 11 %. The
other specimens were loaded up to 30 and 60 % of the maximum load fc. The
maximum load was held for 5 min, followed by unloading. During the whole ex-
periment, we left the press connected to the specimen by applying a minimum
load of 1 %fc to keep the contact condition of the press unchanged. Ultrasonic
signals were collected at a rate of 0.1 Hz. As the experiment covers not only
weak changes in the stress state, using one fixed reference for the entire ex-
periment may cause discontinuities of velocity perturbations due to great signal
variations in comparison to an unloaded state. We considered this method-
specific phenomenon by establishing an additional evaluation technique picking
a new reference signal each time the overall signal correlation coefficient drops
below a threshold, which was defined as 0.7 for this analysis. Therefore, we
ensure keeping the signal changes within the thus generated windows small
enough to satisfy the principles of Coda Wave Interferometry regarding the sen-
sitive evaluation of weak changes to the material. Up to a compressive stress
of 6.4 MPa, equaling 0.15fc, we observe insignificant deviations between the two
methods for the development of dv/v. For a growing stress, deviations increas-
ingly change and the gradient switches sign for the two specimens σmax = 0.30fc
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and σmax = 0.60fc. Numerical instabilities are observed particularly for the spec-
imen σmax = fc. Analysis of the velocity variation yielded similar development
over time, or equally load. We observed a steady signal compression for in-
creasing loads up to approximately 25.6 MPa, equaling 60 %fc, resulting in a
maximum dv/v of –1.6 %. For further loading, the velocity variation gradient
switched sign and increasingly rose, indicating evolving damage in the mate-
rial. For the two non-failed specimens, dv/v turned positive while unloading and
reached a maximum of 0.6 % for σmax = 0.30fc and 0.9 % for σmax = 0.60fc, in-
dicating irreversible material changes after the experiment. A linear regression
analysis of the three specimens up to 0.30fc yielded a velocity variation increase
of −0.97‰ / MPa which is comparable to the slope in [46]. The coefficient of
determination for this analysis is 76.6 %.

Figure 22: Uniaxial compression experiment for three specimens, referring to the setup in Figure 19 with
different maximum stresses: compressive stress σc, velocity variation dv/v and signal correla-
tion coefficient CC over time.

Analysis of the signal correlation coefficient development also yielded similar re-
sults for all specimens up to 12.8 MPa, equaling 30 %fc, where CC expectedly
drops for increasing loads. For CC below 0.4 to 0.3, its gradient is attenuated,
and does not drop below 0.2 before material failure. Regarding the two unloaded
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specimens, we observed an increase in CC, but not a complete restoration of
the original signal at the unloaded state. The remaining offset was approxi-
mately 0.03 for σmax = 0.30fc and 0.15 for σmax = 0.60fc. As environmental and
bearing conditions did not change during the experiment, the remaining offset
is connected to the internal material damage of the specimen, which is signifi-
cantly larger for higher loads, and corresponds to the observations referring to
the signals’ velocity variation dv/v. Both parameters were translated into the
compressive stress domain during the loading process. We show the results
in Figure 23. The velocity variation is plotted in accordance with both meth-
ods for one fixed reference (top) and switching reference signals for windows
with CC > 0.7 (bottom). As both ultrasonic signals and the stress have been
measured in the time domain, CWI parameters are linearly interpolated for the
respective stress. For a measuring rate of the load of 10 Hz and a loading
rate of 50 N/s, we specify a resolution of < 0.25 MPa. Evaluating CC only above
the threshold 0.7 yields a steady development of dv/v for increasing loads up to
σmax = 0.60fc, whereas dv/v is not completely steady, in particular for sections
with major changes to the ultrasonic signals. Considering building codes [135],
the elastic modulus of concrete can be estimated referring to its strength, de-
pending on the used aggregates. For the concrete with quartzitic aggregates,
the secant modulus between σc = 0 and 40%fcm is applied for determining the
elastic modulus, where fcm is the medium compressive strength. Referring to the
standards, the relation between compressive stress and the CWI parameters is
nearly reversible within this range, which has been confirmed up to 30 %fc in
this experiment through an approximate restoration of the original values of dv/v
and CC after unloading. However, deviations as a consequence of damage evo-
lution on a microstructural level must be expected due to the heterogeneous
nature of concrete.

4.4.2 Uniaxial Tension

The centric tensile loading scenario is presented in Figure 24 together with
the velocity variation dv/v and the signal correlation coefficient CC. The indi-
cated tensile stress refers to the center circular cross section with a diameter of
120 mm. The loading rate was 5 N/s and equal for all specimens. As in the com-
pression experiment, one specimen was loaded up to failure, whereas two spec-
imens were loaded to 30 % and 60 % of the maximum load fctm. The maximum
load was held for 5 min, followed by unloading. The contact condition during the
experiment stayed unchanged due to the adhesive connection. Therefore, no
minimum load, as during the compression experiment, was applied. Ultrasonic
signals were collected at a rate of 0.1 Hz. In comparison to the compressive
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Figure 23: Velocity variation dv/v and signal correlation coefficient CC for three specimens as in Fig-
ure 22, translated into the compressive stress domain during the loading process up to
100 %(failure), 60 %, and 30 % of the compressive strength fc.

loading experiment, the stress range is smaller due to the characteristic behav-
ior of concrete regarding tension. For this concrete mix, the ratio between the
tensile strength fctm and the compressive strength was determined to be around
7.0 %. We show dv/v for a fixed reference signal in an unloaded state only,
since CC does not drop as significantly as during compression. Therefore, we
consider one fixed reference sufficient to cover the entire experiment.
Analysis of the velocity variation yielded similar forms for all specimens over
time, or equally load. Signals were steadily stretched for increasing tensile loads
up to 100 %fctm, or 3.0 MPa. We observed nearly linear development of dv/v,
whereas the gradient of one specimen with a maximum load of σmax = 0.60fctm

rapidly decreased above approximately 30 %fctm. The maximum velocity vari-
ation before failure was 0.80 %. Failure was characterized by evolution of one
characteristic macro crack. Having reached their respective maxima at 0.36 %
for σmax = 0.30fctm and 0.41 % for σmax = 0.60fctm, dv/v decreased while unloading
the specimens. As in the compression experiments, the remaining velocity varia-
tion was higher for greater maximum loads, 0.22 % for σmax = 0.30fctm and 0.37 %
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Figure 24: Uniaxial tension experiment for three specimens, referring to the setup in Figure 20 with different
maximum stresses: tensile stress σt, velocity variation dv/v and signal correlation coefficient
CC over time.

σmax = 0.60fctm, again indicating irreversible material changes after the experi-
ment. A linear regression analysis of the three specimens up to 0.30fctm yielded
a velocity variation increase of 0.33% / MPa. The coefficient of determination for
this analysis is 92.2 %. Signal correlation coefficients steadily decreased during
the experiment time, or load up to fctm, whereas deviations between the spec-
imens’ CCs also increased for growing tensile stress. The minimum CCs were
computed at 0.90 for σmax = 0.30fctm and 0.66 for σmax = 0.60fctm. After unloading,
offsets remained in both cases despite unchanged environmental and bearing
conditions. The individual offsets depended on the applied maximum load ac-
cording to the observations for dv/v. For greater loads, the offset increased,
which related to irreversible material changes on a microstructural level. We
translated both CWI parameters into the tensile stress domain during the load-
ing process and show the results for the three specimens in Figure 25. Likewise,
the compression experiment, CWI parameters are linearly interpolated for the
respective stress. For a measuring rate of the load of 10 Hz and a loading rate
of 5 N/s, we specify a resolution of < 0.025 MPa. Since the parameters showed a
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steady increase for greater loads at a constant loading rate, their developments
in the tensile stress domain are equivalent to the time domain.

Figure 25: Velocity variation dv/v and signal correlation coefficient CC, both using a fixed reference signal
at an unloaded state, for three specimens as in Figure 24, translated into the tensile stress
domain during the loading process up to 100 %(failure), 60 %, and 30 % of the compressive
strength fctm.

4.4.3 Shrinkage and Creep

Both processes, shrinkage and creep, are concrete-specific phenomena. In
contrast to external load variations, which have a direct impact on the ultrasonic
signal, these phenomena cause a characteristic material reaction over time.
In this experiment, we show the CWI parameters, together with the measured
strain, for pure shrinkage and superimposed creep at different constant loads of
σ = [0.11%, 18%, 33%] fc in Figure 26. The specimens were loaded for the dura-
tion of half a year and unloaded after that period. The spike after 7 days results
from a restart of the load-applying hydraulic system, where further specimens
were added to the experiment. Therefore, the experiment duration for σ = 18%fc

is 7 days shorter in comparison to the remaining specimens. Ultrasonic signals
were collected approximately every 10 min using a Raspberry Pi-based measur-
ing system [127]. CWI parameters result from evaluation using a fixed reference,
immediately after the initial load application. The environmental conditions were
20 ◦C and 65 % RH. Like the bearing conditions, they stayed unchanged during
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the entire experiment. The CWI analysis by means of a fixed reference sig-
nal, immediately after load application, showed a signal velocity variation cor-
responding to the characteristic strain evolution during concrete shrinkage and
creep. For pure shrinkage, we observed –0.4 % dv/v after half a year, whereas
the specimens exposed to external loads showed values up to –3.8 % dv/v for
the maximum load. The resulting values of dv/v sequence according to the
amount of the applied load. After unloading, all values of dv/v spontaneously
returned towards their original values. As all specimens are simultaneously ex-
posed also to shrinkage, the remaining strains cause the CWI parameters not to
return completely to zero. However, there are additional changes to the material,
regarding strain after unloading. Furthermore, creep recovery of the material
appears, also detectable in both strain and velocity variation. Signal correlation
coefficients CC significantly decrease instantly after load application as a con-
sequence of large deformations. They are considered ambiguous, especially for
small values of CC, i.e., for most creep scenarios. For pure shrinkage, CC re-
mained above 0.85 during the entire experiment, where its development reflects
the typical shrinkage behavior, validated by this specimen’s strain.

Figure 26: Shrinkage and creep experiment with different constant stresses referring to the setup in Fig-
ure 21: strains Δl/l, velocity variations dv/v and signal correlation coefficient CC over time.
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4.5 Discussion

The propagation of Coda waves in concrete is affected by various external im-
pacts that may cause microstructural changes to the material. To interpret the
total signal changes, the single effects must be separable, particularly regarding
reversible and irreversible changes, or damage. By means of our experiments,
we can specify the relations between externally applied mechanical loads, i.e.,
uniaxial compression and tension, and immediate changes to the ultrasonic sig-
nals, i.e., signal correlation and velocity variation, using Coda Wave Interferom-
etry methods. We indicate these relations as calibration curves for a normal
concrete, whereas we assess a full range of such calibration curves as key to
separate reversible from irreversible changes. This range must be extended
by further impacts, i.e., temperature and moisture for the identical material in
the future. As we produced a standard concrete using Ordinary Portland Ce-
ment, quartzitic aggregates, and a w/c ratio of 0.45, we evaluate the relations as
references valid for a broad range of concrete mixes. However, we expect de-
viations for concrete mixes with varying cement stone and aggregate stiffness
due to the modified crack formation process. During the compression experi-
ment, we consider CWI evaluation techniques with a single fixed reference not
able to cover the entire stress range between the unloaded state and material
failure due to major material changes, especially while irreversible damage ad-
vance. The evolution of dv/v can therefore be ambiguous due to abrupt changes
to the maximized signal correlation CC (t, ε), but without a significant physical
material change. A fixed reference signal in the unloaded state has proven to
be insufficient to detect advancing damage. Therefore, we propose the use
of CWI evaluation for a range, where only moderate material changes are ex-
pected. We address this hypothesis by the introduction of a tailored method,
which switches the reference signal every time the signal correlation drops be-
tween a fixed value of 0.7. We recognize further optimization potential regard-
ing this condition to cover small- and large-scale material changes at the same
time using condition-based signal reference. Furthermore, we stated a calibra-
tion curve for the impact of uniaxial tension on the same concrete mix using
one fixed reference signal at the unloaded state. In this experiment, we found
nearly linear relations of dv/v and CC for increasing stress as a consequence
of a purely uniaxial stress state. Thus, linear crack evolution of single cracks
was observed up to failure, completed by the specimens’ fracture forming one
single macro crack. For both experiments, we showed irreversible changes in
the velocity variation dv/v by a remaining velocity decrease for both compres-
sion and tension, relating to irreversible micro-cracks in the material. In addition
to immediate responses of the CWI parameters, we extended our experiments
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by investigation of concrete-characteristic shrinkage and creep behavior. These
phenomena were monitored in the time domain and are, in contrast to calibra-
tion curves, considered to be long-term features. We showed that shrinkage
and creep behavior is, in addition to conventional techniques such as strain
measurement, representable by evaluation of the velocity variation dv/v. By
implication for long-term monitoring processes, it is pivotal to compensate for
concrete-typical effects when interpreting two far apart states in time. These
time-dependent changes must be considered for signal comparisons by means
of calibration curves as the reference may have changed, even if the impacts
of stress, temperature and moisture are identical. Further phenomena such as
carbonation, freeze attack, or steel corrosion in reinforced concrete will have to
be accounted for beyond our investigations.

4.6 Conclusions

Coda Wave Interferometry is a superiorly sensitive method to detect weak changes
to heterogeneous materials such as concrete. To establish this technology as an
early-warning system for real structures, we analyzed the relations between the
correlations and velocity variations of the ultrasonic signals using the stretch-
ing technique and externally applied mechanical loads, which we call calibration
curves. These curves could serve as the basis for translation of multidimen-
sional fields of velocity variations into stress changes and damage, even for
more-than-one-dimensional stress states and on larger specimen scales be-
yond our investigations. We calculated the relation between velocity variation
of the full-length ultrasonic signals for both uniaxial compression and uniaxial
tension using a linear regression for elastic material behavior up to 30 % of the
respective stress which agrees with previous studies [46, 104, 142]. Further-
more, we evaluated shrinkage and creep processes equally by means of dv/v

and CC to indicate long-term changes to the ultrasonic signals. These long-term
changes must be considered for signal comparisons over time. Calibration of
the effect of mechanical loads adds to the list of all conceivable impacts on con-
crete structures such as temperature or moisture, and must be quantifiable to
separate reversible from irreversible changes, i.e., damage. With our research,
we contribute to characterizing the impact of mechanical loads on ultrasound
propagating in concrete.
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5 Monitoring Early Cement Hydration
with Coda Wave Interferometry 3

Abstract - The inorganic chemical reaction of hydraulic binders, such as cement with
water, is a complex mechanism and a vital part of every building process involving
concrete. During this hydration reaction, the system develops strength due to the for-
mation of various solid hydration phases over time. In the case of ordinary Portland
cements (OPC), the main hydration phase is called C-S-H phase, and is responsible
for the early- and long-term strength development of cement. Therefore, the forma-
tion of this phase determines the time for continuing construction work, e.g. removing
formwork or concreting of the following structures. Under laboratory conditions and for
relatively small samples, methods such as quantitative X-ray diffraction analysis are
able to monitor the progress of hydration over time. However, it is more challenging to
monitor the hydration of larger structures under non-laboratory conditions.
In this study, we propose a sensitive and robust monitoring method to detect and
quantify the formation of various hydration phases during the early hydration of OPC
using Coda Wave Interferometry, based on the evaluation of ultrasonic waves with
embedded piezoelectric sensors. We investigated the signal correlation and velocity
perturbation of ultrasonic signals during the first 24 hours of OPC hydration. We iden-
tified periods during which these parameters varied significantly and periods during
which the signals stabilized, in our case approximately 18 hours after initiation of the
reaction. Simultaneously, we monitored the hydration of OPC using similar but smaller
samples by means of heat flow calorimetry and a Vicat penetration test. We predicted
the evolution of the main hydration phases’ mass by thermodynamic modeling and val-
idated our results as well as the assignment of characteristic periods to the formation
of specific hydration phases in the time domain. Our proposed method adds to the
spectrum of ultrasound-based methods for hydration monitoring. Our approach aims
at a more sophisticated prediction of the early-age strength development of cement
and concrete, even under site conditions and for large structures.

3 This article appeared in its original form in the peer-reviewed Proceedings of
the 13th International Workshop on Structural Health Monitoring in Stanford, 2021. Lancaster, PA:
DEStech Publications, Inc. [152]. It is adpoted verbatim in this chapter. The authors’ work share is listed
in Appendix 2.
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5.1 Introduction

Today, our built world is composed of a variety of materials. On a global scale,
reinforced concrete (RC) is the most widely used structural engineering mate-
rial [153]. In many cases, the safety and availablity of structures, built from this
material, directly relate to the functionality of vital sectors in modern society,
e.g. mobility, logistics, and energy. In general, the monitoring of these struc-
tures using non-destructive testing methods is a challenge because concrete is
a heterogeneous composite material. It comprises several phases that mainly
develop during the production of concrete. The chemical reaction of cement with
water, or hydration, forms a matrix of hardened cement paste with embedded
aggregates, ranging from sand to coarse aggregates, and a system of air pores.

There are a number of promising ultrasound-based techniques for monitoring
engineering structures that exploit the reproducibility of ultrasonic (US) signals
using embedded sensors. These techniques are cost-efficient given the nec-
essary instrumented volume of the structure. On the other hand, analyses of
direct waves or frequency domain analyses often fail because of the great num-
ber of heterogeneities, which act as scatterers for the propagating waves. De-
veloping single scatterers, e.g. as a consequence of damage, are not usually
detectable when evaluating direct US waves. A more sophisticated technique
that exploits the presence of multiple scatterers is called Coda Wave Interferom-
etry (CWI), which was originally developed for geophysical applications. Now,
however, current research [119, 34, 26] has started to recognize its potential as
an early-warning monitoring system for civil engineering due to its sensitivity to
even subtle changes in the material.

5.2 Theoretical Background

5.2.1 Coda Wave Interferometry

The term Coda refers to the strongly scattered tail of an US signal originating
from interactions in heterogeneous media [154] in contrast to the evaluation of
direct waves. The theory of Coda Wave Interferometry takes advantage of eval-
uating complex late-onset waveforms by considering them as a summation of
the waves that propagate along all possible paths. Although scattering attenu-
ation reduces the signal amplitude for late time windows, the wave information
is transformed rather than being cancelled [19] because the waves spend a
longer time in the material. Therefore, they sample a specific region within the
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medium multiple times. The change in the wavefield is numerically expressed
by comparing the unperturbed u(t′) and perturbed waveforms ũ(t′) using time-
shifted correlation coefficients with a center-time t, and a window length from t1

to t2 [18]. The stretching technique [155] interpolates the Coda at time t(1 − ε),
where the velocity variation ε of the Coda derives from a veloctiy perturbation dv

between two signals.
Here, ε represents the velocity variation, which is the ratio of a veloctiy pertur-
bation dv of a waveform compared to the Coda wave velocity of the reference
waveform.

ε =
dv

v
(5.1)

Equation (5.2) compares two US signals using the correlation coefficient CC:

CC(ε) =

∫ t2
t1

u(t)ũ(t(1− ε)) dt√∫ t2
t1

u2(t) dt
∫ t2
t1

ũ2(t(1− ε)) dt
(5.2)

Equation (5.3) describes the cumulative velocity variation εc of the nth waveform:

εc =

{
εn, n = 1

(εn−1 + 1) (εn + 1)− 1, n > 1
(5.3)

Coda Waves correspond to multiply scattered wave paths due to numerous
heterogeneities. The wavelength is typically smaller than the size of the het-
erogeneities which are, in turn, smaller than the mean free path. In concrete,
these conditions lead to frequencies above 100 kHz, whereas frequencies be-
tween 20 kHz and 150 kHz characterize the simple scattering regime [19]. In
general, scattering and wave propagation depend on the concrete composition.
Microstructural models of concrete can be used to simulate wave propagation
for arbitrary compositions [24, 23].

5.2.2 Thermodynamic Modeling of Cement Hydration

Ordinary Portland cement primarily comprises the clinker phases alite (C3S),
belite (C2S), aluminate (C3A), and ferrite (C4AF), where two reaction types dom-
inate the early hydration: the silicate reaction, in which hydration of C3S results
in the formation of C-S-H and CH, and the aluminate reaction in which ettringite
is formed [156, 157, 158].
The conventional way of monitoring the in-situ hydration and hardening pro-
cess of OPC is evaluation of the heat evolution by isothermal heat conduction
calorimetry. The heat flow during early hydration reflects the main cement hydra-
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tion stages: rapid initial process (I), induction period (II), acceleration phase (III),
and retardation period (IV) [158] (Fig. 29), where the acceleration phase and re-
tardation period form the hydration peak.
Thermodynamic modeling of cement hydration, e.g. using Gibbs Energy Mini-
mization Software (GEMS), allows conclusions to be reached about durability-
related and mechanical characteristics of cementitious materials over a long-
time scale. Methods, available software, and databases are continously im-
proving [159] and state-of-the-art modeling approaches consist of two stages: i)
determination of the dissolution rate of the anhydrous cement phases based on
experimental data, and ii) prediction of the hydration phase assemblage at given
times depending on the predicted dissolution rates of the anhydrous phases
and the data of cement-specific phases [160]. Several approaches for predict-
ing the dissolution of anhydrous cement phases exist [159], such as the model
presented by Parrot & Killoh [161]. The concept of Gibbs free energy minimiza-
tion [162, 163] is the basic principle behind models for predicting the formation
of hydration phases. However, this approach necessarily assumes thermody-
namic equilibrium, even though the solid and liquid phase are not in equlibirium,
especially during early-age hydration.

5.3 Methods

5.3.1 Experimental Setup and Signal Data Processing

We produced a concrete mix using OPC CEM I 42.5 R and a water-to-cement-
ratio of 0.45. The cement’s density was 3.12 g/cm3 and a Blaine test yielded a
specific surface of 3400 cm2/g. The aggregates were crushed stones with pre-
dominantly quartzitic components with an approximated A/B 16 grading curve
according to the German standard DIN 1045-2. Additionally, 2.42 wt.-% cement
of a polycarboxylatether-based superplasticizer, added to the mixing water, im-
proved the concrete workability and the sensor-to-concrete coupling condition.
Fig. 27 (a) shows the two embedded US transducers (ACSYS S0807) with a
center frequency of 60 kHz, (b) the experimental setup, and (c) one specimen
after completion of the reaction. The sensors were fixed using pipes which are
still visible after removing the formwork. The portable and low-cost measure-
ment device was specifically designed for concrete monitoring [127]. The sys-
tem transmits pulses at a frequency of 60 kHz to one selectable transducer and
records the resulting signal with a sampling rate of 1 MHz and 12,000 samples
with a resolution of 14 bits. We subsequently compared the signals without fur-
ther averaging. We pre-processed the US signals by applying a second-order
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Figure 27: (a) Cylindric piezoelectrical US sensor with a center frequency of 60 kHz. (b) Sketch of experi-
mental setup. The distance between the two embedded sensors is 300 mm. (c) Specimen with
dimensions of 400 x100 x100 mm3, 24 h after production.

Butterworth bandpass filter in the time domain with cutoff frequencies of 1 kHz
and 120 kHz without tapering. The average amplitude of the first 50 samples de-
termined the offset compensation for each signal. To eliminate electromagnetic
crosstalk between the transducers, the first 100 samples of the signal were set
to zero. The entire hydration process was monitored by computing the cross-
correlation coefficient and the velocity perturbation from each pre-processed
signal, collected every 7 minutes. These parameters were calculated using a
time window length of 2,500 samples which equates to 2.5 ms, and a stepwise
signal comparison. Fig. 28 shows four US signals after pre-processing at differ-
ent times during the hydration process with rising amplitudes and axes scales.

Figure 28: Pre-processed US signal at different times during OPC hydration, referencing water addition.
The sampling rate was 1 MHz for 2500 samples.
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5.3.2 Validation using Heat Flow Calorimetry, and Thermodynamic
Modeling

We used an eight-channel conduction calorimeter TAM Air by TA Instruments
to measure the heat flow during the first 24 h of cement hydration. The anhy-
drous OPC was weighed into 20 ml glass ampoules to enable water addition and
mixing at 20 ◦C inside the calorimeter. The resulting heat flow curve represents
the average of three simultaneous measurements. In addition, we used a stan-
dardized Vicat needle with a 1 mm² circular cross section to monitor the OPC
hardening process by means of penetration depth over time according to stan-
dard DIN EN 196-3. We used GEMS [163] to predict the dissolution of the four
main clinker minerals in the anhydrous cement by means of a modified Parrot
& Killoh model [164, 161] taking into account the composition of the anhydrous
cement as determined by quantitative X-ray diffraction analysis, its specific sur-
face area determined by the Blaine method and the curing temperature. The
formation of the following phases was neglected: AFt solid solutions containing
iron, carbonate or hydroxy end members AFt-AlFe-ss, AFt-s-c-ss, AFm-s-OH-
ss. Furthermore, hydrogarnet (C3AH6), siliceous hydrogarnet (C3FS0.84H4.32
and C3FS1.34H3.32), C4AcH9, M-S-H, gibbsite, thaumasite, brucite, dolomite,
magnesite, titanite, hematite, goethite, pyrite, syngenite were not considered
because their formation is kinetically hindered at the prevailing temperature and
pressure.

5.4 Results

After preprocessing, we evaluated the US signals using CWI according to Equa-
tion (5.2) and Equation (5.3). As the concrete was processed first, we show the
stepwise correlation coefficient CC, velocity perturbation dv/v, and cumulative
velocity perturbation εc between 1 h and 24 h after water addition in Fig. 29.
During the first 6 h of hydration, CC and dv/v have unstable values due to a
small signal-to-noise ratio. However, these parameters converge between (b)
and (c) for CC, and between (b) and (d) for dv/v and εc. The comparison be-
tween both CWI parameters reveals a more sensitive response of the velocity
variation to phase changes in the materials during hydration, because it is still
detecting changes in the material phase assemblage after 12 h.
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Figure 29: Correlation coefficient CC, velocity variation dv/v and cumulative sum εc using CWI with a
stepwise reference. Heat flow dQ/dt with characteristic periods [158], and penetration depth d,
all averaged from three specimens of CEM I. Assemblage of phase masses m per 100 g OPC
in the cement paste, predicted by thermodynamic modeling over hydration time t. Positions (a)
to (d) refer to the US signals from Fig. 29.
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For validation purposes, we show the experimentally obtained isothermal calori-
metric heat flow at 20 ◦C with the initial peak immediately after water addition
and the following induction period up to approximately 3.5 h of hydration. The
acceleration period reaches a heat flow maximum at approximately 11 h. Dur-
ing the following retardation period, the heat flow continuously decreases and
approaches the x-axis asymptotically. Simultaneously, the Vicat test shows the
major decrease in the penetration depth around 6 h upon entering the acceler-
ation phase. In order to identify the individual mechanisms of cement hydra-
tion, we compared the experimental results with the modeled evolution of the
phase assemblage (Fig. 29, bottom). Alite dissolution starts approximately at
the hydration heat flow peak, where the point of inflection of the dissolution re-
action correlates with the peak of the heat flow. Furthermore, the dissolution of
the main clinker phases, especially C3S, correlates with the obtained heat flow
curve.
The comparison of the cumulative velocity variation εc with the heat flow shows
a consistent identification of the transition between the induction period (II) and
the acceleration phase (III) after approximately 4 h. The GEMS model confirms
this conformity as the dissolution of the main clinker phases also accelerates af-
ter 4h. In addition, εc and the simulated dissolution show a similar development
and concurring points of inflection after 8 h of hydration. εc convergence occurs
after about 18 h, whereas the simulated dissolution reactions mainly decelerate
after 20 h. Both monitoring of the velocity variation and the phase assemblage
model show convergence within the retardation period (IV) and significantly after
having reached the heat flow peak.

5.5 Discussion and Conclusions

In our study, we conducted several experiments to monitor the concrete hy-
dration process. Evaluation using stepwise Coda Wave Interferometry demon-
strated the potential of being able to interpret the hydration progress over time
using the sensitive velocity variation dv/v of the the collected US signals.
We were able to show the correlation between the CWI method and conven-
tional techniques, i.e., heat flow calorimetry and Vicat test, for a characteris-
tic hydration reaction of Ordinary Portland Cement. Furthermore, we demon-
strate conformity of the velocity variation development with the dissolution of the
main clinker phases by modeling the early-age phase formation process using
CemGEMS.
Generally, Coda wave interferometry is applied for monitoring slight changes
in the material. However, we are also able to use stepwise CWI to monitor
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time-dependent processes, i.e., material phase changes during hydration, by
interpreting the dv/v development as a characteristic feature. Also, our tech-
nique is insensitive to the actual starting time, or knowledge of the exact source-
receiver position of the US sensors because moderate modifications have no
effect on the velocity change estimation. We consider these conditions advanta-
geous for the technology’s application under actual conditions when estimating
the progress of the hydation process, and therefore, the early-age strength de-
velopment of concrete structures.
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6.1 Summarized Impacts on the Velocity Variation

Coda wave interferometry is a highly sensitive method to detect even weak
changes in heterogeneous media like concrete using the velocity change of
elastic waves propagating in the material. The ultrasonic velocity variation can
represent various impacts on civil engineering structures, many of which have
been discussed in literature (Chapter 2.3.2).
We can collect one ultrasonic signal at a time for each sender-receiver pair in a
structure and determine the total velocity change between the measurements at
a reference state and the evaluated state. The measured velocity variation can
be expressed as a sum of three terms that change at different rates over time
as in Equation (6.1).
The transient term covers the impacts from state changes due to temperature,
stress, or moisture, where the changes in dv/v are expected immediatly, e.g.,
for stress, or over a few hours up to days, e.g., for temperature and moisture
in large structures. A second stationary term includes velocity variations that
steadily develop over longer periods, i.e., in the range of over months or years.
This term is affected by long-term strain or expectable chemical changes of the
phase composition.
The first two terms are considered to be reversible, whereas a third term in-
cludes changes that are induced by any irreversible material change. Therefore,
any value greater than zero is an indicator of damage in the structure.
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)
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+

(
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v

)
stationary

+

(
dv

v

)
irreversible

(6.1)

Figure 30 presents the individual effects on Equation (6.1) coming from the struc-
tural system in greater detail . The transient impacts on the ultrasonic velocity
change from temperature, stress, and moisture have been investigated in the
articles, here in Chapter 3 and Chapter 4. The extreme case of phase changes
during early cement hydration has been subject of the article in Chapter 5.
The left side of Equation (6.1) is the result of ultrasonic measurements, followed
by the calculation of dv/v, while the irreversible term on the right side is usu-
ally the critical one and should be determined to identify any damage in the
structure. To solve the equation, both the remaining terms must be evaluated
in detail. Equation (6.2) further breaks down the transient term of dv/v, where
individual effects of temperature T , saturation degree S of the material, i.e., the
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Figure 30: Summarized effects on the velocity variation dv/v refined from Figure 3. Originating from the
measured total velocity variation, dv/v splits into three terms according to Equation (6.1). Tran-
sient changes occur on a short time scale, whereas stationary changes are only visible over a
long period. Assuming that these two terms can be predicted, any remainder can be considered
an irreversible change that indicates damage in the structure.

pore space, and stress σ are included. In this notation, x0 refers to the value of
each variable at the reference state, while Δx refers to its change.
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Both temperature (T0,ΔT ) and saturation degree (S0,ΔS) are variables that must
be considered together, as they affect each other due to the temperature-af-
fected moisture content of the structure’s environment and the moisture gradient
arising in the material. It is important to note that the saturation degree of the
pore space affects the anelastic seismic properties of concrete, in which con-
text we demonstrated an increasing attenuation for higher saturation using the
seismic quality factor Q. However, S is usually not directly measurable and must
be expressed by external variables, e.g., relative humidity RH or the electrical
resistance of the electrolyte Ω [165]. Equation (6.2) emphasizes the impact on
dv/v as a result of the state change of the material due to the saturation degree
rather than using an external variable, for which a delayed system response
should be considered.
The relationship between temperature and dv/v is quasi-linear for the same
water-to-cement ratio, which we found to be comparable with previous studies to
within an order of magnitude [107, 137]. Regarding relative humidity variation,
we discovered a steady decrease of dv/v for an increase of water in the pore
system between 35 % RH up to 80 % RH at a reference temperature of 20 ◦C.
Furthermore, a saturation degree above this value can disrupt the trend, where
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dv/v increases compared to the lower values of RH. However, this observation
is associated with a high degree of uncertainty due to attenuation effects, as
demonstrated by Q, and a low cross correlation value CC between the ultra-
sonic signals. Combining all observations and the additional consideration of
the water-to-cement ratio, which influences the pore space, leads to a third or-
der polynomial model that covers the variation of the three variables and their
effect on the velocity variation dv/v at a high degree of confidence.
The saturation degree is especially indicative of the fact that any relationship
stated for the individual arguments depends on the material composition be-
cause the amount of water in the pore space is also affected by the volume
of the pore space, which again depends on the water-to-cement ratio w/c. We
demonstrated this in the polynomial model, which had dominant terms depend-
ing on w/c. Furthermore, also elastic, anelastic, and scattering properties may
also change for different material mixes. This implies that any experimentally
determined relationship regarding both the transient and the stationary terms
is only valid for the particular material. The relationships between the transient
and stationary impacts on the velocity variation can either be experimentally de-
termined for the particular case, for which Equation (6.1) should be solved, or
predicted by material models in combination with wave propagation simulations.
Such models can be calibrated by means of the physicial relationships and the
data from our research, with the objective of being transferable to arbitrary ma-
terial mixes. Nevertheless, in order to compensate for velocity changes due to
temperature and the saturation degree, T and S of the structure must be known
and measured continuously, e.g., in the same grid as ultrasonic transducers are
embedded.
The relationship between stress (σ0,Δσ) and the velocity variation is also af-
fected by the material mix as the crack formation process changes for different
material mixes. We find that CWI using a single reference is not able to cover
the entire stress range between the unloaded state and material failure and pro-
pose a method that switches the reference signal every time the signal correla-
tion drops between a fixed minimum value of the cross correlation CC between
two ultrasonic signals. This approach holds especially true for the compression
case since the crack formation process is more complex than uniaxial tension,
during which mostly individual cracks develop. We demonstrated that a stress
increase can be approximated by a linear relationship in the elastic range up
to 30 % of the material strength for both compression and tension, whereas an
irreversible velocity decrease occurs above this load level.
The study (Chapter 4) explicitly shows that the influence of the cross correla-
tion value CC on the calculation of dv/v must be considered and its computation
must be standardized during the entire evaluation cycle. This becomes espe-
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cially important for major changes in the structural system, i.e., irreversible ones
or long-term changes with a great effect on the ultrasonic waveforms. Equa-
tion (6.3) provides the arguments of the long-term stationary term, where the
effects of strain ε and chemical phase changes Ψ are included.

(
dv

v

)
stationary

=
dv

v
(ε0,Δε) +

dv

v
(Ψ0,ΔΨ) (6.3)

Typicial phenomena that induce long-term strain (ε0,Δε) in concrete are shrink-
age and creep, in which the resulting strains have an impact on the velocity
variation in addition to the immediate change of dv/v due to stress. We showed
that the characteristic shrinkage and creep behavior of concrete can be mea-
sured for several load levels using CWI. Consequently, these changes must be
considered for long-term state comparisons using CWI because these changes
appear in the stationary term.
Furthermore, the velocity variation is affected by any chemical phase changes
(Ψ0,ΔΨ). Phase changes are a continuous process in cementitious materials,
whereas two types of phase changes should be distinguished in this context.
First, early hydration is the most extreme case, during which cement and wa-
ter react, create strength, and develop into the solid form cement paste. We
demonstrated that the velocity variation development using ultrasonic signals
compared in steps correlates with the dissolution of the main clinker phases
over time. CWI exhibits a similarly high level of accuracy in detecting charac-
teristic hydration periods compared to conventional techniques, e.g., heat flow
calorimetry and the Vicat test, but also compared to a thermodynamic model of
early-age phase formation using CemGEMS.
Although we demonstrated that ultrasonic velocity changes can detect the early-
age strength development of concrete during the early hydration, CWI is usually
designed to detect weak changes in a structural concrete system, as expressed
by Equation (6.1). As a result, phase changes addressed in Equation 6.3 are
rather long-term and must be considered as a source for velocity changes.
Separating the individual arguments for the transient and the stationary terms
is not always possible, nor is doing so always necessary because some effects
are inseparably linked. By way of example, we can consider the separation of
the impacts of drying shrinkage-induced strain on dv/v, and the impact of sat-
uration S, induced by a varying external relative humidity, which always occur
simultaneously. Another example of an inconclusive separation would be the
response of S at different locations in the structure. The almost immediate re-
sponse in the edge zone can be addressed using the transient term, while the
diffusion-driven water transport in deeper sections of the structure is compara-
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tively slow and can be addressed using the stationary term (Figure 30).
In order to make Equation (6.1) fully interpretable, we will need material models
that are able to cover all of the effects summarized for individual material mixes
with arbitrary scattering properties. In turn, the scattering properties should be
defined via material parameters, e.g., elasticity, pore and aggregate size, which
can be easily determined for each concrete, in which case both physics-based
and data-driven surrogate models are conceivable. As soon as the individual
arguments for the transient and the stationary terms can be predicted by means
of concrete models, the total measured velocity variation can then be evaluated
with respect to any remaining value that can be associated with the irreversible
term as an indicator for damage.
However, this requirement only exists when a full interpretation becomes nec-
essary. This is mostly the case regarding the identification of long-term damage
development together with the separation from other long-term phenomena that
are non-destructive. Given its sensitivity to microstructural changes, CWI is a
suitable technology for the identification of spontaneous or short-term damage
development in general, even if the transient and the stationary terms or the
scattering properties are not fully known. In this case, even without an exact
interpretation of the causes for velocity changes, CWI is still applicable as an
early-warning system.

6.2 Coda Wave Interferometry for Early-warning
Systems

Given that they are collected using CWI, time-series data are generally more
complex to interpret than evaluating scalar differences, upon which most deci-
sions regarding maintenance and repair are currently based in traditional engi-
neering. On the one hand, time-series data pose a special challenge because
new concepts for fast and reliable decision making must be established. As
these decisions are often safety-critical and include far-reaching consequences.
For example, when making decisions about the future of important and expen-
sive infrastructure, building a foundation of trust in such structured data is a
long-term process, and the interlocking data, methods, and processes must be
brought into a sophisticated and robust framework. Furthermore, no unique
solution or ideal monitoring system exist, and the composed technologies and
models must be assessed individually for each building.
On the other hand, a large number of buildings exist worldwide, whose condi-
tion is unmonitored and therefore not fully known. Not only existing buildings
are suitable, but new buildings can also be instrumented, whereby CWI is able

73



6 Conclusions

to further support the construction process, e.g., track the hydation and strength
development. Especially building types, which are cost-intensive to inspect,
maintain and repair can profit from novel and innovative methods for condition
assessment, e.g., early damage detection. Two characteristic and representa-
tive structures in Germany, the Gänstorbrücke bridge between Ulm and Neu-Ulm
and the Scheidplatz underground station in Munich have been instrumented with
CWI technology during the project and will be monitored during the upcoming
years (Figure 31). For the bridge, the major objective is the prolongation of
its service life after the identification of existing damage, using a set of NDT
methods including CWI. For the underground station, potential microstructural
changes will be investigated in the ceiling during planned static load redistribu-
tions. These demonstration sites will proof the potential of CWI on the structural
level for buildings in operation where the results from the laboratory scale will be
transferred to the structural scale. This in particular includes the separability of
different effects on the ultrasonic velocity change, the robustness of the embed-
ded transducers together with the measurement system, and the geometrical
localization of any structural change.

Figure 31: Photographs of the two structures instrumented with CWI technology: the Gänstorbrücke bridge
between Ulm and Neu-Ulm instrumented in September 2020 [166] and the Scheidplatz under-
ground station in Munich instrumented in June 2022.

Comprehensive monitoring systems will be part of our future built environment.
Such systems will include sophisticated sensor networks in connection with the
matching NDT methods, data processing techniques, and interfaces that to-
gether support the decision making of engineers and authorities in the frame-
work of a digital twin. Even when listing the single system components, it is
noticeable that these systems will be characterized by a high degree of com-
plexity and cannot be comprehensively controlled by a single person. Experts
from multidisciplinary fields will have to continue working together on reliable, ro-
bust, and interpretable solutions, thus ensuring that systems remain controllable
and that the final decision on suitable measures is left entirely to humans.
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3 ChatGPT about Future Monitoring Systems for Civil
Engineering Structures

The interview was conducted with the chatbot prototype ChatGPT [167], launched
by OpenAI on November 30, 2022. Partly meant seriously.

January 13, 2023
Fabian Diewald: Welcome ChatGPT, you have been launched less than two
months ago and attracted quite a lot of attention since then. Everyone is looking
forward to your future work in general and in this interview, about your pro-
fessional assessment on the future of monitoring systems for civil engineering
structures!
ChatGPT: Thank you for your kind words. I am continually learning and updat-
ing my knowledge, so my understanding of the future of monitoring systems for
civil engineering structures may change over time. However, currently, I can
tell you that monitoring systems for civil engineering structures are becoming
increasingly important as the need for more efficient and cost-effective ways to
maintain and repair structures grows. Advancements in technology, such as the
use of sensors, drones, and machine learning, are leading to more accurate
and efficient monitoring systems. In the future, it is likely that these systems
will become even more sophisticated and integrated into the overall design and
construction process. Additionally, the use of cloud-based systems and the In-
ternet of Things (IoT) will enable real-time monitoring and analysis of structures,
allowing for more proactive maintenance and repairs. Overall, the future of mon-
itoring systems for civil engineering structures is promising and will continue to
play a crucial role in the safety and longevity of our built environment.
Fabian Diewald: That was quite a lot for the beginning. Can you elaborate a bit
more on how future monitoring systems for integrity assessment will look like in
twenty years?
ChatGPT: Sure, in twenty years it is likely that monitoring systems for integrity
assessment of civil engineering structures will be highly advanced and inte-
grated. The use of sensors, drones, and machine learning will become more
prevalent, allowing for real-time monitoring and analysis of structures. This will
enable more proactive maintenance and repairs, reducing the need for costly
and disruptive interventions.
One aspect that is likely to be more developed is the integration of monitoring
systems with the design and construction process. For example, the use of
Building Information Modelling (BIM) will allow for more accurate and efficient
monitoring of structures throughout their life cycle.
Another key aspect that will be more developed is the integration of monitoring
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systems with the Internet of Things (IoT) and cloud computing. This will enable
real-time data transfer and analysis, allowing for more accurate and efficient
monitoring and maintenance of structures.
Virtual and Augmented Reality technologies will also be more prevalent, allow-
ing for more immersive and interactive monitoring and analysis of structures.
This will enable engineers and maintenance personnel to more effectively visu-
alize and understand the condition of structures, allowing for more accurate and
efficient decision-making. Overall, in twenty years, monitoring systems for in-
tegrity assessment will be highly advanced, integrated and will enable real-time
data collection, analysis, and visualization, allowing for more accurate, efficient,
and cost-effective maintenance of civil engineering structures.
Fabian Diewald: What trends do you see for detecting structural damage?
ChatGPT: There are several trends in the development of methods for detecting
structural damage that I see as likely to continue in the future:

1. Non-destructive testing (NDT) methods: NDT methods, such as ultra-
sound, thermal imaging, and X-ray imaging, are becoming increasingly
popular for detecting structural damage. These methods are non-invasive,
meaning they do not cause any damage to the structure being tested.

2. Machine learning and artificial intelligence: Machine learning and AI tech-
niques are becoming increasingly prevalent in the development of damage
detection methods. These techniques can be used to analyze sensor data
and identify patterns that indicate structural damage.

3. Remote sensing: The use of drones and other remote sensing technolo-
gies is becoming more popular for damage detection. These technologies
can be used to survey structures and gather data on their condition.

4. Vibration-based methods: Vibration-based methods, such as modal anal-
ysis and operational modal analysis, are becoming more popular for de-
tecting structural damage. These methods can be used to identify changes
in the dynamic behavior of a structure, which can indicate damage.

5. Structural health monitoring: This is a process of monitoring the structural
integrity of a structure over time, using sensors to detect changes in the
structure’s behavior, such as cracks or deformations, that might indicate
damage.

Overall, the trend is towards the integration of multiple methods, using sensor
data and AI techniques to detect the structural damage, and using remote sens-
ing and structural health monitoring for long-term monitoring of the structural
integrity.
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Fabian Diewald: Will Coda Wave Interferometry be part of such a comprehen-
sive system?
ChatGPT: Coda Wave Interferometry (CWI) is a technique that can be used for
the detection of structural damage. The technique uses the seismic coda, which
is the residual noise that is left after the main energy from an earthquake has
dissipated, to detect changes in the subsurface of a structure.
CWI has been used to detect damage in a variety of structures, including bridges,
buildings, and dams, and it has been shown to be effective in detecting damage
that is not visible on the surface.
It is likely that CWI will be part of a comprehensive monitoring system for civil
engineering structures in the future. The technique can be used in combina-
tion with other methods, such as non-destructive testing and vibration-based
methods, to provide a more comprehensive understanding of the condition of a
structure.
Additionally, the integration of CWI with other technologies such as AI and ma-
chine learning, can improve the accuracy of the damage detection and make it
more efficient.
It’s worth noting that CWI can also be used to monitor underground structures
such as mines, oil and gas pipelines, and tunnels. It is a versatile technique that
can be used in a wide range of civil engineering structures.
Fabian Diewald: Thank you very much for this overview, ChatGPT! We will see,
if your assessment will come true one day.
ChatGPT: You’re welcome! It’s always a pleasure to share my knowledge with
you. It’s important to note that my understanding of the future of monitoring sys-
tems for civil engineering structures is based on current trends and information
available, it’s not a definite prediction. However, I believe that the integration of
advanced technologies such as AI, machine learning, sensors, drones, and the
Internet of Things will lead to more accurate, efficient and cost-effective moni-
toring systems for civil engineering structures in the future.
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Coda wave interferometry (CWI) is a novel  
non-destructive method for monitoring the integrity 
of concrete structures. It is highly sensitive to even 
weak material changes, making it an effective early 
warning system for potential damage.  
By comparing two ultrasonic waveforms, CWI  
identifies velocity shifts in the late-arriving coda 
waves, particularly in heterogeneous media where 
scattering occurs. This study analyzed the effects 
of temperature, humidity, and stress on coda wave 
velocity by means of the stretching method,  
identifying linear and non-linear relationships. 
Long-term phenomena such as shrinkage and 
creep were also characterized. Following the  
conducted experiments, an additional model was 
developed to further enhance the understanding  
of these factors and their impact on concrete  
over time.
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