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Abstract 

The interest on neutron noise in the reactors has risen gradually across the nuclear 

industries, which leads to an increase of related researches. This PhD work is 

motivated by the fact that there has been little attempt to carry out uncertainty 

analyses under the neutron noise condition despite of its potential importance on 

reactor operation.  

The main objective of the present PhD research is to establish a comprehensive 

uncertainty analysis methodology for the modeling of stationary neutron flux os-

cillations. The methodology includes uncertainty propagation and sensitivity 

analysis. Both the uncertainty propagation and the sensitivity analysis commonly 

use a large part of the entire analysis process, from the selection of uncertain 

parameters to the actual code simulations. The methodology has been structured 

at a small-sized zero-power reactor and optimized by a series of analyses with 

various events inducing neutron noise. In order to confirm an applicability of 

developed methodology and its limitations which need to be improved, the entire 

processes developed at zero-power reactor were adopted to an analysis of neu-

tron noise at power plant.  

The first part of the PhD research is to build a fundamental structure of method-

ology. This was done at the CROCUS zero-power reactor with considering a hy-

pothetical noise source. This section has an introductory character, with focusing 

on investigation and discussion of options which can be chosen at each stage.  

In the second part, the methodologies established in the previous section have 

been applied to the analysis of the neutron noise experiments which are con-

ducted at zero-power reactors. This part can be subdivided into two parts by con-

sidered reactor, CROCUS and AKR-2. The entire process has been discretized 

and optimized from its preliminary stage. The entire uncertainty analyses have 

been made based on actual experimental condition, thus, both quality and 
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quantity of available reactor data have been improved. Accordingly, the reliabil-

ity as well as the applicability of obtained results from the analyses have been 

enhanced. The uncertainty of neutron noise was calculated at installed detector 

locations through the uncertainty propagation. The sensitivity analysis has iden-

tified the most influential input parameter to an output uncertainty qualitatively 

and quantitatively. 

The third part involves a sensitivity analysis of neutron noise at power plant 

(Swiss 3-loop Konvoi reactor) with adopting the methodology developed and 

tested at small-sized zero-power reactors. It was assumed that the neutron noise 

was induced by one fuel assembly vibration. The sensitivity analysis was re-

peated with identical processes in three different core conditions (i.e., fuel load-

ing pattern and fuel enrichment), in order to investigate the effect of core condi-

tion to the result of sensitivity analysis. As a result, the pre-developed methodol-

ogy was confirmed as being applicable to a case at a power plant, and the main 

contributors to the neutron noise were identified properly at a level of prelimi-

nary research. 

The entire processes and outcomes of this PhD work are valuable since they pro-

vide general information on how to perform the uncertainty analyses for neutron 

noise simulations, as well as quantitative estimates of the computational uncer-

tainty required for the validation of the computer programs under development 

for the simulation of neutron noise. 
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Chapter 1  

Introduction 

1.1 Backgrounds 

Since USA Code of Federal Regulation (CFR) allowed from 10 CFR 50.46 either 

to use a best estimate code plus identification and quantification of uncertainties, 

or the conservative option using conservative computer code models listed in 

Appendix K of the CFR, Title 10, Part 50, the interest on Best Estimate Plus 

Uncertainty (BEPU) has been increased gradually across the nuclear field. The 

uncertainty analyses associated with BEPU approach is mainly composed of two 

subsections, uncertainty propagation and sensitivity analysis. The aim of the un-

certainty propagation is to identify and quantify all potentially important uncer-

tain parameters. Through the computer code calculations, the pre-identified un-

certainty parameters are propagated, and this propagation results in the probabil-

ity distributions and ranges for the code results. The sensitivity analysis is the 

way to evaluate sensitivity measures of the importance of parameter uncertainties 

for the uncertainties of the results. This information provides the guidance as to 

where to improve the state of knowledge to reduce the output uncertainties most 

effectively, or where to improve the modeling of the computer code [1]. 

Small, stationary neutron flux fluctuations around the expected mean value are 

known as neutron noise. The need for more extensive research on the neutron 

noise behavior has arisen in the past few years after unexpected evolution of 

neutron noise was found in several European power plants. Neutronic noise with 
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magnitudes of up to 10 %  of the reactor power have been observed in some 

pressurized water reactors (PWRs) in Europe. In December 2010, the German 

PWR KKU (Kernkraftwerk Unterweser) went through a sudden increase of the 

measured neutron flux signal corresponding to 108 %FP (Full Power) and this 

activated the reactor scram [2]. Likewise, the Spanish PWR Trillo had to be op-

erated under 93 %FP condition to avoid the actuation of the reactor trip by the 

neutron noise [3]. These examples represent a clear influence of neutron noise 

on the plant operations. In this context, the CORTEX (Core Monitoring Tech-

niques and Experimental Validation and Demonstration) project was launched in 

2017 in the framework of the EU-Program Horizon 2020 [4]. The main aim of 

CORTEX was to address these challenges by developing an innovative core 

monitoring technique that allows detecting anomalies in nuclear reactors. The 

technique is mainly based on using the inherent fluctuations in the neutron flux 

recorded by in-core and ex-core instrumentation, from which the anomalies can 

be differentiated depending on their type, location, and physical characteristics. 

This unfolding is performed using machine learning, for which the training and 

validation data are provided by simulations of the neutron noise induced by pos-

tulated anomalies. In order to investigate the neutron noise behavior under the 

various conditions more precisely, noise simulators relying on different compu-

tational schemes were developed within the framework of the CORTEX project. 

Accordingly, a series of uncertainty analyses are required to support the valida-

tion of the newly developed simulators. 

There have been numerous investigations on uncertainty analyses for the nuclear 

reactor physics applications including criticality and burnup calculations as well 

as reactor transient (mainly safety related abnormal conditions) calculations [5-

11], by using dedicated modules and tools such as XSUSA [5], NUDUNA [6], 

TMC [12], SANDY [13], SAMPLER (which is available with SCALE 6.2) [14] 

and SHARK-X [15]. However, there has been little attempt [16] to carry out un-

certainty analyses under specific neutron noise conditions (the condition belongs 

to the normal operation of the reactor) in spite of its potential importance on the 

reactor operation.  

In this respect, CORTEX project has involved the uncertainty analyses at various 

neutron noise conditions as one of the tasks, which corresponds to a main theme 
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of this PhD thesis. Thanks to the intensive collaborations among the counter part-

ners in the project, it was encouraged to consider various reactors with their de-

sign/operational information and calculation models in different codes, and the 

experimental data obtained from neutron noise experiments at each reactor. 

Throughout the PhD work, the comprehensive methodology of uncertainty anal-

yses is developed and well-structured at zero-power reactors, by using a noise 

simulator developed within CORTEX project. Additionally, an uncertainty anal-

ysis at a commercial power plant is conducted, proving that the developed meth-

odology is not confined to an analysis at zero-power reactors.  

1.2 Objectives 

The main objective is to establish a comprehensive methodology of uncertainty 

analyses for the modeling of stationary neutron flux oscillations. This can be 

achieved by two sub tasks. First, a fundamental methodology of uncertainty anal-

yses is established considering one hypothetical event, which induces neutron 

noise, at a zero-power reactor. Second, the methodology is modified and opti-

mized by being adopted to various conditions (reactor types and noise sources) 

in order to guarantee its future applicability. The uncertainty analyses here in-

volve the uncertainty propagation and the sensitivity analysis. It should be noted 

that the current work is not about noise techniques in reactors but focuses on the 

simulation of the response of a nuclear system to various noise sources. 

The developed methodology will give an appropriate guideline how to conduct 

the uncertainty analyses under the various neutron flux oscillating conditions. 

This guideline involves detailed descriptions on necessary procedures from a 

preparation of the analysis to an interpretation of the simulation results. Further-

more, the entire uncertainty analyses have been made based on the parameters 

with their actual or most realistic uncertainties under the given condition, thus, 

assure a high reliability as well as an applicability of the outcomes.  

The uncertainty quantification in this study is made by a stochastic sampling-

based method, that is, the uncertainty of the neutron noise is calculated by sim-

ultaneous perturbations of all input uncertainties. The obtained neutron noise 



Chapter 1  Introduction 

 

 

4 

uncertainties at the installed detector locations can be compared to the relevant 

uncertainties from experiments for a validation of noise simulator. The following 

sensitivity analysis is used to determine the input parameters responsible for the 

output uncertainties, and it eventually helps to reduce uncertainties of neutron 

noise efficiently if necessary. 

1.3 Research Outlines 

The works carried out within this PhD thesis consist of six main chapters—an 

introduction, four chapters with analyses at different noise sources and reactor 

types, and conclusion. 

Chapter 1 provides an overview of the thesis and all necessary backgrounds. The 

reactors and events inducing neutron noise, which are considered for the analyses 

in the thesis, are introduced in connection with noise simulations. A general ex-

planation about the available approaches for uncertainty propagation and sensi-

tivity analysis is made, and this is followed by an introduction about the software 

and tools used for data generation and simulation.    

The second part (Chapter 2) aims to build a fundamental structure of uncertainty 

propagation and sensitivity analysis under a neutron noise condition at CROCUS 

zero-power reactor [17]. A hypothetical event from a category of “absorber of 

variable strength” is designed arbitrarily as a target event, due to its simplicity 

on modeling. This event corresponds to an oscillation of UO2 fuel density be-

tween 100 %  and 120 % , at a frequency of 1 Hz . The behavior of neutron 

noise is simulated using a noise simulator, CORE SIM [18]. This chapter in-

volves an instruction of analyses with stepwise approach that introduces detailed 

objective and tasks at each stage. Accordingly, various options in the analysis 

(e.g., approaches to quantify output uncertainty, sensitivity measures) are inves-

tigated and their pros and cons are discussed to identify the most relevant one for 

the further analyses.  

In the following two chapters (Chapter 3 and Chapter 4), the methodologies es-

tablished in the previous chapter are applied to the analysis of the neutron noise 
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experiments which are conducted at zero-power reactors, CROCUS and AKR-2 

[17, 19]. Both reactors retain their own experimental facilities specialized to con-

duct various neutron noise experiments, thus, their relevant experiments are con-

sidered as target events. The simulation of neutron noise is carried out with 

CORE SIM+ [20], which capitalizes former CORE SIM tool. In Chapter 3, a 

series of uncertainty analyses are performed when a neutron noise is induced by 

fuel rods vibration at CROCUS reactor. The neutron noise is induced by simul-

taneous oscillation of 18 metallic uranium fuel rods with oscillating amplitude 

and frequency of 2 mm and 1 Hz, respectively. Most procedures of the analysis 

are based on the steps structured in previous chapter. However, it is more opti-

mized and concretized by enhancing quantity and quality of available reactor 

information (i.e., nuclear data uncertainties and uncertainties related to a descrip-

tion of the noise source) and incorporating actual experimental condition. By 

adopting stochastic sampling-based method, an optimum solution to perturb all 

input uncertainties simultaneously is discussed. The inclusion of nuclear data 

into the analysis brings about an issue of “large number of correlated parameters” 

especially for sensitivity analysis. Thus, all input parameters are grouped accord-

ing to their similarities, and a calculation scheme using multiple correlation co-

efficient is adopted. A following chapter (Chapter 4) deals with neutron noises at 

AKR-2 reactor, where the considered noise source are “rotating absorber” and 

“vibrating absorber”. The analyses process as well as the considered input pa-

rameters are similar to those in Chapter 3. However, due to a complexity in AKR-

2 reactor model using CORE SIM+, a computational cost becomes more expen-

sive than CROCUS reactor model, resulting in a limited number of code execu-

tions. Accordingly, the analyses that demand large number of code calculation to 

represent a population behavior (among the analyses carried out in Chapter 3) 

are excluded in this chapter, but only the simplified approaches are selected for 

the analyses. In Chapter 3 and Chapter 4, output data obtained from noise simu-

lation are converted into specific quantity of interest (QoI), which are determined 

within CORTEX project. This conversion is made to synchronize various outputs 

(neutron noise) from both experiments and simulations into one unified measure 

for the validation process of neutron noise simulator. Through the analysis with 

actual experiments carried out at two zero-power reactors, the methodology 

which is developed in the first chapter is modified and optimized properly. 
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The developed and optimized methodology at zero-power reactors is adopted to 

an analysis of neutron noise at a power plant in Chapter 5. The study is limited 

to the sensitivity analysis and is carried out under “fuel assembly (FA) vibration” 

at Swiss 3-loop pre-Konvoi reactor. The analysis is repeated at three different 

core conditions with respect to fuel burnups and fuel loading patterns, while the 

considered input parameters at each condition remain identical. Accordingly, an 

effect of core condition to a sensitivity of input parameter is investigated. This 

chapter is made to confirm an applicability of developed methodology to a power 

plant and also to figure out remaining limitations and future works. 

The last chapter (Chapter 6) summarizes the works performed in this PhD thesis 

and suggests the future tasks based on the confirmed limitations in analyses.    

1.4 Reactors of Interest 

1.4.1 CROCUS Zero-Power Reactor 

CROCUS is a research reactor at École Polytechnique Fédérale de Lausanne 

(EPFL), a research institute and university in Lausanne, Switzerland [17]. CRO-

CUS is an experimental zero-power reactor, uranium fueled, and water moder-

ated, mainly dedicated to teaching radiation and reactor physics. It is licensed for 

operating at 100 W , or a neutron flux of  ~2.5 × 109 cm−2 ∙ s−1  at the core 

center. Power is controlled either by changing the core’s water level using a spill-

way, or by two B4C absorber control rods, with an accuracy of ±0.1 mm (equiv-

alent to approximately ±4 pcm) and ±1 mm, respectively. CROCUS operates 

at room temperature using a controlled water loop with secondary and tertiary 

circuits, two heat exchangers and an electrical heater. 
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Figure 1.1: Top view of CROCUS core with fuel rods and systems such as cru-

ciform safety blade and control rods (left), cross-section view of the full reactor 

with core and structures (right) 

The core is located in an aluminum vessel of 130 cm  diameter and 1.2 cm 

thickness, and its active part has the approximate shape of a cylinder of about 

60 cm in diameter and 1 m in height, as illustrated in Figure 1.1 [17]. It consists 

of two interlocked fuel zones with square lattices of different pitches: an inner 

zone of 336 UO2 rods and an outer zone of 172 Umetal rods. The six independent 

safety systems consist of two cruciform-shaped cadmium blades and four expan-

sion tanks. The safety blades are held by electromagnets for top to bottom gravity 

insertion. The expansion tanks trap air when valves are closed, allowing a fast 

drop of the water level when opened. Any of these systems allow shutdown 

within less than a second. 

Since CROCUS became the only zero-power reactor in Switzerland in 2011, Paul 

Scherrer Institute (PSI) and EPFL agreed upon developing new research experi-

mental programs in the CROCUS reactor. In 2015, an extensive review of possi-

ble experiments was carried out and resulted in the selection of three experi-

mental programs [22].  

The first one aims for the investigation of mechanical noise induced by fuel rod 

vibration using the COLIBRI in-core device (CROCUS Oscillator for Lateral 

Increase Between u-metal Rods and Inner zone). This experiment is going to be 
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introduced as one of the target events in this study. The details of experiment are 

explained in Chapter 1.5.2.2. 

 

Figure 1.2: VOID experiment: top and side view of bubbling channel (left) and 

the location in the reflector of the CROCUS reactor (right) 

The second one is VOID experiment. A main objective is to reconstruct axial 

void and velocity profiles in BWR through neutron noise measurements of in-

core detectors. The experimental setup is depicted in Figure 1.2 [22]. 

 

Figure 1.3: Illustration of the PETALE experimental set up 

The last one is PETALE experimental program which is planned to be carried 

out at the CROCUS reactor. This program aims at measuring neutron penetration 
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in slabs made of materials composing typical LWR reactor pressure vessel. A 

sketch of the experimental configuration is illustrated in Figure 1.3 [23]. 

1.4.2 AKR-2 Zero-Power Reactor 

The training and research reactor AKR-2 (from the German Ausbildungskern-

reaktor) has been operated at the Technical University of Dresden (TUD) since 

2005 [24]. The reactor is a thermal, homogeneous, solid moderated zero-power 

reactor with maximum continuous (thermal) power of 2 W. This extremely low 

nuclear power allows effects of temperature, fuel burnup, formation of nuclear 

waste, activation of structural materials, Xe-poisoning and others to be neglected. 

The reactor is the last nuclear facility in Germany to have received an operating 

license. 

Precursor of the AKR-2 was the AKR-1. The AKR-1 training and research reac-

tor of the TUD was put into operation in 1978 based on the concept of the proven 

training reactor SUR-100 from SIEMENS company. For more than 25 years, the 

AKR-1 was successfully used for training and education of students, for nuclear 

research projects, and as an information center for the public. 

The design of the reactor is shown in Figure 1.4 and Figure 1.9 [21, 24]. The 

cylindrical core has a diameter of 250 mm and a critical height of 275 mm. 

The disk-shaped fuel elements consist of a homogeneous dispersion of polythene 

and uranium oxide (19.8 % enriched in 235U, O/U ratio 2.27). The core is com-

pletely surrounded by a graphite reflector. 

For safety reasons, the core consists of two separable sections. The fuel elements 

of each section are enclosed in a hermetically sealed aluminum container. A sec-

ond, larger gas-tight reactor tank encloses both, core sections and parts of the 

reflector. The pressure inside the reactor tank is lowered by (8…18) kPa com-

pared to the ambient atmospheric pressure. This subatmospheric pressure barrier 

prevents an uncontrolled leakage of radioactive fission products. The reactor is 

controlled by the three cadmium absorber plates. These plates are designed as 

combined control and safety rods.  
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Figure 1.4: Vertical cross-section of the AKR-2 

There are total four horizontal and two vertical experimental channels with dif-

ferent diameters and shapes. These channels provide adequate in-pile irradiation 

volume with different neutron spectra. The experiments at the AKR-2 reactor 

consist in introducing two different sources of periodic reactivity perturbations 
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that induce neutron flux oscillations [21]. The first experiment corresponds to a 

rotating neutron absorber that has a varying absorption cross-section with respect 

to the rotation angle. The second type of perturbation is generated by a linearly 

oscillating absorber that is moved back and forth inside the reactor core (vibrat-

ing absorber). The details of experiments are introduced in Chapter 1.5.1 and 

Chapter 1.5.3, respectively. 

1.4.3 Swiss 3-Loop Pre-Konvoi Reactor 

The Swiss 3-loop Pre-Konvoi reactor corresponds to Gösgen Nuclear Power 

Plant (official name is “Kernkraftwerk Gösgen (KKG)”), which is located in the 

Däniken municipality, in Switzerland. It is operated by the ad hoc society Kern-

kraftwerk Gösgen-Däniken AG, which started its operation in 1979 [25]. The 

reactor is licensed to operate at a nominal thermal power of 3002 MW. 

 
Figure 1.5: The composition of reactor pressure vessel in KKG [25] 
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The KKG possess a pressurized water reactor delivered by German Kraftwerk 

Union AG. It contains 177 fuel assemblies, while 48 of them are equipped with 

control assemblies. Each fuel assembly contains 205 fuel rods, which consist of 

enriched UO2 with fissile 235U or MOX fuel elements (uranium-plutonium mixed 

oxide fuel elements) with a proportion of fissile plutonium. However, MOX fuel 

has not been used since 2012. Inside each fuel rod, a column of fuel pellets is 

enclosed in a gas-tight and pressure-resistant-welded Zircaloy cladding tube. The 

control rods are activated by electromagnetic ratchet jack drive units which are 

located on the pressure vessel closure head. To adjust the reactor power, the con-

trol rods can be moved into the reactor core to a greater or lesser depth. When a 

fast reactor shutdown is necessary, all the rods are fully inserted into the reactor 

core. This is done by switching off the current in the electromagnetic restraining 

coils. 

The inner axial flux distribution of KKG is monitored via six axially equally 

distributed in-core Self-Powered Neutron Detectors (SPNDs), while the four ra-

dial ex-core channels contain two compensated ionization chambers, i.e., upper 

and lower core regions (see Figure 1.6) [26]. 

 
Figure 1.6: Schematic representation of the 3-Loop KKG core and the radial 

positions of the in-core and ex-core neutron flux detectors 
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1.5 Neutron Noise 

The reactor noise is the neutron fluctuations which are induced by the fluctua-

tions or oscillations of the reactor properties, e.g., displacement of core compo-

nents, temperature, or density variations. These kinds of reactor composition 

changings result in the changes of the corresponding cross-sections. And the 

cross-sections are coefficients of the pertinent transport or diffusion equations. 

The identified sources of neutron noise, which are especially selected for the fur-

ther analyses, are discussed in this chapter. 

1.5.1 Absorber of Variable Strength 

1.5.1.1 Description of Scenario 

Absorber of variable strength can be represented as fluctuations in the macro-

scopic absorption cross-sections at a given fixed location 𝑟0 and the correspond-

ing noise source expressed as, 

 
𝛿∑𝑎(𝑟, 𝜔) = 𝛾(𝜔)𝛿(𝑟 − 𝑟0),  (1.1) 

where 𝛾(𝜔) is the noise source strength, which might be frequency-dependent 

in the most general case. Even though the terminology here refers to absorbers, 

these types of noise sources encompass all kinds of cross-sections, that is, ab-

sorption, fission, and scattering [27]. This scenario is particularly important since 

it constitutes the basis for estimating the reactor Green’s function, on which the 

modeling of the effect of all other types of noise sources can be carried out [28]. 

Since the mathematical treatment as well as modeling of this case are very 

straightforward, absorber of variable strength is regarded as simplest noise 

source one can model. 
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1.5.1.2 Relevant Experimental Program 

The experimental facility which is specialized to generate two different sources 

of periodic reactivity perturbations inducing neutron flux oscillations is available 

at the AKR-2 reactor. The first type of perturbation is generated by a rotating 

neutron absorber that has a varying absorption cross-section with respect to the 

rotation angle, which is explained hereafter, while the second one by a linearly 

oscillating absorber that is moved back and forth inside the reactor core. The 

second perturbation will be discussed in Chapter 1.5.3.2. The tangential line of 

channel 3-4 as illustrated in Figure 1.7 is the rotating absorber shaft in AKR-2 

reactor. In order to maximize the perturbation induced to the neutron flux, it is 

located where the gradient of the neutron flux is maximum. The absorber which 

is rotating is natural cadmium sheet and has dimensions of 25 cm × 2 cm ×

0.02 cm. Figure 1.8 shows two section views of the rotating absorber (AA and 

BB) and the geometrical details. 

In the first experimental campaign, the measurements were taken with varying 

the rotation speed which corresponds to the rotation frequency between 

0.2~2 Hz. 

Within the framework of CORTEX project, total two experimental campaigns 

have been carried out in the AKR-2 reactor. The first experimental campaign in 

the AKR-2 reactor took place from 6 to 14 March 2018 [29] and the second ex-

perimental campaign was held from 6 to 10 July 2020 [30].  
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Figure 1.7: Absorber location in rotating absorber experiments [29] 

 

Figure 1.8: Geometrical description of rotating absorber [29]. Cross (left) and 

longitudinal (right) views, units in cm. 

Compared with the first campaign, some advancements were realized, mainly 

based on the feedback of the modelers (simulator developers and analyzers 
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within CORTEX project). The main changes in second experimental campaign 

are as follows [30]. 

1) Two more detectors were in operation, with one fission chamber and the 

three miniature scintillators places closer to the center of the reactor. 

2) A new high precision linear motor axis was used as a vibrating absorber, 

allowing for a sinusoidal driving profile with a more flexible amplitude. 

3) The reactivity input was lowered by the use of indium foils as absorbing 

material instead of the cadmium foils used in the first experimental cam-

paign. 

4) The experimental channel 7 (see Figure 1.9) was blocked with polyeth-

ylene to facilitate the modeling with diffusion codes. 

5) Two new data acquisition systems were used to record parts of the data. 

Figure 1.9 and Figure 1.10 show the experimental setup of detectors in AKR-2 

reactor in first and second experimental campaigns, respectively. 
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Figure 1.9: Horizontal cross-section of the AKR-2 reactor at core level [29] 

 

Figure 1.10: Overview of the setup of the second experimental cam-

paign [30]  
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1.5.2 Fuel Rods Vibration 

1.5.2.1 Description of Scenario 

In the scenario “fuel rods vibration”, a fuel assembly is assumed to vibrate in the 

𝑥 − and/or 𝑦 − direction (radial direction) of the reactor core. Here, the three 

well-known vibrations modes can be included [28]: cantilevered beam, simply 

supported on both sides and cantilevered beam and simply supported. 

 

Figure 1.11: Decomposition of the lateral displacement of a vibrating fuel as-

sembly into 𝑥 − component and 𝑦 − component 

At a given axial level 𝑧, the displacement 𝑑(𝑧, 𝑡) can be decomposed as a dis-

placement 𝜀𝑥(𝑧, 𝑡)  along the 𝑥 −  direction only and a displacement 𝜀𝑦(𝑧, 𝑡) 

along the 𝑦 − direction only, as shown in Figure 1.11 [28]. The squares in the 

figure represent the fuel assemblies, while the vibrating fuel assembly is de-

scribed in grey. When considering one direction at a time, the movement of the 

vibrating fuel assembly can be described in the following manner. The vibration 

of one fuel assembly along the 𝑥 − direction can be illustrated as Figure 1.12, 

with three homogeneous regions due to the homogenization of the macroscopic 

cross-sections in CORE SIM (CORE SIM+) modeling. 
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Figure 1.12: Representation of three neighboring fuel assemblies with respect 

to the 𝑥 − direction [28, 31] 

Considering for the time being Region II and Region III, the spatial distribution 

of the static macroscopic cross-section for the reaction type 𝛼  in the energy 

group 𝑔 can be represented as, 

 
∑𝛼,𝑔

𝑥 (𝑥) = [1 − 𝛩(𝑥 − 𝑏)]∑𝛼,𝑔,𝐼𝐼 + 𝛩(𝑥 − 𝑏)∑𝛼,𝑔,𝐼𝐼𝐼 , (1.2) 

where 𝛩(𝑥 − 𝑏) is the Heaviside function, i.e., 

 {
𝛩(𝑥 − 𝑏) = 0 𝑖𝑓 𝑥 < 𝑏

𝛩(𝑥 − 𝑏) = 1 𝑖𝑓 𝑥 ≥ 𝑏.
 (1.3) 

In Equation (1.2), ∑𝛼,𝑔,𝐼𝐼 represents the macroscopic cross-section of region II, 

whereas ∑𝛼,𝑔,𝐼𝐼𝐼 represents the macroscopic cross-section of region III. In case 

of vibrations of the fuel assembly II with respect to the fuel assembly III with a 

displacement 𝜀𝑥(𝑧, 𝑡), the position of the boundary between region II and III is 

time-dependent, and is given as, 

 𝑏(𝑧, 𝑡) = 𝑏0 + 𝜀𝑥(𝑧, 𝑡), (1.4) 

where 𝑏0 represents the static position of the boundary between regions II and 

III. To find a right format of the noise source in the frequency-domain corre-

sponding to fluctuations of the position of the boundary between the regions II 

and III, we put the Equation (1.4) into Equation (1.2), use a first-order Taylor 

expansion and consider the static macroscopic cross-section (when 𝜀𝑥(𝑧, 𝑡) = 0) 

and change the expression into frequency-domain. The final expression for the 

noise source becomes as below. 
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 𝛿∑𝛼,𝑔
𝑥 (𝑥, 𝑧, 𝜔) = 𝜀𝑥(𝑧, 𝜔)𝛿(𝑥 − 𝑏0)[∑𝛼,𝑔,𝐼𝐼 − ∑𝛼,𝑔,𝐼𝐼𝐼]. (1.5) 

The noise source corresponding to the vibrations of a fuel assembly with respect 

to its two neighbors is described by two Dirac-like perturbations located at the 

static boundary of the vibrating fuel assembly. 

1.5.2.2 Relevant Experimental Program 

 
 

Figure 1.13: COLIBRI fuel rods oscillator alone (left) and with core structures 

(right), and a few rods inserted in the device [30] 

Following the experimental campaign at the CROCUS reactor, the vibrating fuel 

rods experiments have been carried out using the COLIBRI in-core device that 

was specifically developed for that purpose [17]. The COLIBRI fuel rods oscil-

lator is designed to oscillate simultaneously any of 18 metallic uranium fuel rods 

laterally in the west region of the core periphery zone and it consists in two mov-

ing plates set above and below the core grids, which are rigidly connected by an 
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aluminium beam. Each moving plate carries an extremity of the fuel rods, top 

and bottom, respectively.  

Like AKR-2 reactor, total two experimental campaigns have been carried out in 

the CROCUS reactor for COLIBRI experiments. The first experimental cam-

paign took place from 17 to 21 September 2018 [29] and the second experimental 

campaign was held from 9 to 22 July 2019 [30].  

The second experimental campaign focused on the reduction of uncertainties as 

compared to the first campaign. The main changes in second experimental cam-

paign are as follows [30]. 

1) The power increased from 100 mW to 1 W to increase the statistical 

significance. 

2) The first experimental campaign with COLIBRI was carried out in 2018 

with 20 times of measurements, while varying the oscillating amplitude 

and frequency: the oscillating amplitude varies between ±0.5 ~2.0 mm, 

while the oscillating frequency varies between 0.1~2.0 Hz. In the second 

campaign, specific conditions of experiments were selected and focused 

to enable the long experiments (up to 4 hours continuously) with repeat-

ability (amplitude and frequency of oscillation: 1.5 mm , and 0.1 Hz 

and 1.0 Hz only). 

3) The additional detectors comprised two more large fission chambers, 

which allow high statistics and robust measurements, and two propor-

tional counters made sensitive to the fast neutron component. 

4) More static and dynamic experiments were conducted without oscilla-

tions to allow for reference values. 

Figure 1.14 and Figure 1.15 show the experimental setup of detectors in CRO-

CUS reactor in first and second experimental campaigns, respectively. 



Chapter 1  Introduction 

 

 

22 

 

Figure 1.14: Radial view of reactor core with the information of installed detec-

tors [21] 

 

 

Figure 1.15: Experimental setup of detectors in second experimental campaign 

[30] 
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1.5.3 Vibrating Absorber 

1.5.3.1 Description of Scenario 

The fact that a vibrating control rod leads to a detectable neutron noise is well 

known from the Oak Ridge National Laboratory Research Reactor (ORR) and 

High Flux Isotope Reactor (HFIR). Later it turned out that control rod vibrations 

can occur even in power reactors. Since excessive vibration always signifies a 

beginning of malfunction, detecting and locating vibrations by neutron noise 

methods became an interesting task [27]. The vibration of control rod is assumed 

to be described by a one-dimensional structure along the 𝑧 − direction (axial 

direction of the reactor core) vibrating perpendicularly to the two-dimensional 

(𝑥, 𝑦) plane. Furthermore, the vibrating rod is assumed to always remain parallel 

to itself and to have the most significant effect on the thermal macroscopic ab-

sorption cross-section. In these conditions, the vibration of the rod will create a 

perturbation of the absorption cross-section that is represented as, 

 𝛿∑𝑎(𝒓, 𝑡) = 𝛾𝛩(𝑧 − 𝑧0) [𝛿 (𝒓𝑥𝑦 − 𝒓𝑝,𝑥𝑦 − 𝜀(𝑡))

− 𝛿(𝒓𝑥𝑦 − 𝒓𝑝,𝑥𝑦)], 

(1.6) 

where 𝛾 is the strength of the perturbation, 𝒓𝑝,𝑥𝑦 is the equilibrium position of 

the rod in the (𝑥, 𝑦) plane, 𝜀(𝑡) is a vector representing the displacement of the 

rod from its equilibrium position in the (𝑥, 𝑦) plane, and 𝑧0 represents the axial 

elevation at which the rod is inserted (insertion from the top of the core). 𝛩(𝑧 −

𝑧0) is the Heaviside function as below. 

 
{
𝛩(𝑧 − 𝑧0) = 0 𝑖𝑓 𝑧 < 𝑧0

𝛩(𝑧 − 𝑧0) = 1 𝑖𝑓 𝑧 ≥ 𝑧0.
 (1.7) 

After using a one-term Taylor expansion for Equation (1.6), we can get the ex-

pression in the frequency-domain as Equation (1.8). 
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 𝛿∑𝑎(𝒓,𝜔) = −𝛾𝛩(𝑧 − 𝑧0)𝜀(𝜔) ∙ 𝛿′(𝒓𝑥𝑦 − 𝒓𝑝,𝑥𝑦). (1.8) 

1.5.3.2 Relevant Experimental Program 

 

Figure 1.16: Absorber motion path inside channel 1-2. Side view. Unit in cm. 

[21] 

The neutron noise induced by vibrating absorber in this study is specifically tar-

geting the experimental program at AKR-2 reactor [21]. In case of vibrating ab-

sorber experiments, the absorber is moved along the experimental channel 1-2 in 

Figure 1.9, between a position inside the core and a position outside the core for 

the vibrating experiments.  

 

Figure 1.17: Trapezoidal motion followed by absorber in vibrating absorber ex-

periments [21] 
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The vibrating absorber has a thickness and a diameter of 1.016 mm  and 

12.7 mm, respectively. The periodic motion of the vibrating absorber is defined 

by two main parameters: the waiting and moving times as shown in Figure 1.17. 

The pneumatic system allows to modify the absorbers motion by varying the 

moving time (tm) from 0.4 to 2.0 seconds, and/or the waiting time (tw) from 

0.1 to 4.0 seconds. 

1.6 Quantity of Interest 

This thesis is rooted in CORTEX project, therefore, a QoI at each reactor which 

is designated within the project is selected as output variable in this thesis. Table 

1.1 summarizes the QoIs considered at different reactor types and events [32, 33]. 

Reactor 

type 
Event QoI 

Corresponding 

chapter 

CROCUS 

Absorber of variable 

strength 

Absolute neutron 

noise (amplitude 

and phase of fast 

and thermal neutron 

noise) 

2.3, 2.4 

Fuel rods vibration 

Amplitude: APSD 

normalized by 

CPSD at the 

reference detector 

location (Detector 

5)1 

Phase: CPSD phase 

3.2, 3.4, 3.5 

 

 

1 Detector 5 is relevant to the first experimental campaign, and the second experimental cam-

paign considers another detector (Detector 12) as reference detector. However, only the first ex-

perimental campaign is treated in this thesis at the CROCUS reactor. 
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AKR-2 

Rotating absorber 

Amplitude: APSD 

normalized by 

CPSD at the 

reference detector 

location (Detector 1 

or 8)2 

Phase: CPSD 

phase3 

4.2.4, 4.4.2, 

4.5.3 

Vibrating absorber 

Amplitude: APSD 

normalized by 

CPSD at the 

reference detector 

location (Detector 1 

or 8) 

Phase: CPSD phase 

4.2.4, 4.4.3, 

4.5.4 

Swiss  

3-Loop  

pre-Konvoi 

reactor 

Fuel rods (one fuel 

assembly) vibration 

Absolute neutron 

noise (amplitude 

and phase of 

thermal neutron 

noise) 

5.4 

Table 1.1: QoIs in different reactors and events 

In CROCUS and AKR-2, a reference detector is selected in consideration of gen-

erating the most meaningful information as a combination with the rest detectors. 

Here, the relative location of a detector from the noise source is working as a 

major consideration.  

 

 

2 Detector 1 for first experimental campaign and Detector 8 for second experimental campaign  

3 QoI-phase is calculated with identical reference detector as QoI-amplitude.   
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The absolute noise amplitude here describes the magnitude of neutron noise, 

which is directly converted from the original complex quantity obtained from 

CORE SIM+ computation.  

The APSD (Auto-Power Spectral Density) and the CPSD (Cross-Power Spectral 

Density) are transformations of the neutron flux through the Fourier Transform 

of the autocorrelation function and the cross correlation between two signals, 

respectively [34]. 

 APSD(f) = ∫ Cxx(τ)e
−j2πfτdτ

∞

−∞

 

(1.9) 

 CPSD(f) = ∫ Cxy(τ)e
−j2πfτdτ

∞

−∞

, 

where τ is the lag used to estimate the autocorrelation function of the sensor 

output signal and Cxx and Cxy are calculated with Equation (1.10). 

 Cxx(τ) = E[x(τ)𝑥(t + τ)] 

(1.10) 

 Cxy(τ) = E[x(τ)𝑦(t + τ)], 

where E is the expected value and x(t) is the sensor output signal. In CORTEX 

project, APSDs are derived from the thermal neutron noise calculated at the lo-

cations of the detectors. The obtained APSDs from the experiments are then nor-

malized by CPSD at the reference detector location [32]. The APSD and the 

CPSD of the frequency domain neutron noise (𝛿𝜙) at the location 𝑖 with the 

reference detector at the location 𝑗  are calculated with the following relation 

[20]: 

 

APSD𝑖 = (
𝛿𝜙

𝜙0
)

𝑖

(
𝛿𝜙

𝜙0
)
𝑖

†

 (1.11) 
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CPSD𝑖,𝑗 = (
𝛿𝜙

𝜙0
)

𝑖

(
𝛿𝜙

𝜙0
)
𝑗

†

, 

where 𝜙0 is the static flux and † symbolizes the complex conjugate. 

1.7 Uncertainty Analyses 

Throughout the engineering fields, the study of uncertainty has become one im-

portant aspect to assessing a model credibility. The parameters, especially in the 

model of nuclear physics, are often uncertain due to the measurement uncertainty 

and/or the natural variability. Uncertainty propagation (UP) and sensitivity anal-

ysis (SA) are two related tasks for studying uncertainty. UP and SA share the 

stage named uncertainty characterization (UC), which should be done prior to 

the main uncertainty analyses. UC is the quantification of the uncertainty in 

model inputs [35]. Here, “inputs” is a broad term for any quantity in the model 

whose value is based on real-world data. This includes model parameters, bound-

ary and initial conditions. The aim of UC is to determine probability distributions 

describing each of the inputs. This is generally a data-driven task that can be 

especially difficult for complex models with large number of parameters, where 

even estimating mean values can be challenging. The detailed process of UC will 

be introduced in Chapter 2. UP and SA are complementary activities: UC is per-

formed first, then UP calculates the output uncertainty and SA identifies which 

inputs are responsible for that output uncertainty [36]. 

1.7.1 Approaches for Uncertainty Quantification 

For uncertainty quantification, there are two main approaches available, namely 

the deterministic method and the stochastic sampling-based method [37, 38]. 

This deterministic method is based on the “propagation of moments” applied to 

the truncated first-order Taylor series. The variance (𝜎𝑅
2) of the system response 

𝑅, i.e., the second central moment of the linearized 𝑅, is computed as: 
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 𝜎𝑅
2 = 𝑆𝛼𝑽𝛼𝑆𝛼

𝑇 , (1.12) 

where 𝑆𝛼 = [𝑆𝛼1
, 𝑆𝛼2

, … ] = [
𝜕𝑅

𝜕𝛼1
,

𝜕𝑅

𝜕𝛼2
, … ] is called the sensitivity coefficient of 

𝑅 with respect to inputs 𝛼⃗, and 𝑽 is the covariance matrix of the inputs. 

This deterministic method, colloquially known as the “Sandwich Rule” method, 

computes first-order sensitivity coefficients of the output parameters of interest 

and then combines the sensitivities with the covariance matrix of the input data. 

This method is not easily applicable to non-linear behavior and requires the cal-

culation of analytical sensitivities in the form of derivatives. 

The stochastic sampling-based method does not have these constrains and is 

based on the perturbation of the uncertain input data as random variables follow-

ing their uncertainty distributions. The variance of the output parameter corre-

sponds to the contributions of the input parameters’ uncertainty.  

Among these two approaches, the stochastic sampling-based method is selected 

due to its advantages in the current work. This method involves the straightfor-

ward implementation and implicit treatment of model non-linearity by compu-

ting the output uncertainty through the simultaneous consideration of all input 

uncertainties. Moreover, different from the deterministic method, the stochastic 

sampling-based method does not require an earlier computation of sensitivity 

coefficients for the uncertainty quantification. Therefore, this approach becomes 

suitable, especially in case of involving the perturbation of the complicated 

groupwise nuclear data with resulting in accuracy enhancement of the obtained 

neutron noise uncertainties. 

1.7.2 Normality Test 

Checking a normality of the output distribution plays a key role in understanding 

a computational relation between the considered inputs and outputs. Finding this 

relation (such as linear or non-linear relationship) enables to predict a behavior 
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of output uncertainty and to determine a proper approach for a sensitivity analy-

sis (e.g., correlation-based approach or variance-based approach).  

The Shapiro-Wilk test is selected in this thesis to examine if a variable is nor-

mally distributed in some population [39, 40]. The Shapiro-Wilk test precisely 

answers a question “how likely is the observed distribution if the given data are 

exactly normally distributed in the entire population?”. One example of output 

data distribution is shown in Figure 1.18-a. 

  

a. Histogram of output data 
b. Fitted normal distribution 

curve 

Figure 1.18: Example of histogram and fitted normal distribution curve of out-

put data 

The Shapiro-Wilk test first quantifies the similarity between the observed and 

normal distributions as a single number: it superimposes a normal curve over the 

observed distribution as shown in Figure 1.18-b. It then computes which percent-

age of our sample overlaps with it: a similarity percentage. Finally, the test com-

putes the probability of finding this observed, or a smaller, similarity percentage. 

It does so under the assumption that the population distribution is exactly normal, 

which is “null hypothesis”. The null hypothesis for the Shapiro Wilk test is that 

a variable is normally distributed in some population. As a rule of thumb, we 

reject the null hypothesis if p-value is smaller than 0.05. Namely, in this case it 

can be concluded that our variable is “not” normally distributed. 
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1.7.3 Uncertainty Propagation 

UP replaces a traditional deterministic approach to modeling where inputs and 

outputs take fixed values, with a probabilistic approach in which uncertainty in 

inputs and outputs are known, thereby providing a deeper understanding of sys-

tem behavior. For example, UP in weather forecasting leads to probabilities of 

weather events (e.g., probability of rain) being presented to the public, which is 

much more useful than simple predictions (e.g., “will rain”/ “will not rain”) [35]. 

The key results from UP are error bands that bound the best-estimate predictions, 

by propagating the input uncertainty through the model to derive the resultant 

uncertainty in important model outputs.  

Since the first uncertainty framework was proposed by U.S. NRC and denomi-

nated Code Scaling, Applicability, and Uncertainty (CSAU), a number of uncer-

tainty methodologies have been created in other countries. Even though these 

methods share a common goal with CSAU, they use different techniques and 

procedures to obtain the uncertainties on key calculated quantities [41]. CSAU 

and GRS (from the German, Gesellschaft für Anlagen und Reaktorsicherheit) 

methods propagate the input uncertainties for the uncertainty evaluation, while 

UMAE (Uncertainty Methodology based upon Accuracy Extrapolation), CIAU 

(Code with capability of Internal Assessment of Uncertainty) and Simens meth-

ods are extrapolating the output uncertainties. For the “extrapolation of output 

uncertainty” approach, uncertainty is obtained from the output uncertainty based 

on comparison between calculation results and significant experimental data [42].  

The current thesis aims at the output uncertainty evaluation by the propagation 

of input uncertainties. Therefore, the GRS method is selected for the further anal-

yses due to the irrelevance between the number of input parameters and the re-

quired total number of code runs, which secures the flexibility on analyses at 

various conditions. Additionally, the Monte Carlo method is employed as a com-

parison target of GRS method. 
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1.7.3.1 GRS Method 

The key features of GRS method can be summarized as below. 

1) The uncertainty space of input parameters (defined by their uncertainty 

ranges) is sampled at random according to the combined probability dis-

tribution of the uncertain parameters. Code calculations are performed by 

sampled sets of parameters. 

2) The number of code calculations is determined by the requirement to es-

timate a tolerance and confidence interval for the quantity of interest. Fol-

lowing a proposal by GRS in 1990s, Wilks’ formula is used to determine 

the number of calculations to obtain the uncertainty bands [43]. 

3) Statistical evaluations are performed to determine the sensitivities of in-

put parameter uncertainties on the uncertainties of key results (parameter 

importance analysis). 

Here, the tolerance interval signifies the interval which covers a specified pro-

portion of the population for a given confidence level, while the confidence level 

is the likelihood that a tolerance interval will actually cover the minimum per-

centage we state. Tolerance intervals can be one-sided (a range where one limit 

is either negative infinity or positive infinity) or two-sided (a range with a spec-

ified minimum and maximum). 

The equations below describe Wilks’ formula for one-sided (upper) tolerance 

limit and two-sided tolerance limit, respectively: 

 

∑ (
𝑁
𝑗
) 𝑞𝑁−𝑗(1 − 𝑞)𝑗 ≤ 1 − 𝛼

𝑚−1

𝑗=0

 (1.13) 

 

∑ (
𝑁
𝑖
) (1 − 𝑞)𝑖𝑞𝑁−𝑖 ≤ 1 − 𝛼,

𝑟+𝑚−1

𝑖=0

 

(1.14) 
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where 𝛼 is the confidence level, 𝑞 is a tolerance limit, 𝑁 is a size of samples, 

𝑟 and 𝑚 are the numbers related to the elements in an ordered sample. The min-

imum number of calculations for both cases especially in first-order prediction 

can be found in Table 1.2. The order states the number of code runs expected to 

lie in the “tail” of the distribution (i.e., beyond the 𝑞 percentile value chosen by 

the user), and therefore the 𝑚𝑡ℎ (or 𝑟𝑡ℎ) largest, or smallest, output value is cho-

sen as the limiting value. This is intended to reduce the sampling error inherent 

in first-order Wilks’ predictions (i.e., where 𝑚 = 1, or 𝑚 = 𝑟 = 1) [44]. Higher 

order tolerance limits correspond to values of the ranked output samples away 

from the maximum and minimum values. They approach progressively with a 

lower variance, as the order increases, the 𝑞 × 100 %  and (1 − 𝑞) × 100 % 

quantiles of the true output uncertainty distribution and give a better estimate of 

these values. The decrease in the variance requires a larger output sample and, 

therefore a larger number of code executions.  

 One-sided statistical 

tolerance limits 

Two-sided statistical 

tolerance limits 

𝑞 (quantile) 

0.90 0.95 0.99 0.90 0.95 0.99 

𝛼 

(confidence 

level) 

0.90 22 45 230 38 77 388 

0.95 29 59 299 46 93 473 

0.99 44 90 459 64 130 662 

Table 1.2: Minimum number of calculations for one-sided and two-sided statis-

tical tolerance limits 

Following the U.S. NRC regulatory guide 1.105, it is highly recommended to use 

95 %/95 % tolerance limit for combining uncertainties [45]. In addition to this, 

one of the previous uncertainty studies for best-estimate nuclear system codes, 

the BEMUSE analysis of the LOFT L2-5 test, indicated that applying Wilks’ for-

mula to the 4th or 5th order usually produced a more satisfactory tolerance, at the 

price of some additional code runs [46]. 
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1.7.3.2 Brute Force Monte Carlo Method 

Brute force Monte Carlo method has been selected as a comparison target of the 

GRS method. This method is well-known as an alternative to the more cumber-

some perturbation methods used so far extensively over the world (see Figure 

1.19). This takes advantage of the large computational power available nowadays 

[47]. 

 

Figure 1.19: General overview of Brute force Monte Carlo algorithm 

The advantages of the Brute force Monte Carlo approach can be boiled down to 

two items. First, the result of the uncertainty propagation shows more realistic 

values with a large number of sample runs. Especially, this can be a competitive 

edge when compared to the results from GRS method using Wilks’ formula, 

which cover the required probability (95 % to 5 %) with a certain confidence 

level for any case. Another point is that this approach can yield the full Probabil-

ity Density Function (PDF) of the value of interest. Once a PDF is defined, we 

can expect that whichever sample runs we make, the result will have the same 

distribution as we obtained earlier. In other words, we can be always safe when 

making the parametric assumptions about the sampling distribution, regardless 

of the sample size [48]. 

1.7.4 Sensitivity Analysis 

According to [36], the sensitivity is “the study of how the variation in the output 

of a model (numerical or otherwise) can be apportioned, qualitatively or quanti-

tatively, to different sources of variation, and of how the given model depends 
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upon the information fed into it.”. Furthermore, “Sensitivity analysis studies the 

relationships between information flowing in and out of the model.”. These def-

initions imply that the parameter values that characterize both (and only) the 

boundary and initial conditions, e.g., representative of a system, and the numer-

ical structure of a correlation embedded into the model (or code) constitute the 

typical objective of a SA [41]. 

The key result from SA is the influence of input parameters upon selected output 

quantities and the evaluation of the relative influence of input parameters.  

 

Figure 1.20: Classification of SA methods 

A variety of SA measures and methods have been used widely, and each has its 

own advantages and disadvantages. Figure 1.20 summarizes SA methods classi-

fication [49]. The “exploration of the parameter space” is the most widely recog-

nized classification. When SA is performed by varying individual parameters in 

a small vicinity of a base point, the method is classified as local. One example of 

“local” sensitivity analysis is “One at a Time (OAT)”, which changes one param-

eter at a time while keeping all other parameters fixed at their base values. On 

the other hand, if SA is carried out by varying all parameters within their entire 

uncertainty ranges simultaneously, the method is classified as global. In compu-

tational point of view, the local methods are more efficient, however, has lower 

reliability since they cannot account for model nonlinearity, non-monotonicity 

and parameter interactions.  
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Another way for classifying SA methods is based on “purpose of the application”. 

The qualitative way is identifying the influential parameters by screening or other 

low computational cost methods, and this is often used to reduce the burden on 

further model analysis [50]. Meanwhile, quantitative methods quantify the con-

tributions of individual parameters to output variance, however, often at a very 

high computational cost.  

The third way of classifying SA methods is based on “sensitivity measure”, 

which ranges from simple visual inspection of input vs. output plots to robust 

and sophisticated variance-based sensitivity indices. In this chapter, the two most 

representative and widely used approaches within this classification, correlation-

based and variance-based approaches, are compared to each other to figure out 

the optimal solution in our specific analysis condition. 

1.7.4.1 Correlation-based Approach 

The use of correlation-based coefficients, as well as regression-based coefficients 

as sensitivity indices are traditional approaches extensively used to assess the 

strength of the association between two factors due to their relatively simple sta-

tistical theories. 

Pearson Correlation Coefficient 

Pearson Correlation Coefficient (PCC) is the most familiar measure of depend-

ence between two quantities [51, 52]. PCC is a measure of the strength of the 

linear association between 𝑋 and 𝑌 and obtained by dividing the covariance of 

the two variables by the product of their standard deviations. Let a generic model 

function 𝑌 = 𝑓(𝑋) with an input vector 𝑋 = (𝑋1, … , 𝑋𝑛) where 𝑋 is a random 

variable with a continuous probability distribution function (PDF) 𝑝(𝑋1, … , 𝑋𝑛). 

The Pearson coefficient is computed using Equation (1.15). 

 
𝑟𝑝(𝑋, 𝑌) =

𝑐𝑜𝑣(𝑋, 𝑌)

𝜎𝑋𝜎𝑌
, (1.15) 
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where 𝜎𝑋 and  𝜎𝑌 are the standard deviations of the variables and 𝑐𝑜𝑣(𝑋, 𝑌) is 

the covariance of the variables. 

This means that if 𝑋 and 𝑌 have a perfect direct (increasing) linear relationship 

(correlation), PCC will equal or be close to +1.0, or −1.0 in the case of a per-

fect decreasing (inverse) linear relationship (anticorrelation). Therefore, there is 

less of a relationship if the coefficient approaches zero. 

Spearman Correlation Coefficient 

Spearman Correlation Coefficient (SCC) is a nonparametric measure of rank cor-

relation. It describes how well the relationship between two variables can be de-

scribed using a monotonic function. SCC between two variables is equal to PCC 

between the rank values of those two variables and can be calculated using Equa-

tion (1.16).  

 
𝑟𝑠(𝑋, 𝑌) = 𝜌𝑅(𝑋),𝑅(𝑌) =

𝑐𝑜𝑣(𝑅(𝑋), 𝑅(𝑌))

𝜎𝑅(𝑋)𝜎𝑅(𝑌)
, (1.16) 

where 𝜎𝑅(𝑋)  and 𝜎𝑅(𝑌)  are the standard deviations of the rank variables and 

𝑐𝑜𝑣(𝑅(𝑋), 𝑅(𝑌)) is the covariance of the rank variables. If there are no ties, a 

perfect SCC of +1.0, or −1.0 occurs when each of the variables is a perfect 

monotone function of the other. 

Critical value of Correlation Coefficient 

While an amplitude of coefficient indicates the strength of the correlation, it is 

important to set a “criterion” to prove the validity of calculated coefficient in 

statistic point of view. The criterion, which is called as a critical value, is the 

value that a test statistic must exceed in order for the null hypothesis (𝐻0) to be 

rejected. Here, the null hypothesis states that the two random variables are mu-

tually independent. Therefore, when |𝑟| exceeds the critical value, we can reject 

the 𝐻0 hypothesis at the certain significance level (𝛼) we defined. The correla-

tion coefficient has the following test statistic [51], 
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𝑤𝑝 =

𝑧𝑝

√𝑛 − 1
, (1.17) 

with 𝑧𝑝 is the standard normal (1- 𝛼/2) quantile. The formula above tells how to 

approximate the 𝑝th quantile of 𝜌, when the sample size is larger than 30.  

As an example, if we have 1000 samples and want to consider the significance 

level of 0.05, the critical value is obtained as 0.06. It means that when the coef-

ficient is larger than 0.06, the two random variables can be regarded as “corre-

lated” with 5 % probability that this correlation is not true [53].  

Square of the Correlation Coefficient 

The squared coefficient evaluates the scatter of the data points around the fitted 

regression line. It is also called the coefficient of determination, or the coefficient 

of multiple determination for multiple regression [54]. For the same data set, 

higher squared coefficient values represent smaller differences between the ob-

served data and the fitted values. The squared coefficient is the percentage of the 

dependent variable variation that a linear model explains. 

 
𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡2 =

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑚𝑜𝑑𝑒𝑙

𝑇𝑜𝑡𝑎𝑙 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒
. (1.18) 

1.7.4.2 Multiple Correlation Coefficient 

When the multiple input parameters are correlated (e.g., nuclear data input pa-

rameters), the correlation coefficients should be calculated in a distinct manner 

in order to measure the effect of large number of correlated input parameters 

efficiently. 𝑟𝑝
2 in Equation (1.15) can be interpreted as the “coefficient of deter-

mination” of the relationship between 𝑌  and 𝑋𝑖  assuming a linear model be-

tween 𝑌 and 𝑋𝑖. This demonstrates the fraction of the variance of 𝑌 which is 

explained from approximating 𝑌 by a linear combination of the 𝑋𝑖. This inter-

pretation can be used to estimate the first order sensitivity index of the input 

parameter 𝑋𝑖, 
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 𝑆𝑋𝑖
= 𝑟𝑝

2. (1.19) 

Those first order sensitivity indices can be regarded as multiple correlation coef-

ficients which correspond to groups of input parameters [55, 56]. The multiple 

correlation coefficient of group 1 (𝑋(1) = (𝑋1, … , 𝑋𝑘)) is calculated following 

the equation below.  

 
𝑅(1)

2 = (𝑟𝑝(𝑌, 𝑋1),… , 𝑟𝑝(𝑌, 𝑋𝑘))∑𝑋(1)

−1 (𝑟𝑝(𝑌, 𝑋1),… , 𝑟𝑝(𝑌, 𝑋𝑘))
𝑇 , (1.20) 

where 𝑟𝑝(𝑌, 𝑋𝑖) is the correlation coefficient between 𝑌 and 𝑋𝑖, and ∑𝑋(1)

−1 is the 

inverse of the variance-covariance matrix (VCM). 

In this work, a “Moore-Penrose pseudo inverse (Pseudoinverse)”, which is a 

built-in MATLAB function (the function named as pinv), is used to inverse the 

obtained VCM [57, 58]. Pseudoinverse is frequently used to solve a system of 

linear equations when the system does not have a unique solution or has many 

solutions. Especially when a target matrix (VCM) is not square or is square and 

singular, Pseudoinverse can help to find the inverse matrix. Additionally, com-

pared to another function finding an inverse matrix implemented in MATLAB 

(the function named as inv), Pseudoinverse has a strength in its capability of 

avoiding nonfinite values (Inf or NaN) in the calculated inverse of matrix. 

PSI implemented the calculating module of the aforementioned multiple corre-

lation coefficient into their own developed tool, which is dedicated for the uncer-

tainty analyses, named SHARK-X [58]. SHARK-X is a set of Perl-based tools 

build around the deterministic neutron transport code CASMO-5, used to per-

form uncertainty quantification for lattice calculations at the PSI. 

1.7.4.3 Variance-based Approach 

In many variance-based sensitivity analysis methods, the variance is used as an 

indicator of the importance of an input variable. Among many methods for ana-

lysing the decomposition of variance as a sensitivity measure, the method 
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developed by Sobol is the most well-established and widely used one [59]. Fol-

lowing Sobol’s method, we can obtain the first order sensitivity index (𝑆𝑖) and 

the total sensitivity index (𝑆𝑇𝑖
). The first order index represents the main effect 

contribution of each input parameter to the variance of the output. Meanwhile, 

the total sensitivity index measures the contribution to the output variance of in-

put parameter including all the interactions with other input variables. These in-

dices can be obtained following the equations below, 

 
𝑆𝑖 =

𝑉(𝐸(𝑌|𝑋𝑖))

𝑉(𝑌)
 (1.21) 

 
𝑆𝑇𝑖

=
𝐸(𝑉(𝑌|𝑋~𝑖))

𝑉(𝑌)
= 1 −

𝑉(𝐸(𝑌|𝑋~𝑖))

𝑉(𝑌)
, (1.22) 

where 𝑋𝑖  is 𝑖𝑡ℎ  input parameter, 𝑌  is a model output and 𝑋~𝑖  means 𝑁 ×

(𝑘 − 1) matrix of all factors but 𝑋𝑖, with 𝑁 the sample size and 𝑘 the number 

of samples.  

The 𝑉(𝐸(𝑌|𝑋𝑖))  for 𝑆𝑖  and 𝐸(𝑉(𝑌|𝑋~𝑖))  for 𝑆𝑇𝑖
  can be calculated with the 

formulas below. 

 

𝑉(𝐸(𝑌|𝑋𝑖)) =
1

𝑁
∑𝑓(𝐴)𝑗𝑓(𝐵𝐴

(𝑖))
𝑗
− 𝑓0

2

𝑁

𝑗=1

 (1.23) 

 

𝐸(𝑉(𝑌|𝑋~𝑖)) =
1

𝑁
∑𝑓(𝐴)𝑗 (𝑓(𝐴)𝑗 − 𝑓(𝐴𝐵

(𝑖))
𝑗
)

𝑁

𝑗=1

, (1.24) 

where 𝐴𝐵
(𝑖)

 is a matrix, column 𝑖 comes from matrix B and all other 𝑘 − 1 col-

umns come from matrix A.  

The detailed information on calculating Sobol’s sensitivity indices using the de-

composition of variance can be found in [60]. To get the precise estimates on the 
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sensitivity indices, this approach is costly in terms of the number of model cells. 

In common practice, the value of 104 model evaluations can be required to es-

timate the Sobol’s index with a statistical error of 10 % [61].  

There have been many attempts to find more efficient ways to compute the first 

order and total sensitivity indices. Among them, Jansen’s formula is considered 

as the best way especially for estimating the total effect [62]. The improved esti-

mator for both 𝑆𝑖 and 𝑆𝑇𝑖
 are given by the formulas described below [63]. 

 

𝑉(𝐸(𝑌|𝑋𝑖)) = 𝑉(𝑌) −
1

2𝑁
∑(𝑓(𝐵)𝑗 − 𝑓(𝐴𝐵

(𝑖))
𝑗
)2

𝑁

𝑗=1

 (1.25) 

 

𝐸(𝑉(𝑌|𝑋~𝑖)) =
1

2𝑁
∑(𝑓(𝐴)𝑗 − 𝑓(𝐴𝐵

(𝑖))
𝑗
)
2

𝑁

𝑗=1

. (1.26) 

Moreover, Jansen’s formula requires 𝑁 × (𝑘 + 2) model evaluations rather than 

𝑁 × (2𝑘 + 1) from the original Sobol’s formula, resulting in improved compu-

tational costs. In addition, it was proven that Jansen’s approach has even less 

statistical error compared to Sobol’s approach, as shown in Figure 1.21. When 

the sampling size becomes larger, the statistical error of Jansen’s approach de-

creases dramatically while that of Sobol’s approach becomes saturated at some 

point and maintains this value as depicted in Figure 1.21 [64]. 

However, variance-based approach requires a large number of model evaluations, 

e.g., sufficiently large number (500 or higher number) of samples are required 

on computing the sensitivity indices, which are often unacceptable for time ex-

pensive computer codes [62]. The solution on this consists in substituting the 

physical model 𝑀 with a mathematical approximation 𝑀 ̂ built from a set of 

data samples. Such an approximation is referred to as various names depending 

on a field of research considered, e.g., surrogates, metamodels, response surface 

models or approximation models, etc., and the details are introduced in Chapter 

1.8.4, accordingly. 
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Figure 1.21: Comparison of statistical error from “Jansen 1999” and “Sobol 

2007” at increasing number of model runs [64] 

1.7.4.4 Comparison of Approaches 

The pros and cons of correlation-based (or regression-based) approach and vari-

ance-based approach can be summarized as Table 1.3 [65]. 

 Pros Cons 

Correlation-based 

approach 

(or Regression-based 

approach) 

- The concept is easily 

understandable. 

- It is computationally 

cheap. 

- When the variables are 

“linearly” related, it can 

provide “true” 

quantitative 

information. 

- It can detect a 

“direction” of influence. 

- When the variables are 

not “linearly” related, 

the accurate prediction 

is not guaranteed. 
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Variance-based 

approach 

- It is appropriate for all 

kinds of models. 

- It can provide “true” 

quantitative sensitivity 

measure. 

- It can provide 

information about 

orders of parameter 

influence (interaction 

among the variables) 

- The concept is 

mathematically 

complicated. 

- It is computationally 

expensive. 

- It cannot detect a 

“direction” of influence. 

Table 1.3: Comparison between correlation-based approach and variance-based 

approach 

1.8 Software and Tools for Analyses 

1.8.1 MATLAB 

MATLAB (MATtrix LABoratory) is a proprietary multi-paradigm programming 

language and numeric computing environment developed by MathWorks [66], 

which was first released in late 1970s. MATLAB allows matrix manipulations, 

plotting of functions and data, implementation of algorithms, creation of user 

interfaces, and interfacing with programs written in other languages. 

In this study, MATLAB is used for the following purposes. 

1) Sample generation for simulation using Serpent and CORE SIM (CORE 

SIM+) 

2) Performing batch computation for CORE SIM (CORE SIM+) 

3) Data extraction and conversion 

4) Statistical analyses  



Chapter 1  Introduction 

 

 

44 

Especially, the implemented numerical algorithm in MATLAB enhances an effi-

ciency on statistical analyses, e.g., sampling methods, normality tests and calcu-

lation of sensitivity coefficients. 

1.8.2 Serpent 

Serpent is a multi-purpose three-dimensional continuous-energy Monte Carlo 

particle transport code, developed at VTT Technical Research Centre of Finland, 

Ltd. The applications can be roughly divided into three categories as below [67]. 

1) Traditional reactor physics applications, including spatial homogeniza-

tion, criticality calculations, fuel cycle studies, research reactor modeling, 

validation of deterministic transport codes, etc. 

2) Multi-physics simulations, i.e., coupled calculations with thermal-hy-

draulics, CFD and fuel performance codes. 

3) Neutron and photon transport simulations for radiation dose rate calcula-

tions, shielding, fusion research and medical physics. 

The suggested applications of Serpent include, among other applications, the 

spatial homogenization and constant group generation for deterministic reactor 

calculations and the validation of deterministic lattice transport codes [68]. 

Serpent is used to generate two-groups constants and their uncertainties at the 

area of interest for the further neutron noise simulations. The Serpent is mainly 

running in Linux operative system and the computational cost of Serpent is very 

high with reasonable computational error. Therefore, a series of Serpent compu-

tations are made by the aid of Linux clusters in Leibniz Supercomputing Centre 

(LRZ) [69]. 
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1.8.3 CORE SIM / CORE SIM+ 

1.8.3.1 CORE SIM 

CORE SIM is a numerical tool for reactor noise analysis, more specifically, is a 

dynamic core simulator as well as static core simulator relying on the two-group 

diffusion approximation [70]. This tool uses sets of macroscopic cross-sections 

as input parameters. Since the thermal-hydraulic variables directly affect the 

macroscopic cross-sections, the change in thermal-hydraulic condition can be in-

troduced by the equivalent change in cross-sections. This way of defining the 

input parameters allows a high degree of flexibility in the use of the tool com-

pared to coupled neutron kinetics/thermal-hydraulics tools [18].  

The CORE SIM is based on diffusion theory with two energy groups and one 

group of delayed neutrons. In this formalism, the time- and space-dependent fast 

neutron flux, thermal neutron flux, and precursor density, can be expressed, re-

spectively, as below [18]. 

 1

𝜈1

𝜕

𝜕𝑡
𝜙1(𝒓, 𝑡) = ∇ ∙ [𝐷1,0(𝒓)∇𝜙1(𝒓, 𝑡)]

+ [(1 − 𝛽)𝜐𝛴𝑓,1(𝒓, 𝑡) − 𝛴𝑎,1(𝒓, 𝑡)

− 𝛴𝑟(𝒓, 𝑡)]𝜙1(𝒓, 𝑡) + (1 − 𝛽)𝜐𝛴𝑓,2(𝒓, 𝑡)𝜙2(𝒓, 𝑡)

+ 𝜆𝐶(𝒓, 𝑡) + 𝑆1(𝒓, 𝑡) 

(1.27) 

 1

𝜈2

𝜕

𝜕𝑡
𝜙2(𝒓, 𝑡) = ∇ ∙ [𝐷2,0(𝒓)∇𝜙2(𝒓, 𝑡)] + 𝛴𝑟(𝒓, 𝑡)𝜙1(𝒓, 𝑡)

− 𝛴𝑎,2(𝒓, 𝑡)𝜙2(𝒓, 𝑡) + 𝑆2(𝒓, 𝑡) 

(1.28) 

 𝜕

𝜕𝑡
𝐶(𝒓, 𝑡) = 𝛽𝜐𝛴𝑓,1(𝒓, 𝑡)𝜙1(𝒓, 𝑡) + 𝛽𝜐𝛴𝑓,2(𝒓, 𝑡)𝜙2(𝒓, 𝑡)

− 𝜆𝐶(𝒓, 𝑡), 
(1.29) 

where the macroscopic removal cross-section is defined as: 
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𝛴𝑟(𝒓, 𝑡) = 𝛴𝑠0,1→2(𝒓, 𝑡) −

𝛴𝑠0,2→1(𝒓, 𝑡)𝜙2(𝒓, 𝑡)

𝜙1(𝒓, 𝑡)
. (1.30) 

Here, 𝜙1 and 𝜙2 represent the fast neutron flux the thermal neutron flux, re-

spectively. In case of non-steady-state conditions, the time-dependent terms, ge-

nerically expresses as 𝑋(𝒓, 𝑡) , can be split into a mean value 𝑋0(𝒓)  (corre-

sponding to the steady-state configuration of the system) and a fluctuating part 

𝛿𝑋(𝒓, 𝑡) around the mean value as: 

 𝑋(𝒓, 𝑡) = 𝑋0(𝒓) +  𝛿𝑋(𝒓, 𝑡). (1.31) 

If the neutron noise is induced by perturbations of the macroscopic cross-sections 

and if there is no external neutron source, then splitting the time-dependent pa-

rameters into mean values and fluctuations according to Equation (1.31), per-

forming a temporal Fourier-transform, and neglecting second-order terms (linear 

theory), the following matrix equation is obtained. 

 
[∇ ∙ 𝐷̿(𝒓)∇ + 𝛴𝑑𝑦𝑛

𝑐𝑟𝑖𝑡(𝒓,𝜔)] × [
𝛿𝜙1(𝒓, 𝜔)

𝛿𝜙2(𝒓, 𝜔)
]

= 𝜙̅𝑟(𝒓)𝛿𝛴𝑟(𝒓,𝜔) + 𝜙̿𝑎(𝒓) [
𝛿𝛴𝑎,1(𝒓,𝜔)

𝛿𝛴𝑎,2(𝒓,𝜔)
]

+ 𝜙̿𝑓
𝑐𝑟𝑖𝑡(𝒓,𝜔) [

𝛿𝜐𝛴𝑓,1(𝒓,𝜔)

𝛿𝜐𝛴𝑓,2(𝒓,𝜔)
], 

(1.32) 

where 

 
𝜙̅𝑟(𝒓) = [

𝜙1,0(𝒓)

−𝜙1,0(𝒓)
] (1.33) 

 
𝜙̿𝑎(𝒓) = [

𝜙1,0(𝒓) 0

0 𝜙2,0(𝒓)
]. (1.34) 

The matrix 𝛴𝑑𝑦𝑛
𝑐𝑟𝑖𝑡 is defined as: 
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𝛴𝑑𝑦𝑛
𝑐𝑟𝑖𝑡(𝒓,𝜔) =

[
 
 
 
 −𝛴1

𝑐𝑟𝑖𝑡(𝒓,𝜔)
𝜐𝛴𝑓,2,0(𝒓)

𝑘𝑒𝑓𝑓
(1 −

𝑖𝜔𝛽

𝑖𝜔 + 𝜆
)

𝛴𝑟,0(𝒓) −(𝛴𝑎,2,0(𝒓) +
𝑖𝜔

𝜈2
)

]
 
 
 
 

, (1.35) 

with 

 

𝛴1
𝑐𝑟𝑖𝑡(𝒓,𝜔) = 𝛴𝑎,1,0(𝒓) +

𝑖𝜔

𝜈1
+ 𝛴𝑟,0(𝒓)

−
𝜐𝛴𝑓,1,0(𝒓)

𝑘𝑒𝑓𝑓
(1 −

𝑖𝜔𝛽

𝑖𝜔 + 𝜆
). 

(1.36) 

And the matrix 𝜙̿𝑓
𝑐𝑟𝑖𝑡 is given as: 

 

𝜙̿𝑓
𝑐𝑟𝑖𝑡(𝒓,𝜔)

= [
−

𝜙1,0(𝒓)

𝑘𝑒𝑓𝑓
(1 −

𝑖𝜔𝛽

𝑖𝜔 + 𝜆
) −

𝜙2,0(𝒓)

𝑘𝑒𝑓𝑓
(1 −

𝑖𝜔𝛽

𝑖𝜔 + 𝜆
)

0 0

]. 

(1.37) 

For the uncertainty analysis using CORE SIM, the following variables in Table 

1.4 need to be defined in each input file.  
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Input file name 
Variable 

name 

Description of the 

variable 

Dimension 

of the 

variable 

unit 

XS_data.mat 

ABS1 

Fast macroscopic 

absorption  

cross-section 

3 cm-1 

ABS2 

Thermal macroscopic 

absorption  

cross-section 

3 cm-1 

D1 
Fast diffusion 

coefficient 
3 cm-1 

D2 
Thermal diffusion 

coefficient 
3 cm-1 

NUFIS1 

Fast macroscopic 

fission cross-section 

multiplied by the 

average number of 

neutrons released per 

fission event 

3 cm-1 

NUFIS2 

Thermal macroscopic 

fission cross-section 

multiplied by the 

average number of 

neutrons released per 

fission event 

3 cm-1 

REM 
Macroscopic removal 

cross-section 
3 cm-1 

GEOM_data.mat 

DX 
Size of an elementary 

node in the x-direction 
0 cm 

DY 
Size of an elementary 

node in the y-direction 
0 cm 

DZ 
Size of an elementary 

node in the z-direction 
0 cm 
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DYN_data.mat 

Beff 

Effective fraction of 

delayed neutrons  

(one group of delayed 

neutrons) 

0 1 

f 

Frequency at which 

the noise calculations 

have to be performed 

0 Hz 

l 

Decay constant of the 

neutron precursors 

(one group of delayed 

neutrons) 

0 s-1 

V1 
Average neutron speed 

in the fast group 
0 cm.s-1 

V2 
Average neutron speed 

in the thermal group 
0 cm.s-1 

dS_data.mat 

dABS1 

Fast macroscopic 

absorption  

cross-section 

3 cm-1 

dABS2 

Thermal macroscopic 

absorption  

cross-section 

3 cm-1 

dNUFIS1 

Fast macroscopic 

fission cross-section 

multiplied by the 

average number of 

neutrons released per 

fission event 

3 cm-1 

dNUFIS2 

Thermal macroscopic 

fission cross-section 

multiplied by the 

average number of 

neutrons released per 

fission event 

3 cm-1 
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dREM 
Macroscopic removal 

cross-section 
3 cm-1 

Table 1.4: Content of the input files considered in current uncertainty analyses 

CORE SIM has an obvious competitive edge compared to other existing noise 

simulators: first, it is calculating the neutron noise in the frequency domain, 

therefore, there is no need to time discretization of the neutron noise equations. 

Additionally, since the first-order neutron noise can be expressed as a source 

problem, the calculation of the neutron noise is a lot simpler than the calculation 

of the static flux involved in an eigenvalue problem [71]. 

1.8.3.2 CORE SIM+ 

CORE SIM+ is capitalized on the former experience of the CORE SIM tool [20, 

72]. The calculation process consists of two steps: the steady-state neutron flux 

calculation and the neutron noise calculation in the frequency domain, respec-

tively. CORE SIM+ includes new features to optimize both steps of a neutron 

noise simulation. This allows the modeling of a wide range of neutron noise 

source in an efficient manner. 

One of the options implemented in CORE SIM+ are the efficient matrix/vector 

construction, the efficient numerical solvers combined with acceleration methods 

and the automated generation of the reactor Green’s function. 

Additionally, in CORE SIM+, the physical system is discretized using a rectilin-

ear grid whose node sizes are provided by the user as input information. This 

choice has the advantage that a finer resolution can be defined for specific re-

gions, e.g., area where perturbations are defined, and the gradient of the neutron 

flux is strong. While coarser cells are held for those regions where the spatial 

variation of the system properties and of the neutron flux is less remarkable. This 

allows optimizing the computational effort, as compared to the case of uniform 

fine mesh applied to systems with sharp heterogeneities both in static and dy-

namic data. 
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The required inputs for CORE SIM+ calculation are identical to those for CORE 

SIM, as listed in Table 1.4. 

1.8.4 Surrogate Models 

As introduced in Chapter 1.7, several techniques for uncertainty analyses require 

large number of simulations which is computationally demanding, as is often the 

case with modern computer codes. The surrogate modeling can become a proper 

remedy to this problem, which mimics the model response within the chosen 

parameter bounds but is computationally inexpensive [73].  

Popular surrogate modeling approaches widely used are as follows: kriging, pol-

ynomial response surface, radial basis function, support vector machines, space 

mapping, artificial neutral networks and Bayesian networks. However, the nature 

of true function is not known a priori for some problems, it is not clear which 

surrogate model is most accurate. Moreover, each model has its own optimal 

condition to enhance the accuracy, e.g., input dimension, complexity of the 

model. Especially, in case of considering large input dimension, the following 

two surrogate models are generally recommended: Kriging interpolation and 

support vector machines [74]. In this PhD work, we are focusing on Kriging in-

terpolation and additionally Polynomial Chaos Expansions-Kriging (PC-

Kriging), a combined version of two models to enhance the accuracy. 

1.8.4.1 Kriging Interpolation 

The Kriging approach is an optimal interpolation based on regression against 

observed values of surrounding data points, weighted according to spatial covar-

iance values (Figure 1.22) [75]. The Kriging interpolation model effectively rep-

resents the response 𝑌 as the sum of a realization of a regression model 𝐹 and 

the result of a stochastic process 𝑧. 

 𝑌 = 𝐹(𝛽, 𝑥) + 𝑧(𝑥) (1.38) 
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Figure 1.22: A schematic example of Kriging concept 

However, the use of 𝑧(𝑥)  as a stochastic process does not mean that the re-

sponses are treated as being stochastic. Rather, the model uses the result of a 

stochastic process to explain deviations from the regression model. Further ex-

planations on each model are as below: 

The regression model 

The regression model represents the general trend of the samples and is modeled 

with a low order polynomial. The importance of the regression model varies with 

the density of the samples, if samples are close, then the effect of correlation 

from the samples will dominate the appearance of the model. The better the re-

gression model fits the data, the less the correlation model is exploited to explain 

global behavior [76]. 

The correlation model 

The correlation model parameters are closely interlaced with the regression pa-

rameters. The effect of the correlation model is to explain deviations from the 

general trend. This model can be one of these functions: exponential, general 

exponential, Gaussian, linear, spherical, cubic, spline. If the underlying 
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phenomenon is continuously differentiable, the correlation function will likely 

show a parabolic behavior near the origin, which means that choosing the Gauss-

ian, the cubic or the spline function would be recommended. 

The Kriging approach suffers from some well-known drawbacks in high dimen-

sion, which may be due to multiple causes [77]. For starters, the size of the co-

variance matrix of the kriging model may increase dramatically if the model re-

quires a large number of sample points. As a result, inverting the covariance ma-

trix is computationally expensive. The second drawback is the optimization of 

the subproblem, which involves estimating the hyperparameters for the covari-

ance matrix. This is a complex problem that requires inverting the covariance 

matrix several times. 

However, the Kriging model has become increasingly popular due to its ability 

to estimate the error of the predictor and its flexibility in accurately imitating the 

dynamics of computationally expensive simulations, which helps to compensate 

for the effects of data clustering, assigning individual points within a cluster less 

weight than isolated data points.  

Technical University of Denmark (DTU) has developed the software package 

DACE (Design and Analysis of Computer Experiment), which is a MATLAB 

toolbox for working with kriging approximations to computer models [78]. This 

software enables to build a kriging approximation model so that it could be used 

as a surrogate for the computer model. By implementing various correlation 

functions and high dimensional options for regression models, the prediction of 

kriging approximation with higher precision becomes possible. 

1.8.4.2 Polynomial Chaos Expansions (PCE) 

PCE is one of the most commonly used methods for the uncertainty quantifica-

tion, which is able to provide efficient and accurate ways of analyzing the uncer-

tain behavior in a complex system. This method can fall into two categories: in-

trusive and non-intrusive categories [79]. Intrusive methods substitute the PCE 

approximations into governing equations and uses a Galerkin technique as well 

as a discretization scheme to solve for the coefficients in the expansion. Non-
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intrusive method evaluates the coefficients in the expansion using a small num-

ber of model simulations and requires no manipulation of underlying partial dif-

ferential equation. That is to say, the latter approaches are easier to implement, 

therefore, will be considered in this study.  

PCE surrogates the computational model with a series of orthonormal polynomi-

als in the input variables where polynomials are chosen in coherency with the 

probability distributions of those input variables [80]. Consider a random vector 

with independent components 𝑋 ∈ 𝑅𝑀 described by the joint PDF 𝑓𝑋. We can 

also consider a finite variance computational model as a map 𝑌 = 𝑀(𝑋), with 

𝑌 ∈ 𝑅 such that: 

 

𝐸[𝑌2] = ∫ 𝑀2(𝑥)𝑓𝑋(𝑥)𝑑𝑥 < ∞.

⬚

𝐷𝑋

 (1.39) 

Then the PCE of 𝑀(𝑋) is defined as: 

 

 
𝑌 = 𝑀(𝑋) = ∑ 𝑦𝛼𝛹𝛼(𝑋)

𝛼∈𝑁𝑀

, (1.40) 

where the 𝛹𝛼(𝑋)are multivariate polynomials orthonormal with respect to 𝑓𝑋, 

𝛼 ∈ 𝑁𝑀is a multi-index that identifies the components of the multivariate poly-

nomials 𝛹𝛼and the 𝑦𝛼 ∈ 𝑅are the corresponding coefficients (coordinates). In 

realistic applications, the sum in Equation above needs to be truncated to a finite 

sum, by introducing the truncated polynomial chaos expansion: 

 𝑀(𝑋) ≈ 𝑀𝑃𝐶(𝑋) = ∑ 𝑦𝛼𝛹𝛼(𝑋)

𝛼∈𝐴

, (1.41) 

where 𝐴 ⊂ 𝑁𝑀is the set of selected multi-indices of multivariate polynomials. 
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1.8.4.3 PC-Kriging 

The two aforementioned techniques, PCE and Kriging, have been developed 

more or less in parallel so far with little interactions between the researchers in 

the two fields. By combining these two models, which is called as PC-Kriging, a 

sparse set of orthonormal polynomials (PCE) approximates the global behavior 

of the computational model whereas Kriging manages the local variability of the 

model output. The optimal sparse set of polynomials are determined by an adap-

tive algorithm similar to the least angle regression algorithm. From the numerical 

investigations, it is concluded that PC-Kriging performs better than or at least as 

good as the two distinct meta-modeling techniques. Moreover, when the experi-

mental design has a limited size, a larger gain in accuracy is also confirmed [81].  

Thanks to ETH Zurich, who has been developing open-source scientific modules 

to carry out various uncertainty quantification, the software UQLab is available, 

and this enables to perform surrogate modeling with PC-Kriging method [82]. 

 

 

 

 

 

  





. 

Chapter 2  

Establishing Fundamental Methodol-

ogy 

This chapter describes a process to prepare a fundamental and comprehensive 

methodology for the uncertainty analyses. It should be noted that building a skel-

eton of integrated methodology for both uncertainty propagation and sensitivity 

analysis is a main aim in this chapter. Therefore, the work does not involve de-

tailed analyses considering precise reactor data since validating a noise simulator 

or prioritizing the input uncertain parameters to enhance reactor operation is not 

the main purpose.  

The methodology is tested on a hypothetical case of “absorber of variable 

strength” at CROCUS zero-power reactor [83]. The nuclear data needed for the 

modeling of the reactor core are generated with the Monte Carlo code Serpent 

[67] and the neutron noise simulations are performed using the neutron noise tool 

CORE SIM [18].  

2.1 Description of Target Experiment 

2.1.1 Target Reactor 

The CROCUS zero-power reactor is selected as a target reactor (see Chapter 

1.4.1). The initial position of control rod is set to “all rods in (ARI)”. 
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2.1.2 Target Event 

A case of an absorber of variable strength is selected as an event which induces 

neutron noise into the core. An absorber of variable strength corresponds to the 

fluctuation of the neutron absorptions at selected locations in the system and is 

modeled with the fluctuation of the neutron macroscopic cross-sections at the 

location of the neutron noise source. Since the mathematical treatment as well as 

modeling of this case are easier than those of other sources, it is then selected as 

an initial trial case to develop the basic methodologies.  

Here, an arbitrary event is considered in which the UO2 fuel density oscillates 

between 100 % and 120 % of its nominal value at a frequency of 1 Hz. This 

event describes the density change in all the 336 UO2 fuel rods. 

2.2 Preparation for the Analysis 

2.2.1 Process of Analysis 

 

Figure 2.1: Flow chart for the uncertainty analyses 

Figure 2.1 shows a schematic flow chart of the developed methodology. Both the 

uncertainty propagation and the sensitivity analysis commonly use a large part 
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of the entire analysis process, from the selection of uncertain parameters to the 

actual code simulations, which will be described in Chapter 2.2.2 to Chapter 

2.2.5. Afterwards, Chapter 2.3 and Chapter 2.4 will cover the detailed process on 

UP and SA, respectively. 

2.2.2 Listing Input Parameters 

A phenomena identification is a systematic and documented way of gathering 

information on a specific subject, in order to determine what has the priority for 

the research on that subject. The “Phenomena” here can actually be the condition 

of a particular reactor, system, component, a physical or engineering approxima-

tion, a reactor parameter, or anything else that might influence the figure-of-merit 

[84]. 

The neutron noise balance equation implemented in CORE SIM and CORE 

SIM+ is written in a matrix form as reported below [70, 18]. 

 𝑳𝛿𝜙 = 𝛿𝑆, (2.1) 

where 𝑳 is the diffusion approximation of the transport operator, which depends 

on the neutron diffusion coefficients, the kinetics parameters, the effective mul-

tiplication factor of the system and the static cross-sections of the system. The 

noise source term, 𝛿𝑆, refers to the neutron noise source resulting from the fluc-

tuations of the cross-sections as described in the Chapter 1.8.3.  

Table 2.1 summarizes the remarkable phenomena at the given condition and in-

put parameters that can influence each phenomenon, which are selected based on 

expert judgement. For 𝑳, the uncertainties in the design and operating parame-

ters can be considered as influential and possibly correlated parameters [85].   
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Phenomenon Description Key Parameters 

Diffusion coefficients Initial pool temperature 

Effective delayed neutron fraction/ 

Decay constant 

235U homogeneity 

235U loading per rod 

Control rod displacement 

Water level 

Control rod chemical composition 

Initial static flux 

 

Total power 

Fuel heated area 

Peaking factor 

Control rod displacement  

(radial direction) 

Control rod displacement  

(axial direction) 

Isotopic  

composition 

(Manufacturing 

tolerance) 

235U homogeneity 

235U loading per rod 

Neutron 

energy 

flux  

spectrum4 

Factors 

in six 

factor 

formula 

Thermal  

utilization factor 

(𝒇) 

Water level 

Initial position of control rods 

Control rods chemical composition 

 

 

4 Here, the neutron energy flux spectrum is considered as one of the main phenomena because 

of its contribution to the condensation of the cross-sections (𝛴𝑋). 
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Water level 

235U homogeneity 

235U loading per rod 

Fuel burnup  

(235U content during whole cycle) 

Resonance escape 

probability (𝒑) 

Fuel diameter 

Cladding thickness 

Filler gap thickness 

Fast fission factor 

(𝜺) 

Fuel diameter 

Cladding thickness 

Filler gap thickness 

235U enrichment 

Reproduction  

factor (ƞ) 

Composition of the fuel  

(Ratio between 235U and 238U) 

Neutron speed 

(Average fast neutron speed/  

Average thermal neutron 

speed) 

Total power 

Initial pool temperature 

Noise source 

Depends on the target event 

(Void generation, fuel rods  

displacement, etc)  

Table 2.1: Main phenomena and high priority parameters affecting the neutron 

noise [83] 

Meanwhile, the noise source defined here is a change in UO2 fuel density, namely, 

the parameters related to the 𝛿𝑆  are already considered as one of the 
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components in 𝑳. Table 2.2 summarizes the selected 26 parameters with their 

distribution information: 10 of 26 parameters are correlated and sampled accord-

ingly, while the remaining 16 parameters are sampled independently. 

No

. 
Parameter Distribution Unit Mean 

Standard 

deviation 

(Lower 

/Upper 

limit5) 

Correlation 

with other pa-

rameters6 

1 Water level Normal cm 95.22 0.01  

2 
Initial pool  

temperature 
Normal °C 20.0 0.02  

3 Initial pool density - 
g/ 

cm3 
  

-2E-4* <2> + 

1.0023 

4 
Fuel  

density 

UO2 Normal 
g/ 

cm3 
10.556 0.034  

5 Umetal Normal 
g/ 

cm3 
18.677 0.044  

6 

Nuclide 

mass  

fraction 

235U 

of 

UO2 

Normal - 
1.806E

-2 
7E-6  

7 

238U 

of 

UO2 

- -   0.881513 - <6> 

8 

235U 

of 

Umetal 

Normal - 
9.470E

-3 
7E-6  

 

 

5 This column shows the value of lower and upper limit in case of having uniform distribution. 

6 This column shows the correlated parameters which are composing the corresponding param-

eter in case of having no specific distribution information (<k> represents the parameter consist-

ently with the ID numbers given in the first column). 
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9 

238U 

of 

UO2 

- -   1 - <8> 

10 Active fuel length Normal cm 100.0 0.02  

11 

Relative 

axial  

location 

Bot-

tom 

of  

upper 

Grid 

- cm   <10> + 0.5 

12 

Bot-

tom 

of  

upper 

Cd 

- cm   <10> + 1.0 

13 

Top 

of  

upper 

Cd 

- cm   <10> + 1.05 

14 

Top 

of  

upper 

Grid 

- cm   <10> + 2.55 

15 

Fuel 

rod 

top 

spring 

- cm   <10> + 1.47 

16 
Fuel  

diameter 

Fuel 

rod 

outer 

sur-

face 

of 

UO2 

Normal cm 0.526 8.5E-4  
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17 

Clad-

ding 

outer 

sur-

face 

of 

UO2 

Normal cm 0.63 5E-3  

18 

Fuel 

rod 

outer 

sur-

face 

of 

Umetal 

Normal cm 0.85 1E-3  

19 

Clad-

ding 

outer 

sur-

face 

of 

Umetal 

Uniform cm 0.965 
0.965 / 

0.97 
 

20 Cladding  

thickness 

UO2 Normal cm 0.085 5E-3  

21 Umetal Normal cm 0.1 5E-3  

22 Inner  

surface of  

cladding 

UO2 - cm   <17> - <20> 

23 Umetal - cm   <19> - <21> 

24 Square 

pitch 

UO2 Normal cm 1.837 2E-4  

25 Umetal Normal cm 2.917 2E-4  

26 
Initial position of 

control rod 
Uniform cm 0.0 0.0 / 0.01  

Table 2.2: The distribution information of uncertain parameters considered for 

the case of “absorber of variable strength” [83] 
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2.2.3 Neutron Noise Calculation using CORE SIM 

The core of the CROCUS reactor is approximately cylindrical in shape with a 

radius of about 65 cm including reflector area and a height of 100 cm. In CORE 

SIM, the core is modeled with a three-dimensional mesh of 43 × 43 × 30 cells, 

in the 𝑥 −, 𝑦 − and 𝑧 − directions of the core, respectively. The modeled reac-

tor core, at the mid-point of the height, is depicted in Figure 2.2. 

 

Figure 2.2: Modeled reactor core in CORE SIM (①: Central zone with UO2, 

②: Peripheral zone with Umetal, ③: Control rods, ④: Reflector)  

The core is divided into four regions in the radial direction, and it is assumed that 

each region has homogeneous cross-sections as well as other kinetic data. The 

nuclear data required by CORE SIM are extracted from the Serpent output and 

assigned to the corresponding nodes of the nodalization scheme automatically by 

a MATLAB script developed in the course of this work.  

Since the water level is lower than the height of fuel elements, around 5 cm of 

the fuel end-part is exposed to air. Therefore, it is clear that the neutron behavior 

at the region under the water and above the water must show different trends. 
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The neutron oscillating behavior becomes more remarkable at a region having 

higher static-flux, therefore, the mid-point of the height is chosen as an area of 

interest because of its high static flux. Additionally, when considering the initial 

control rods location as fully inserted, the axial neutron flux likely has a bottom 

skewed shape. In other words, the air exposed region has a relatively lower static 

flux compared to that of the core region under the water, which results in less 

influence on a spot having the highest flux. Hence, the fuel end-part above the 

water level is assumed to have the same kinetic values of that under the water to 

simplify the core modeling procedure. Nevertheless, to assure the acceptability 

of this assumption, the neutron noise uncertainty data at the core center region 

have been compared with and without modeling the air-exposed region. The 

maximum discrepancy between the two different approaches is 0.15 %  and 

0.23 % for the amplitude and the phase of neutron noise, respectively. In other 

words, the discrepancy is small enough to be neglected and, therefore, it justifies 

the assumption in this study.  

Since CORE SIM performs the calculations in the frequency domain, the result-

ing neutron noise is a complex quantity. Therefore, the amplitude and the phase 

of the neutron noise are derived from a post-process.  

2.2.4 Homogenized Group Constant with Serpent 

The Serpent model of the CROCUS reactor has been built specifically for cross-

section generation purposes [86]. The two-energy group cross-sections are gen-

erated with Serpent v2.1.30 for 8 universes in the reactor core: four in the radial 

direction (UO2 region, Umetal region, control rods region and reflector region, as 

described in Figure 2.3 [87]) and two in the axial direction (regions under and 

above the water level)7. The calculation is performed using the JEFF-3.1.1 nu-

clear data base, with 150 active cycles of 5·105 source neutrons, skipping the first 

 

 

7 However, as it is introduced in previous chapter, the group constants from four universes under 

the water level are utilized for the further noise simulation. 
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100 cycles. At the same time, the effective kinetic parameters at the equivalent 

reactor conditions are generated through the Serpent computation [88]. 

 
Figure 2.3: Radial nodalization for the region of the core 

2.2.5 Output Uncertainty Treatment 

2.2.5.1 Combining Uncertainties 

Serpent is a Monte Carlo particle transport code, which provides an output as 

probability distribution with its mean value and the relative error. Therefore, a 

proper uncertainty treatment must be carried out in case of an arithmetic opera-

tion with the output values. 

Post-processing with fission cross-section data 

In CORE SIM, the perturbation of the macroscopic fission cross-section (𝛿𝛴𝑓) is 

multiplied by the average number of neutrons released per fission event (ν). Ser-

pent provides the error distributions for both 𝛿𝛴𝑓 and ν. Such information are 

combined to obtain an error distribution for the multiplication of two parameters 

as described below [89]. 

UO2 fuel

Umetal fuel

Control rods

H2O reflector
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 𝑧 = 𝑥𝑦 (2.2) 

 

∆𝑧 = |𝑥𝑦|√(
∆𝑥

𝑥
)2 + (

∆𝑦

𝑦
)2, (2.3) 

where 𝑥 and 𝑦 denote the mean values, and ∆𝑥, ∆𝑦 denote the relative errors. 

Perturbation of macroscopic cross-sections for an absorber of variable 

strength  

The perturbation of a generic macroscopic cross-section (𝛿𝛴𝑋) is a crucial input 

for the neutron noise simulation with CORE SIM. In the case of an absorber of 

variable strength, the amplitude of the perturbation can be taken as the difference 

between two values: the one in perturbed conditions and the one in unperturbed 

conditions. Since both values have their own distributions from the Serpent com-

putation, an additional error propagation is required to get the distribution for the 

difference of the two values and it is described below [89]. 

 𝑧 = 𝑥 − 𝑦 (2.4) 

 
∆𝑧 = √(∆𝑥)2 + (∆𝑦)2 (2.5) 

2.2.5.2 Resampling Output Data for Noise Simulation with 

CORE SIM 

The nuclear data obtained from Serpent computation are not discrete values but 

have distributions with mean and error values. Therefore, it is necessary to define 

one representative value for the further CORE SIM computation.  

A normal distribution is made using MATLAB with the Serpent-calculated mean 

and error values for all data of interest. Afterwards, one random value within this 
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distribution is sampled using Simple Random Sampling (SRS) method and saved 

in an appropriate format for CORE SIM computation.  

2.3 Neutron Noise under the Unperturbed Condition 

The behavior of static fluxes and thermal neutron noise under the nominal con-

dition in radial direction of the core are investigated as shown in Figure 2.4 and 

Figure 2.5. The nominal behavior in static and dynamic condition can play a role 

as a reference point which helps us to understand the results from further uncer-

tainty analyses. The static fluxes in both energy groups show similar tendency 

that the values increase when it gets close to the core center. The amplitude of 

neutron noise shows similar pattern with static flux, while the phase of neutron 

noise is spatially homogeneous. Neutron noise data in Figure 2.5 correspond to 

the absolute noise amplitude and phase, respectively, which are directly con-

verted from the original complex quantity obtained from CORE SIM computa-

tion. 

  

a. Fast static flux b. Thermal static flux 

Figure 2.4: Static flux behavior in the mid-height of the core 
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a. Amplitude of fast neutron 

noise 

b. Amplitude of thermal neutron 

noise 

  

c. Phase of fast neutron noise 
d. Phase of thermal neutron 

noise 

Figure 2.5: Neutron noise behavior in the mid-height of the core 

2.4 Uncertainty Analysis 

This chapter describes the process of uncertainty propagation and sensitivity 

analysis. As it is aforesaid, the main purpose is building a basic structure of com-

prehensive methodology, which can become a foundation of further studies with 

various reactors and noise inducing events. The following work involves a dis-

cussion regarding the available approaches and a confirmation of their compati-

bilities in analyzing neutron noise behavior. 
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As it is earlier introduced in Figure 2.1, a sample generation of input parameters 

is made first. This is done by SRS, and the sampled inputs are used for group 

constants generation with Serpent. It is followed by noise simulation with CORE 

SIM and the obtained neutron noise data are used as outputs for uncertainty prop-

agation and sensitivity analysis. When the analysis is carried out locally, the neu-

tron noise corresponds to the value at the center position of the reactor core. 

The uncertainties of neutron noise are determined by GRS methodology using 

Wilks’ formula and brute force Monte Carlo method. Through the comparisons 

of processes and results, the pros and cons of each methodology is discussed. 

The following sensitivity analyses are carried out with two different approaches: 

correlation-based and variable-based approaches. The suitability of approaches 

in this study is discussed in terms of their functions in identifying the input pa-

rameters which are responsible for the output (neutron noise) uncertainties.  

2.4.1 Generation of Random Samples 

Considering the character and the condition of the target reactor, the applicable 

parameters are condensed and tabulated with their distribution data in Table 2.2. 

The parameters under normal distribution are considered as having a truncated 

normal distribution within the upper and lower design boundary values.  

A total of 500 different sets of values for the uncertain parameters are generated 

with the SRS method using a program developed in MATLAB. These sets are 

then used as inputs for a series of computations with Serpent in order to create 

sets of two-energy group macroscopic cross-sections needed for the CORE SIM 

calculations. 

Once all the 500 input sets are generated, a batch computation with CORE SIM 

is performed. Since CORE SIM performs the calculations in the frequency do-

main, the obtained neutron noise is a complex quantity, with an amplitude and a 

phase. Both values characterizing the neutron noise are calculated in an addi-

tional post-processing step. 
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2.4.2 Uncertainty Propagation 

Two different approaches using GRS method and brute force Monte Carlo 

method are considered for a comparison in uncertainty propagation. GRS method 

is utilized by considering 1st order and 4th order Wilks’ formula for 95 %/95 % 

tolerance limits. Meanwhile, the brute force Monte Carlo method demands a 

large sample size to ensure a realistic estimation, therefore, a surrogate modeling 

is used to increase sample size from 500 to 20,000. 

2.4.2.1 GRS Methodology using Wilks’ Formula 

For the 1st order and 4th order Wilks’ formula for two-sided tolerance limits, 93 

times and 260 times of code calculation are required, respectively [90]. In case 

of the 1st order Wilks’ formula, the largest and the lowest values among 93 cal-

culation results credit the uncertainty propagation result to satisfy the 

95 %/95 % criterion. Similarly, the relevant values are the 4th largest and the 4th 

smallest values for the case of 4th order Wilks’ formula. 

2.4.2.2 Brute Force Monte Carlo Method 

In order to increase the sample size to build a faithful PDF of output data (neutron 

noise), a Kriging approximation included in DACE package (see Chapter 1.8.4.1) 

is used as a surrogate model. 

In this study, considering the complexity underlying the neutron noise behavior, 

the second order polynomial and the Gaussian function are selected as a regres-

sion model and a correlation model, respectively. The mean squared errors (MSE) 

of the predictor are obtained as 7E-4 for the amplitude of the noise and 1E-4 for 

the phase of the noise, where 20,000 cases are predicted based on 500 results 

from actual code simulation. 

As it can be seen in Figure 2.6, a histogram as well as a PDF is made for each 

neutron noise data. A series of normality tests are performed with Shapiro-Wilk 

test and the obtained p-values are summarized in Table 2.3. Since all p-values are 
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large enough (typically > 0.05), the hypothesis of normality for the outputs can-

not be rejected at a significance level of 5 %. 

Parameter p-value 

Amplitude of fast neutron noise 0.0698 

Amplitude of thermal neutron noise 0.1005 

Phase of fast neutron noise 0.6492 

Phase of thermal neutron noise 0.8818 

Table 2.3: Shapiro-Wilks test for normality p-value for neutron noise data 

  

a. Amplitude of fast neutron 

noise 

b. Amplitude of thermal neutron 

noise 

  

c. Phase of fast neutron noise 
d. Phase of thermal neutron 

noise 

Figure 2.6: Probability density function of neutron noise 
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After increasing the sample size by surrogate modeling, the 95 %  upper and 

lower limits are identified, which correspond to 95 % and 5 % population level, 

respectively. 

2.4.2.3 Comparison of Methodologies 

 

  

a. Amplitude of fast neutron 

noise 

b. Amplitude of thermal neutron 

noise 

  

c. Phase of fast neutron noise 
d. Phase of thermal neutron 

noise 

Figure 2.7: Uncertainty range estimated with different methodologies 
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Figure 2.7 shows the comparison of the results from two methods. The nominal 

value signifies an output data calculated from nominal conditions where all input 

parameters take their nominal values (see Table 2.2) and no uncertainty is con-

sidered.  

Above all, when using the 1st order or the 4th order of Wilks’ formula, the uncer-

tainties become larger than that from Monte Carlo approach, therefore, more con-

servative results are drawn. When the result from using 1st order Wilks’ formula 

is compared to that from using 4th order Wilks’ formula, the 1st order Wilks’ for-

mula tends to give more conservative range, because of the less accurate estimate 

of the percentiles. Since the tolerance limit is an approximation to the true pop-

ulation, there is an inherent conservatism in the typical prediction as in the Equa-

tion (1.14). In case of 𝑁 = 93, which is the minimum size of samples for 1st 

order Wilks’ formula, there is a tendency to strongly over-estimate the 95th quan-

tile of the population and under-estimate the 5th quantile of the population. How-

ever, the conservatism diminishes as the sample size increases. Therefore, the 

result from 4th order Wilks’ formula shows a smaller uncertainty range, which is 

more realistic outcome than the result from 1st order Wilks’ formula. 

2.4.2.4 Spatial Distribution of Neutron Noise Uncertainty 

As an example of the spatial distribution of the output uncertainties, the plane at 

mid-elevation of the reactor core is taken. Figure 2.8 depict the results for both 

amplitude and phase of neutron noise. 

The magnitude of the neutron noise uncertainty has a spatial dependency for both 

the fast and the thermal neutron noise, while the uncertainty in the phase is ap-

proximately constant. In Figure 2.8-a and -b, the values become larger as the 

location gets closer to the center of the core. For a better understanding, the un-

certainties of the neutron noise amplitudes are normalized by a static neutron flux 

as shown in Figure 2.9. Here the normalized uncertainties show a uniform value 

throughout the core region. This implies that the neutron noise uncertainty is 

highly correlated with the static flux. Meanwhile, the uncertainty of the phase 

shows no strong spatial dependency as shown in Figure 2.8-c and -d, because all 

the fuel rods in the central part of the core are perturbed at the same time and in 
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the same manner. Moreover, since the reactor core is relatively small, the point-

kinetic component of the system response to the perturbation is overwhelming. 

The amplitude of the neutron noise thus follows the static flux, whereas the phase 

of the neutron noise is spatially homogeneous. 

  

a. Amplitude of fast neutron 

noise 

b. Amplitude of thermal neutron 

noise 

  

c. Phase of fast neutron noise 
d. Phase of thermal neutron 

noise 

Figure 2.8: The magnitude of the neutron noise uncertainty in radial direction 

of the core (mid-height of the core)  
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a. Amplitude of fast neutron 

noise 

b. Amplitude of thermal neutron 

noise 

Figure 2.9: Amplitude of neutron noise normalized by static flux 

2.4.3 Sensitivity Analysis 

This chapter aims to compare the performance of different approaches (i.e., cor-

relation-based approach and the variance-based approach) in sensitivity analysis 

and to discuss the outcome in relation to pros and cons that each approach has. 

2.4.3.1 Correlation-based Approach 

Backgrounds 

The SCC is selected as a representative sensitivity measure in correlation-based 

approach. The SCC has been extensively used in sensitivity analyses due to its 

advantage of simplicity and ease of use. However, it has a drawback that it can 

draw only a limited conclusion in the case of general nonlinear and non-mono-

tonic models. In addition to this, SCC cannot be used to say anything about a 
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primary tool used to study causation, because of the problem with the influence 

of third variables. 

In this regard, calculating the Spearman’s Partial Correlation Coefficient (SPCC) 

can be helpful to check the direct effect of each input parameter on the output 

value. The SPCC provides a measure of strength of the correlation between the 

individual input parameter and output value when the effect of all of the other 

parameters is removed [51]. 

In the case of one explained output value 𝑌 and two explicative input parameters 

𝑋1 and 𝑋2 (in case of Spearman correlation coefficient, 𝑋𝑖 represents the rank 

variable), the partial correlation coefficient can be estimated as follows: 

 
𝑟𝑌,𝑋1|𝑋2

=
𝑟𝑌,𝑋1

− 𝑟𝑌,𝑋2
𝑟𝑋1,𝑋2

(1 − 𝑟𝑌,𝑋2

2 )
1
2(1 − 𝑟𝑋1,𝑋2

2 )
1
2

. 
(2.6) 

The recursive formula in the general case is provided in the following equation: 

 
𝑟𝑌,𝑋𝑗|𝑋~𝑗

=
𝑟𝑌,𝑋𝑗|𝑋1,2,…,𝑗−1,𝑗+1,…,𝑁−1

− 𝑟𝑌,𝑋𝑁|𝑋1,2,…,𝑁−1
𝑟𝑋𝑗,𝑋𝑁|𝑋1,2,…,𝑗−1,𝑗+1,…,𝑁−1

(1 − 𝑟𝑌,𝑋𝑁|𝑋1,2,…,𝑁−1

2 )

1
2
(1 − 𝑟𝑋𝑗,𝑋𝑁|𝑋1,2,…,𝑗−1,𝑗+1,…,𝑁−1

2 )

1
2

, 
(2.7) 

where 𝑋~𝑗 = 𝑋1,2,…,𝑗−1,𝑗+1,…,𝑁. 

However, apart from its applicability to checking the individual effect on output 

value, SPCCs do not yield any relevant information regarding the relative im-

portance of the explicative variables. In other words, SPCCs will be used in this 

study only to check the degree of the collaboration between the parameters, not 

to find the most influencing input parameters on neutron noise uncertainty which 

corresponds to the original purpose of the sensitivity analysis. 

Results 
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Figure 2.10 illustrates SCC and SPCC which are calculated from 500 samples. 

These are estimated for 16 out of the 26 input parameters listed in in Table 2.2. 

Since the other 10 parameters are dependent on the selected 16 parameters ac-

cording to the correlations described in the Table 2.2, their sensitivity coefficients 

are directly correlated to those of selected parameters. Therefore, the 16 main 

parameters leading the phenomenon are regarded as having a higher priority and 

only considered in this analysis.  

Following the guidelines described in Chapter 1.7.4.1, a critical value of corre-

lation coefficient with 500 samples and significance level of 0.05 becomes 0.1, 

approximately. Therefore, we can say that the phase of neutron noise is not cor-

related to specific input parameters but correlated to all parameters in a similar 

level. The same goes for the amplitude of neutron noise except the 9th input pa-

rameter, which stands for “fuel rod outer diameter of the cladding” —a diameter 

of the fuel rod.  

In terms of the SPCCs, the results can be translated as follows:  

If SPCC is larger than SCC, the input parameter (𝑋𝑗) has a direct effect to the 

output result (𝑌). However, the contribution of 𝑋𝑗 is screened because of its rel-

atively small initial uncertainty range or small weighting factor applied to this 

parameter compared to other parameters (𝑋𝑘, 𝑗 ≠ 𝑘). That is to say, the collabo-

ration with other parameters works towards decreasing the amount of effect on 

𝑌. If SPCC is smaller than SCC, 𝑋𝑗 increases its influence by the cooperation 

with other parameters. 



Chapter 2  Establishing Fundamental Methodology 

 

 

80 

  

a. Amplitude of fast neutron 

noise 

b. Amplitude of thermal neutron 

noise 

  

c. Phase of fast neutron noise 
d. Phase of thermal neutron 

noise 
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7 Active fuel length 15 Square pitch (Umetal) 

8 Fuel rod outer diameter (UO2) 16 Initial position of control rod 

Figure 2.10: SCC and SPCC of input parameters 

However, as depicted in Figure 2.10, there is no remarkable difference between 

the results from SCC and SPCC, and this result implies that no strong collabora-

tion among the input parameters is detected. Nevertheless, it is hard to conclude 

that the input parameters showing negligible correlation here have actually no 

effect on the output data. Since the SCC detects monotonic relationship between 

the input and the output variables, there is a possibility that the real correlation 

is concealed due to its non-monotonic relationship. Therefore, it is worthwhile to 

check the true correlation through an additional analysis using variance-based 

approaches.  

2.4.3.2 Variance-based Approach 

Backgrounds 

Considering its higher precision and relatively cheaper computational cost com-

pared to the analysis using Sobol’s approach (see Chapter 1.7.4.3), Jansen’s for-

mula is used for the following sensitivity analysis with variance-based approach. 

The first order and total sensitivity indices are calculated based on 20,000 sam-

ples, whose simulation results are predicted by Kriging interpolation using 500 

data sets from actual code execution. 

Results 

Figure 2.11 with sensitivity indices larger than 0.1 can be regarded as “highly 

sensitive” and the indices between 0.01 and 0.1 can be classified into “sensitive” 

[91]. 

In case of first order sensitivity indices, the 9th input parameter has a dominant 

effect on the amplitude of neutron noise and there is no remarkable parameter 
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affecting the phase of neutron noise. These findings are identical to the results 

from the correlation-based sensitivity analysis.  

The total sensitivity indices of all parameters are larger than the first order sen-

sitivity indices, since the total index represents the effect that a parameter of in-

terest can make by itself as well as with other parameters. In case of the amplitude 

of neutron noise, the 9th parameter still remains as the most influential parameter 

and it is followed by the 5th and 6th parameters (enrichment of the fuel). Mean-

while, there is no clearly dominant parameter on the phase of the neutron noise, 

even though all the total sensitivity indices become larger than the first order 

indices. Hence, it can be concluded that each input parameter is affecting the 

phase of the neutron noise not only by itself, but also by the collaboration with 

other parameters and the influence of each parameter is about the same. 

  

a. Amplitude of fast neutron 

noise 

b. Amplitude of thermal neutron 

noise 
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c. Phase of fast neutron noise d. Phase of thermal neutron noise 

 

No. Input parameter No. Input parameter 

1 Water level 9 
Fuel rod outer diameter of clad-

ding (UO2) 

2 Initial pool temperature 10 Fuel rod outer diameter (Umetal) 

3 Fuel density (UO2) 11 
Fuel rod outer diameter of clad-

ding (Umetal) 

4 Fuel density (Umetal) 12 Cladding thickness (UO2) 

5 Enrichment (UO2) 13 Cladding thickness (Umetal) 

6 Enrichment (Umetal) 14 Square pitch (UO2) 

7 Active fuel length 15 Square pitch (Umetal) 

8 Fuel rod outer diameter (UO2) 16 Initial position of control rod 

Figure 2.11: First order and total sensitivity indices of input parameters 
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changes the effective neutron multiplication factor (𝑘𝑒𝑓𝑓), which affects the static 

and dynamic behavior of the neutron flux and ultimately the neutron noise.  

It is also an interesting point that only the outer diameter of UO2 has a remarkable 

effect on neutron noise whereas the outer diameter of Umetal has no strong effect. 

It is inferred that this difference stems from the followings: the differences on 

initial uncertainties and the total number of fuel rods. The outer diameter of UO2 

has an uncertainty which is two times larger than that of Umetal. Plus, there are 

336 rods for UO2 fuels and 176 rods for Umetal fuels. Therefore, the uniform 

change of cladding thickness of UO2 fuels results in a bigger decline of the mod-

erator-to-fuel ratio than by the change of Umetal fuels. In addition, the perturbation 

introduced in the system and inducing the neutron noise is directly associated 

with the UO2 fuel rods. 

When the results from two different approaches are compared to each other, the 

main findings can be summarized as follows. 

1) The total sensitivity index makes it possible to predict the hidden collab-

oration between the parameters, which is invisible with the correlation-

based approach. 

2) In terms of the ranking parameters, more precisely “finding out the most 

influential parameter to the neutron noise”, both correlation-based ap-

proach and variance-based approach predict the same results under the 

current analysis condition. However, for the sake of higher precision, ad-

ditional discussion regarding the convergence of the sensitivity indices 

and the accuracy of surrogate modeling needs to be made. This will be 

dealt with accordingly in Chapter 3.5. 

 



. 

Chapter 3  

Application of the Methodology to 

CROCUS Zero-Power Reactor 

A further analysis is carried out based on the fundamental methodologies estab-

lished in the previous chapter, with considering an existing experimental condi-

tion. This chapter is based on an experimental program at CROCUS reactor, 

which was conducted in the framework of CORTEX project. Through the anal-

yses, it is expected that the pre-developed methodologies in Chapter 2 are vali-

dated and concretized with enhanced accuracy. 

3.1 Description of Target Experiment 

3.1.1 Target Reactor 

The CROCUS zero-power reactor is considered as a target reactor also in this 

chapter. The initial operating condition of the reactor is identical to those de-

scribed in Chapter 2, except the position of control rod which is changed into 

“fully withdrawn” according to a setup of given experiment [21, 87]. 

3.1.2 Target Event 

Following the experimental campaign at the CROCUS reactor, the experiment 

carried out with COLIBRI fuel rods oscillator (see Chapter 1.5.2.2) is selected as 
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a target event in this section. The experimental condition considered in two se-

quential experimental campaigns with COLIBRI is almost identical except oscil-

lation specification (oscillating amplitude and frequency) and detector installa-

tions. Therefore, this chapter focuses on first experimental campaign and its ex-

perimental condition is used in the analysis. 

Among the experiments performed under the first experimental campaign, one 

representative case with oscillating amplitude and frequency of 2 mm and 1 Hz, 

respectively, is selected as a target condition in this work. In the context of the 

CORTEX project, the output behavior at the location of 8 detectors (Detector 3 

~ Detector 10, see Figure 1.14) are mainly discussed with respect to the valida-

tion of the modeling tools. Therefore, the uncertainty analyses at the local points 

are going to be performed at these identical detector locations. Additionally, the 

noise behavior of fast neutrons is excluded from discussion for the sake of ap-

plicability of obtained results, since the in-core detectors detect only thermal neu-

trons. 

3.2 Description of Computational Method and Quanti-

ties of Interest 

3.2.1 CORE SIM+ Model of CROCUS 

The core is modeled with a three-dimensional mesh of 44 × 156 × 54 cells, in 

the 𝑥 −, 𝑦 − and 𝑧 − directions of the core, respectively. The area around the 

neutron noise source is modeled with the fine meshes with the size of 2 mm, 

whereas the remaining area is modeled with coarser meshes with a size of 3 cm. 

The relevant description on modeling of noise source in CORE SIM+ computa-

tion is described in Chapter 1.5.2. Figure 3.1 shows the modeled reactor core at 

mid-core elevation. The two red lines at the boundaries of different regions 
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represent the location where the noise sources are assigned for the noise simula-

tion8. The homogenized nuclear data are assigned to the corresponding meshes 

of the model through a MATLAB script developed in the course of this work. 

Different from the preliminary analysis in Chapter 2, the reactor core regions 

above the water level are added to the modeling to enhance an accuracy of mod-

eled reactor core.  

 
 

Figure 3.1: Modeled reactor core in CORE SIM+ (left) and the area around os-

cillating fuel rods modeled with fine meshes (right) (①: Central zone with 

UO2, ②: Peripheral zone with Umetal, ③: Control rods, ④: Reflector)  

 

 

8 The modeled oscillating boundary which is closer to the core center (right-side red line in Fig-

ure 3.1) is shorter than the left side boundary although the actual two boundaries have same 

length as shown in Figure 1.14. This is because CORE SIM+ builds the noise source associated 

with the vibration from the differences between the cross-sections of the regions on the left and 

on the right sides of the moving boundaries (see Equation (1.5)). Thus, the parts of the moving 

boundaries that are between regions with the same cross-sections are not shown since their per-

turbation is zero. 
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3.2.2 Homogenized Group Constant with Serpent 

The Serpent model which was built for cross-section generation in Chapter 2.2.4 

is modified with different initial position of control rods (i.e., all rods out (ARO)) 

and adopted to this chapter for same purpose.  

Due to convergence issues, the fast and thermal diffusion coefficients and the 

removal cross-section in reflector region above the water and the removal cross-

section in control rod region above the water are set to small, constant non-zero 

values. As demonstrated in Chapter 2.2.3, the nuclear data changes in the region 

of “above water level” has little impact on neutron noise, this simplification of 

nuclear data does not affect the accuracy of the model. 

3.2.3 Neutron Noise under the Unperturbed Condition 

In the experiments carried out within the CORTEX project, the detector time 

series are converted into the frequency domain for the purpose of validating the 

noise simulators [32]. The conversion is made through the Fourier transform of 

auto- and cross-correlation functions, which are so-called APSD and CPSD, as 

early introduced in Chapter 1.6. In the same context, the simulation result from 

CORE SIM+ are used to derive APSD and CPSD following the Equation (1.11), 

with using Detector 5 as a reference detector. 

The spatial distribution of static fluxes and thermal neutron noise at mid-height 

of the core, in nominal conditions where all input parameters take their nominal 

values and no uncertainty is considered (see Table 2.2 and Table 3.1), are shown 

in Figure 3.2 ~ Figure 3.4 The neutron noise is shown in two different quantities: 

the absolute noise (Figure 3.3) and QoI (Figure 3.4). The nominal behavior in 

static and dynamic condition can play a role as a reference point which helps to 

understand the results from further uncertainty analyses. The static fluxes in both 

energy groups show similar tendency that the values increase as it gets close to 

the core center. 
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Compared to the absolute (original) noise whose behavior is almost following 

the pattern of fundamental flux as shown in Figure 3.3-a, the QoI amplitude (Fig-

ure 3.4-a) filters out the point kinetic component and magnifies the spatial com-

ponent of the neutron noise. Compared to the phase of absolute neutron noise, 

the variation of QoI phase becomes more visible in Figure 3.4-b, since the value 

at the reference location (Detector 5) is calibrated to zero. 

  

a. Fast static flux b. Thermal static flux 

Figure 3.2: Static flux behavior in the mid-height of the core 

  

a. Amplitude  b. Phase 

Figure 3.3: Absolute neutron noise behavior in the mid-height of the core 
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a. Amplitude b. Phase 

Figure 3.4: QoI behavior in the mid-height of the core 

3.3 Preparation for the Analysis 

3.3.1 Process of Analysis 

Figure 3.5 shows a schematic flow chart of the developed methodology, includ-

ing the expected outcomes from each step. The subchapters below describe the 

important points involved in the various steps. Both uncertainty propagation and 

sensitivity analysis commonly consider the initial five steps from the selection of 

the “target reactor” and “target event” to the “neutron noise calculation”. Here, 

the reactor and the condition inducing neutron noise are introduced and the rele-

vant input parameters are listed. Based on the distribution information of each 

input parameter, all the parameters are sampled for 𝑁 times for the group con-

stant generation using Serpent. The CORE SIM+ uses obtained two-energy 

group macroscopic cross-sections as inputs and a batch computation is made for 

𝑁 times for both static and dynamic reactor conditions, resulting in 𝑁 neutron 

noises. The obtained 𝑁 neutron noise are then used for both uncertainty propa-

gation and sensitivity analysis.  
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Figure 3.5: Flow chart for the uncertainty analyses 

3.3.2 Listing Uncertain Parameters 

The reactor design and operating parameters listed in Table 2.2 remain as uncer-

tain parameters for group constant generation using Serpent, while the initial po-

sition of control rods is removed from the consideration. Additionally, the nuclear 

data uncertainties generated from perturbed set of ACE formatted files are further 

considered as a component in 𝑳. The nuclear data uncertainties are treated in a 

distinct manner owing to their inherent correlations. The detailed information on 

a treatment process is described in Chapter 3.3.3. 

Several parameters related to a description of noise source (𝛿𝑆) are also taken 

into consideration additionally: the oscillating amplitude, the oscillating fre-

quency, and the location of noise source. The oscillating amplitude and frequency 

are assumed to perturb within ±5 % from their nominal values. Since the loca-

tion of the noise source can only be perturbed within a discrete number of meshes, 

it is designed to be perturbed with three values along the oscillating direction, -

1, 0 and +1: -1 signifies the movement of 1 mesh away from the core center, 

while +1 means the movement of 1 mesh towards the center. The uncertainty 

parameters which are added from the list introduced in Table 2.2 are summarized 

in Table 3.1. 
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No. Parameter Distribution Unit 
Nominal 

value 

Standard 

deviation 

(Lower/ 

Upper limit9) 

1~748 
Nuclear data  

uncertainties10 
    

749 
Oscillating  

amplitude 
Normal cm 0.2 0.01 

750 
Oscillating  

frequency 
Normal Hz 1 0.05 

751 
Location of noise 

source 
Uniform Mesh 

Ideal  

oscillation 

boundary 

-1/+1 

Table 3.1: The distribution information of uncertain parameters additionally se-

lected for the event of “fuel rods vibration” 

3.3.3 Generation of Random Samples 

Random sets of perturbed input parameters are generated based on the distribu-

tion information with a SRS method using a specifically designed MATLAB 

script. The eventual correlations are taken into account. The resulting input data 

sets are then used in a series of computations with Serpent in order to create the 

sets of two-energy group macroscopic cross-sections needed for the CORE SIM+ 

calculations. 

The sampling of nuclear data, needed for generating group constants uncertain-

ties, deserves further explanation, as it usually involves many correlated inputs. 

 

 

9 This column shows the value of lower and upper limit in case of having uniform distribution. 

10 Nuclear data uncertainties are treated in a distinct manner and the detailed information on a 

treatment process is described in Chapter 3.3.3. 
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The generation of the perturbed set of nuclear data is done through the sampling 

of multigroup covariances by using the PSI tool “NUSS (Nuclear data Uncer-

tainty Stochastic Sampling)” [92]. NUSS is used in the present work to generate 

a perturbed set of the ACE formatted file, which will be used in the Serpent cal-

culations required to produce the random sets of two-group constants needed for 

CORE SIM+. The Serpent calculations were performed with Serpent v2.1.29, 

using its native ENDF/B-VII.0 ACE files and ENDF/B-VII.1 covariances and 

the Scale 6.0 energy group structure [93]. The microscopic data for U-235, U-

238, H-1 and O-16 are considered while the following reaction types are per-

turbed: (n, el), (n, inl), (n, 2n), (n, capture), (n, f), 𝜈̅ and χ. The relevant propa-

gated nuclear data consist of diffusion coefficient (𝐷), absorption cross-section 

(𝛴𝑎𝑏𝑠 ), nu-fission cross-section (ν𝛴𝑓𝑖𝑠𝑠 ), and removal cross-section (𝛴𝑟𝑒𝑚 ) of 

two-energy groups in 8 reactor core regions as described in Chapter 2.2.4. The 

obtained group constants are summarized as a form of histogram in Appendix 

A.1. 

It should be noted that, even though the kinetic parameters are perturbed in 

CORE SIM+, their uncertainties do not include uncertainties in their physical 

values, only the effect of nuclear data perturbations on the effective quantities 

determined by Serpent.  

At the preliminary study carried out in Chapter 2, the uncertainties of homoge-

nized group constants are propagated solely from the perturbation of design and 

operating parameters, and the analysis does not involve a perturbation of micro-

scopic data. Accordingly, an inclusion of additional nuclear data uncertainties in 

this chapter raises questions about how to combine new uncertainties into the 

existing uncertainties (two-group constants uncertainties from design and oper-

ating parameters).  

The most ideal solution is propagating uncertainties of two-group constants by 

perturbing all input parameters simultaneously as shown in Figure 3.6-a. How-

ever, a list of input parameters has been constantly modified while the CORTEX 

project was underway, thus, a possibility of including additional input parameters 

was kept open. Moreover, an availability of NUSS was unclear at the early stage 

of the project.  
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On the premise that there could be additional modification on microscopic data 

perturbation using NUSS, it is decided to make two separate Serpent computa-

tion as depicted in Figure 3.6-b. Thus, it becomes necessary to find a proper way 

to combine two outputs from two separate Serpent computations. Additionally, 

since the initial parameters perturb non-simultaneously, this process arises a 

question if it can guarantee the same outputs as the one unified approach (Figure 

3.6-a) generates. The relevant discussions on aforementioned two questions are 

made in the following chapters. 

 
a. Propagating uncertainties with one unified Serpent computation 

 
b. Propagating uncertainties with separate Serpent computations 

Figure 3.6: Two variations for propagating nuclear data uncertainties 

3.3.4 Investigation on Approaches for Group Constants 

Uncertainty Treatment 

As it is demonstrated in the previous chapter, it is required to figure out the proper 

methodology for combining the nuclear data uncertainties with the nuclear data 

propagated from design and operating parameters. This becomes critical when 

considering the limited samples size and the impact of the selected methodology 
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to the accuracy of the output. In this respect, we introduce the three probable 

approaches and analyze the pros and cons from various angles.  

 

1st approach: Resampling nuclear data from the new distribution  

 

Figure 3.7: The procedure on nuclear data uncertainty treatment at 1st approach  

 

The first approach described in Figure 3.7 assumes that group constants are hav-

ing normal distribution: each data obtained from random Serpent input files is 

regarded as mean value while a standard deviation is calculated within the 𝑁 

group constants from random ACE files. Accordingly, normal distribution is built 

with calculated mean value and standard deviation. One value from each distri-

bution is selected by SRS and directly saved as input for the further CORE SIM+ 

computation. For each nuclear data at different core region (8 universes shown 

in Figure 2.3), the same process is repeated for 𝑁 times. 

2nd approach: Rebuilding nuclear data by considering covariance infor-

mation  
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Figure 3.8: The procedure on nuclear data uncertainty treatment at 2nd approach 

Despite the simplicity that the first approach has, the correlations among the nu-

clear data are ignored by the independent sampling processes at each nuclear data, 

thus, an accuracy of the outputs is not guaranteed. The second approach involves 

a standard random sampling scheme with a covariance matrix obtained from the 

perturbed nuclear data samples [94]. Each covariance matrix decomposes into a 

lower triangular matrix and its conjugate transpose by the Cholesky decomposi-

tion–a widely used method for manipulating the covariance matrix of an uncer-

tain quantity [37, 95]. The Cholesky decomposition is mainly used for a numer-

ical solution of linear equation, and this is highly reputed for its contribution to 

the superior efficiency and the numerical stability [96]. The detailed process to 

combine two nuclear data sets is as follows [37]. 

1) Find the covariance matrices (𝑀𝑘 , 𝑘 = 1~8 ) among the nuclear data 

(data sets from random ACE files) in 8 core regions. 

2) Decompose the covariance matrices (𝑀𝑘 = 𝐴𝑘𝐴𝑘
𝑇) by using Cholesky de-

composition. 

3) Build matrix 𝑍 with the dimension [𝐾 × 𝑁], here, 𝐾 corresponds to the 

number of nuclear data we consider, while 𝑁 represents the number of 

samples we want to generate. 
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𝑍 =

(

 
 

𝑍1
⃗⃗⃗⃗⃗

𝑍2
⃗⃗⃗⃗⃗

⋮

𝑍𝐾
⃗⃗ ⃗⃗ ⃗

)

 
 

= (

𝑧1,1 𝑧1,2 … 𝑧1,𝑁

𝑧2,1 𝑧2,2 … 𝑧2,𝑁

⋮ ⋮ ⋱ ⋮
𝑧𝐾,1 𝑧𝐾,2 … 𝑧𝐾,𝑁

) 
(3.1) 

In the above matrix, all row vectors 𝑍⃗ are independent and identically 

distributed random variables, meaning they have the same probability 

distribution and mutually independent. Particularly, the probability dis-

tribution is standard normal (mean=0 and standard deviation=1). 

4) The new samples of nuclear data (𝑋′) are calculated as follows. 

 𝑋′ = 𝐴𝑘 ∙ 𝑍 + 𝑋0, (3.2) 

where 𝑋0, which has the dimension [𝐾 × 𝑁], contains the raw nuclear 

data from Serpent computation. 

The covariance matrices are built based on the 300 data sets and are shown in 

Figure 3.9. As one can notice from the figure, the correlation coefficients does 

not reflect a correct relationship between different nuclear data (e.g., a negative 

relationship between absorption and nu-fission cross-sections is found although 

a positive relationship is expected). When we consider the rule of thumb in sta-

tistics, this poor prediction stems from the small sample size (𝑁 = 300) which 

cannot draw a correct population behavior. 

  

a. Inner fuel region under the 

water level 

b. Outer fuel region under the 

water level 
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c. Control rods region under the 

water level 

d. Reflector region under the 

water level 

  

e. Inner fuel region above the 

water level 

f. Outer fuel region above the 

water level 

  

g. Control rods region above 

the water level 

h. Reflector region above the 

water level 

Figure 3.9: Correlation coefficients matrix of two-group constants 
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3rd approach: Direct use of distribution information of group constants sets 

 

Figure 3.10: The procedure on nuclear data uncertainty treatment at 3rd ap-

proach 

The main aim of this approach (see Figure 3.10) is excluding the subjective 

judgements as much as possible which lowers the accuracy but directly importing 

the actual distributional patterns which exist in 𝑁 sets of data. The procedure is 

as follows. 

1) Calculate a mean value of group constants from random ACE files in 

different core regions based on 𝑁 data samples. 

2) With a corresponding group constant in 𝑘𝑡ℎ  data set 

(𝛴𝐴𝐶𝐸,𝑘,𝑟𝑒𝑔𝑖𝑜𝑛 𝐴,𝑑𝑎𝑡𝑎 𝑋), calculate a ratio with the obtained mean value us-

ing Equation (3.3). 

 
𝑅𝑎𝑡𝑖𝑜𝑟𝑒𝑔𝑖𝑜𝑛 𝐴,𝑑𝑎𝑡𝑎 𝑋 =

𝛴𝐴𝐶𝐸,𝑘,𝑟𝑒𝑔𝑖𝑜𝑛 𝐴,𝑑𝑎𝑡𝑎 𝑋

𝑚𝑒𝑎𝑛𝑟𝑒𝑔𝑖𝑜𝑛 𝐴,𝑑𝑎𝑡𝑎 𝑋
, (3.3) 

where 𝑘 is a sample number (1~𝑁), 𝑟𝑒𝑔𝑖𝑜𝑛 𝐴 is divided reactor core 

region (1~8) and 𝑑𝑎𝑡𝑎 𝑋 refers nuclear data (total, nu-fission, absorp-

tion and removal cross-sections). 
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3) Multiply this ratio to a corresponding group constant in 𝑘𝑡ℎ  data set 

from random Serpent input files (𝛴𝑆𝑒𝑟𝑝𝑒𝑛𝑡,𝑘,𝑟𝑒𝑔𝑖𝑜𝑛 𝐴,𝑑𝑎𝑡𝑎 𝑋) and obtain the 

final combined data (𝛴𝑘,𝑟𝑒𝑔𝑖𝑜𝑛 𝐴,𝑑𝑎𝑡𝑎 𝑋). This is to combine the data from 

random ACE files to the data from random Serpent input files by their 

distribution information (i.e., ratio between mean value and each data). 

 
𝑅𝑎𝑡𝑖𝑜𝑟𝑒𝑔𝑖𝑜𝑛 𝐴,𝑑𝑎𝑡𝑎 𝑋 =

𝛴𝑘,𝑟𝑒𝑔𝑖𝑜𝑛 𝐴,𝑑𝑎𝑡𝑎 𝑋

𝛴𝑆𝑒𝑟𝑝𝑒𝑛𝑡,𝑘,𝑟𝑒𝑔𝑖𝑜𝑛 𝐴,𝑑𝑎𝑡𝑎 𝑋
 (3.4) 

4) For each nuclear data at different core region (8 universes), the same pro-

cess is repeated for 𝑁 times. 

As it is described above, a total number of group constants sets after combination 

is limited to the sample size we already have. Therefore, this is expected to be-

come a problematic point if a flexibility of sample generation (a total number of 

samples which can be produced) is required. 

Discussions 

The three introduced approaches can be discussed mainly in three different as-

pects, namely, applicability, accuracy, and conservatism. The “applicability” sig-

nifies an ease use of approach and a flexibility in sample generation, which is 

confirmed at 1st approach. However, the 2nd approach obliges to perform Chole-

sky decomposition which can become tricky when the covariance matrix is not 

positive definite, additionally, the number of samples which can be generated 

with 3rd approach is limited. On the contrary, the 2nd and 3rd approach assure the 

“accuracy” in terms that the correlations among group constants are preserved, 

which is not expected in 1st approach. However, the accuracy at 2nd approach is 

guaranteed only with a faithful covariance matrix. Thus, a large sample size is 

required for a reliable representation of matrix, which results in higher computa-

tional cost. The “conservatism” is not always crucial as the two aforementioned 

points, however, becomes important when defining upper/lower bound of output 

uncertainties and comparing these bounds to other relevant values (e.g., experi-

mental data or safety limits).  
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a. Amplitude of thermal neutron 

noise 
b. Phase of thermal neutron noise 

Figure 3.11: Comparison of neutron noise perturbation among three different 

approaches 

Figure 3.11 compares the uncertainties of neutron noise (absolute noise) propa-

gated from selected uncertain parameters using three different approaches. Only 

the results at three different detector locations (Detectors 3, 7 and 8) are dealt 

with, owing to their non-overlapping static and dynamic behavior, as shown in 

Figure 3.3.  

 1st approach 2nd approach 3rd approach 

Applicability High Low Low 

Accuracy Low Medium11 High 

Conservatism High Low High 

Table 3.2: Ranking three approaches in different aspects  

 

 

11 it guarantees high accuracy theoretically, but not with small sample size as we currently con-

sider in this study. Therefore, it is compromised as “medium” here. 
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It can be said that at most detector locations, 1st and 3rd approaches predict simi-

larly large uncertainties for both amplitude and phase of noise–thus, guarantee 

high conservatism in result. By bringing all the characteristics discussed above, 

the three approaches can be ranked as Table 3.2. Here, both 1st and 3rd approaches 

get the highest score as having two “high”. However, considering the main aim 

of PhD work, which is establishing a comprehensive methodology for future 

analyses (such as, simulator validation or optimization of experimental (or oper-

ational) condition), the “accuracy” can get a higher priority than the “applicabil-

ity”. Accordingly, the uncertainties of group constants are treated with the 3rd 

approach hereafter. 

3.3.5 Justification of Current Group Constants Treat-

ment 

The introduced methodology to determine the final uncertainties of nuclear data 

doubles the necessary number of code runs; since the uncertainties from de-

sign/operating parameters (namely, Serpent inputs) and microscopic data (ACE 

files) are propagated non-simultaneously by separate Serpent computation. In or-

der to confirm that this separate treatment of group constants can estimate the 

“correct” values for noise simulation, a comparison between the calculated group 

constants from the separate steps and one unified step (i.e., considering simulta-

neous perturbation of all parameters) is carried out.    
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a. UO2 fuel b. Umetal fuel 

  

c. Control rods d. Reflector 

Figure 3.12: Comparison of uncertainties of nuclear data between two different 

approaches (under the water level)12 

Figure 3.12 compares the final uncertainties of nuclear data calculated from the 

two approaches at different core regions, based on 300 data sets. Except the nu-

clear data whose values are relatively small, therefore having inherently large 

 

 

12 The full name of nuclear data written in x-axis of the graphs correspond to the description in 

Table 1.4. 
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statistical uncertainties (e.g., nu-fission cross-sections at control rods and reflec-

tor area), the rest nuclear data show negligible discrepancies between two differ-

ent calculation schemes, which is smaller than 0.2 %. It can be said that the ap-

proach with two separate steps propagates the uncertainties of relevant parame-

ters to the two-group constants properly regardless of a non-simultaneous pertur-

bation of the considered parameters, hence, the suitability of the approach for the 

further analysis is justified. 

Finally, a total of 300 input sets are generated for the statistical uncertainty prop-

agation using CORE SIM+, considering all input parameters introduced. A batch 

computation with CORE SIM+ is performed for both static and dynamic reactor 

conditions. Since CORE SIM+ performs the calculations in the frequency do-

main, the obtained neutron noise is a complex quantity, with an amplitude and a 

phase. The QoI in this work are post-processed accordingly (see Equation (1.11)). 

3.4 Uncertainty Propagation 

Based on 300 output samples, the radial distribution of QoI uncertainties is ana-

lyzed to gain a better understanding of its spatial variation, especially with re-

spect to the distance to the noise source. Next, the QoI uncertainties at the detec-

tor locations are analyzed. This analysis involves an investigation of correlated 

behavior among the QoIs at the detector locations. Additionally, the influence of 

the Monte Carlo uncertainty on the QoI uncertainties is considered. Finally, the 

linearity of the current calculational scheme is investigated using the distribution 

characteristics of the output samples. 

3.4.1 Uncertainties Associated to the Induced Neutron 

Noise 

In order to gain an overview of the output variability, its values in the radial di-

rection of the core have been determined at the core mid-height, where all the 

detectors are installed, and the results are depicted in Figure 3.13 [103]. This map 
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is obtained from 260 radial maps of the QoIs, whose number corresponds to the 

required number of code runs for the 4th order Wilks’ formula for two-sided limits. 

The 260 outputs are extracted randomly from the 300 simulated cases. The value 

at the specific local point is calculated as follows: first, the QoIs (amplitude and 

phase) at this location from the prepared 260 radial maps are extracted. Second, 

the difference between the 4th largest and the 4th smallest among these 260 values 

is calculated. Third, this difference value is normalized by the mean value of 260 

data at this local point. 

  

a. QoI-amplitude b. QoI-phase 

Figure 3.13: The magnitude of QoI uncertainty in radial direction of the core 

(mid-height of the core) 

The uncertainties of both amplitude and phase are highly localized in the area of 

the oscillating fuel rods. With the exception of this area, the magnitude of uncer-

tainty is lower throughout the core, while the neighboring area of the oscillating 

fuel rods still shows a larger uncertainty than the remaining core area. This sep-

aration of the reactor core into two regions (neighboring area of the noise source 

and the rest) can also be observed in the correlations between the neutron noise 

calculated at the detector locations shown in Figure 3.14-a and -b. These figures 

represent correlation matrices for two QoIs of neutron noise (amplitude and 

phase), at the different detector locations based on 300 random outputs. The cor-

relation information helps to perform groupwise uncertainty analyses by group-

ing correlated data, which simplifies the entire analysis. Detectors 6 and 8, which 

are closest to the noise source, are strongly correlated together and less correlated 
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to the others. The other detectors are also very strongly correlated among each 

other. 

  

a. QoI-amplitude b. QoI-phase 

Figure 3.14: The correlated behavior among the QoIs at the detector locations 

Figure 3.15 compares the QoI uncertainties (amplitude and phase) between the 

simulation results and the actual experimental results from the first experimental 

campaign performed with the COLIBRI device [98]. Two simulation cases are 

presented, i.e., the case that propagates both the uncertainties associated with the 

776 input parameters in Table 2.2 and Table 3.1 and the statistical error of the 

Monte Carlo estimation of the nuclear data, and the case that takes only into ac-

count the Monte Carlo statistical error of the nuclear data. 

At all detector locations, the experimental uncertainties are much larger than the 

computational uncertainties in general. The statistical uncertainty shown in Fig-

ure 3.15 results from the Monte Carlo nature of the two-energy group cross-sec-

tions generation process performed with Serpent. The uncertainties of noise am-

plitude with and without considering the uncertain parameters (as listed in Table 

2.2 and Table 3.1) are compared in this figure. Only the statistical uncertainty 

from the Serpent computation is included in the case of “with statistical uncer-

tainty”. In all detector locations in Figure 3.15, the uncertainties of neutron noise 

involving the perturbation of uncertain parameters is around 100 times larger 

than those calculated without uncertain parameters. Therefore, the statistical un-

certainty stemming from the Monte Carlo simulations themselves is confirmed 

as negligible and will not be discussed further in this PhD work. 
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a. QoI-amplitude b. QoI-phase 

Figure 3.15: Comparison of QoI uncertainties 

3.4.2 Distribution of the Considered Responses 

Additionally, the distribution information of 300 neutron noise simulations (the 

absolute noise and the QoI) is collected to investigate the linearity of the current 

calculational scheme when propagating uncertainties. In this respect, a series of 

normality tests are performed with the Shapiro-Wilks approach (see Chapter 

1.7.2), considering as output samples, the real and imaginary part of the absolute 

noise and the QoIs (amplitude and phase) at the detector locations. Table 3.3 

summarizes the obtained p-values. A linear approximation for the solution of the 

neutron noise balance equations is implemented in CORE SIM+, which neglects 

second-order perturbation terms for the neutron noise. There is nevertheless a 

non-linearity in the noise source, when both the uncertainty in the amplitude of 

the displacement and the uncertainties in the static cross-sections are considered, 

as Equation (1.5) demonstrates. Since the current study considers both uncertain-

ties, there is a possibility that the calculation process of absolute neutron noise 

becomes non-linear. Meanwhile, by nature, the APSD and CPSD involve the 

product of two complex numbers as described in Equation (1.11), and, as such, 

are non-linear functions of the neutron noise.  
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In Table 3.3, both real and imaginary parts of the absolute noise are confirmed as 

having large p-values, which validates the normality of the data. Since most input 

parameters have a normal distribution as described in Table 2.2 and Table 3.1, 

the output data is also expected to be characterized by a normal distribution if it 

results from a linear combination of the inputs. The large p-values suggest indeed 

that the simultaneous perturbation of the “amplitude of the displacement” and 

the “static cross-sections” does not result in any significant non-linearity. The 

following sensitivity analysis (in Chapter 3.5) will confirm that this assumption 

is correct. On the other hand, the QoIs have smaller p-values in general due to 

the conversion process from the absolute noise to the APSD and CPSD, which 

are non-linear.  

Parameter 
p-value 

DET 8 DET 6 DET 7 DET 10 DET 3 DET 9 DET 4 

Real part 0.45 0.72 0.82 0.93 0.82 0.93 0.82 

Imaginary 

part 
0.49 0.76 0.27 0.53 0.60 0.53 0.61 

QoI 

(Amplitude) 
1E-13 1E-5 0.18 0.29 0.19 0.33 0.35 

QoI  

(Phase) 
1E-10 0.03 0.51 0.34 0.53 0.37 0.69 

Table 3.3: p-values of neutron noise calculated from Shapiro-Wilk test 

Confirming the linearity between inputs and outputs when propagating uncer-

tainty plays a key role in choosing a proper approach for the sensitivity analysis 

(e.g., the possibility of using PCC). The compatibility of the different approaches 

for the sensitivity analysis is discussed later in Chapter 3.5.3.2, to identify and 

choose the most appropriate direction for further analysis.  

Next, we investigate what the main contributors to the considered response un-

certainty are.  
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3.5 Sensitivity Analysis 

This section consists of three parts. In the first part, a use of correlation-based 

approach for the further analyses is justified through a comparison between the 

sensitivity indices predicted by correlation-based approach and variance-based 

approach, as an extension of the previous validation carried out in Chapter 2.4.3. 

The following section involves a convergence test of sensitivity indices with dif-

ferent sample sizes. This is to determine the minimum sample size required for a 

reliable quantitative estimate of the sensitivity indices. In the last section, the 

main sensitivity analyses using two different approaches are carried out. The first 

one is a simplified approach which ranks the parameters by means of the QoI 

uncertainties propagated by perturbing the independent groups of input parame-

ters separately. In the second approach, the exact level of contribution of the input 

parameters is measured by calculating the sensitivity indices. This process in-

volves a calculation of multiple correlation coefficients within the grouped pa-

rameters to perform a groupwise sensitivity analysis. Accordingly, the most in-

fluential group (group of parameters or individual parameters) for the different 

detector locations is identified. 

3.5.1 Justification of Using Correlation-based Approach 

In Chapter 2.4.3, it is described that a use of variance-based approach in sensi-

tivity analysis can draw more precise results especially when the physical pro-

cesses are complicated, such as, at a condition of neutron noise. Variational meth-

ods can handle both linearity and non-linearity in the solution of differential 

equations, thus, can be also applied to the analysis where the simulation is based 

on time-dependent neutron diffusion equations with thermal-hydraulic feedbacks. 

CORE SIM+, however, solves the linearized neutron oscillation problem in the 

frequency domain without considering any thermal-hydraulic feedback. The sec-

ond-order perturbation terms are neglected and as such all possible induced non-

linearities in the solution of the neutron noise equations [99]. This simplifies the 

mathematical treatment without significantly affecting the physical accuracy in 

the case of weak non-linear effects. This linear approximation allows us to 
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consider other statistically based approaches for sensitivity analysis, which 

avoids the need to modify the code to introduce the variational techniques men-

tioned above (e.g., regression or correlation-based approaches13).  

Accordingly, a series of validations are carried out to confirm whether the corre-

lation-based approach can be a reliable substitute for the variance-based ap-

proach, as it is presumed by the characteristics of CORE SIM+. SCC and Jan-

sen’s formula are selected as representative methods for correlation-based and 

variance-based analyses, respectively. Figure 3.16 describes a planned validation 

process.  

 

Figure 3.16: Flow chart for a comparison of sensitivity indices calculated from 

correlation-based and variance-based approaches 

 

 

13 For a use of regression or correlation-based approach, the condition of the data without bifur-

cations or sudden discontinuities is required. One input parameter in this study named “location 

of noise source” perturbs within discrete values due to the nature of CORE SIM+ model. How-

ever, this parameter is continuous in nature, thus, sampling within discrete values should not 

impact on predicting a linear correlation with output variable. 
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The neutron noise data (absolute noise) at the location of Detector 8 are used for 

the present validation. The details of each step are as follows. 

1) As it is demonstrated in Chapter 1.7.4.3, sensitivity analysis using vari-

ance-based approach demands a large number of model evaluations. 

Therefore, a use of surrogate model is required to predict the response for 

untried input sets. However, a precision of surrogate model is also af-

fected by sample size which is used for training the model, hence, a sam-

ple size of 1000 is considered in this validation. The uncertainties of two-

group constants are treated with using 1st approach introduced in Chapter 

3.3.4. This modification from 3rd to 1st approach is limited to this valida-

tion, because of a flexibility that the 1st approach has especially on sample 

generation, which the 3rd approach does not have. This validation is made 

only for comparing the performances between two approaches at an iden-

tical condition, hence, a temporary modification within this chapter is ac-

ceptable. Considering the input parameters listed in Table 2.2 and Table 

3.1, a total of 1000 input sets are generated and a batch computation with 

CORE SIM+ is performed for both static and dynamic reactor conditions.  

2) The surrogate model PC-Kriging is selected and PCE is set to have a de-

gree-adaptive Least Angle Regression Selection (LARS) of degrees one 

to five. 800 samples out of 1000 samples from the actual cod runs are 

used to train a surrogate model. Afterwards, the trained model is used to 

predict the neutron noise behavior for the rest 200 cases. The predicted 

results by the surrogate model are compared to the results from actual 

simulation as shown in Figure 3.17. The maximum errors are less than 

2 % and 0.02 % for the amplitude and the phase of neutron noise, re-

spectively. Therefore, this result represents a good agreement between 

actual and predicted results, and the trained surrogate model is qualified 

for the further prediction. 
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a. QoI-amplitude b. QoI-phase 

  

c. Amplitude of thermal neutron 

noise 
d. Phase of thermal neutron noise 

Figure 3.17: Validation of trained surrogate model 

3) The trained model predicts the noise behavior for 20,000 untried cases 

(input sets). Table 3.4 summarizes the leave-one-out (LOO) error (𝜀𝐿𝑂𝑂), 

which is an estimate of the mean-square error between the original model 

and the surrogate model.  

The first-order sensitivity indices with Jansen’s formula are calculated 

based on 20,000 inputs and output results. 
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Fast neutron noise Thermal neutron noise 

Amplitude Phase Amplitude Phase 

𝜺𝑳𝑶𝑶 0.004 0.009 0.050 0.050 

Table 3.4: Leave-one-out error in surrogate modeling 

4) Spearman correlation coefficients are calculated between input parame-

ters and output data (amplitude and phase of fast and thermal neutron 

noise) based on 1000 samples obtained at the Step 1). Afterwards, the 

calculated coefficient is squared to represent the sensitivity index. 

  

a. Amplitude of thermal neutron 

noise 

b. Phase of thermal neutron 

noise 

Figure 3.18: Comparison between sensitivity indices calculated from correla-

tion-based and variance-based approaches (“SI” denotes “sensitivity index”.) 

5) The results from two different approaches are compared in Figure 3.18. 

This comparison is made only with thermal neutron noise, whose behav-

ior is a main concern within CORTEX project. For the sake of concise-

ness, only 21 input parameters whose indices are larger than 0.05 are se-

lected in this comparison by considering a criterion on a correlation with 

1000 samples at a significance level of 5 % (see Chapter 1.7.4.1). In 

Figure 3.18, it is found that two different approaches predict the similar 
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results, since there is no strong dispersion around the line 𝑦 = 𝑥. There-

fore, the replacement of the variance-based approach with correlation-

based approach for the further analysis is justified. 

3.5.2 Convergence on the Sensitivity Indices with the 

Number of Samples 

A series of convergence tests with different sample sizes are performed to define 

the proper sample size for further analyses which guarantees the “convergence”. 

Here, “convergence” means that the sensitivity index is similar across replica-

tions under the same sample size by using a bootstrap approach [100]. The sen-

sitivity indices considered for the convergence assessment are calculated be-

tween two input parameters and the QoI at the location of Detector 8. Parameters 

with a small (U-238 elastic scattering cross-section of energy-group 9) and large 

sensitivity (location of noise source) are chosen to cover all possible convergence 

behavior. The tests are carried out with different sample sizes between 10 to 1000, 

which are sampled randomly from 1000 existing data sets. The sampling of 

equivalent sample size is repeated 1000 times using bootstrapping with replace-

ment [101]. Afterwards, to compute 95 %  confidence intervals, the 2.5th and 

97.5th percentiles of the index distribution (1000 indices at each sample size) ob-

tained by bootstrapping are identified. The sensitivity indices and their confi-

dence intervals at different sample size are given by the convergence plots in 

Figure 3.19. 
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a. U-238 elastic scattering 

cross-section 
b. Location of noise source 

Figure 3.19: Convergence plots of sensitivity indices with 95 % confidence in-

terval  

3.5.3 Sensitivity Analyses at the Detector Locations 

Due to the fact that nuclear data input parameters are both numerous and corre-

lated, a methodology is adopted to measure the effect of large number of corre-

lated input parameters efficiently [97], through the determination of a correlation 

coefficient for a group of input parameters (see Chapter 1.7.4.2). 

In the sensitivity analysis, the input parameters are divided in three groups which 

are not correlated among each other. Group 1 consists of the parameters related 

to the reactor design and operation (parameters no.1 to no. 25 listed in Table 2.2) 

and is named as “group of design and operating parameters”. Group 2 is com-

posed of all the nuclear data parameters. It is referred to as “group of nuclear 

data” later on. Groups 3 is made up of the input parameters related to the descrip-

tion of the noise source (parameters no. 749 to no. 751 in Table 3.1) and referred 

to as “group of noise source data”. The relative contributions of three groups are 

compared through the two different approaches in the following sensitivity anal-

ysis: the main focus of the first approach is to compare the QoI uncertainties at 

the detector locations perturbing one group of input parameters at a time. The 

0 200 400 600 800 1000

0.0

0.2

0.4

0.6

0.8

1.0

 95% confidence interval

 Mean value

 SI obtained from 1000 samples

S
e

n
s

it
iv

it
y

 I
n

d
e

x

Number of Samples

0 200 400 600 800 1000
0.0

0.2

0.4

0.6

0.8

1.0

S
e

n
s

it
iv

it
y

 I
n

d
e

x
Number of Samples

 95% confidence interval

 Mean value

 SI obtained from 1000 samples



Chapter 3  Application of the Methodology to CROCUS Zero-Power Reactor 

 

 

116 

second approach, however, measures the exact amount of contribution of each 

group to the neutron noise by means of the sensitivity index.  

3.5.3.1 Simplified Approach for Parameter Ranking 

The relative effects of the different groups of parameters (namely, group of de-

sign/operating parameters, group of nuclear data and group of noise source data) 

are investigated by comparing the uncertainties propagated from the different 

groups as shown in Figure 3.20. The uncertainties are obtained following a 1st 

order Wilks’ formula for two-sided limits to reduce the number of samples and 

consequently the computational cost of such analysis. As the main objective of 

this study is a qualitative ranking of the groups, the use of a lower order Wilks’ 

formula is acceptable. 

  

a. Amplitude of neutron noise b. Phase of neutron noise 

Figure 3.20: Comparison of neutron noise uncertainties obtained from the dif-

ferent groups of input parameters  

The effect of group of design and operating parameters is confirmed as negligible 

in all detector locations for both amplitude and phase. At the detector locations 

near the noise source (Detectors 8 and 6), the uncertainties of amplitude are 

strongly driven by the combination of group of noise source data and the group 

of nuclear data. However, the uncertainties of phase are dominantly affected by 

the group of noise source data. When the detector is located further away from 

the noise source, the uncertainties of amplitude are influenced by the group of 
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nuclear data while the group of noise source data remains as the most influential 

group to the phase of neutron noise. 

3.5.3.2 Analysis using Groupwise Sensitivity Indices 

The uncertainty due to the group of design and operating input parameters is 

excluded from now on due to its negligible effect as confirmed in Figure 3.20. 

The approach described in Chapter 1.7.4.2 is used to calculate the multiple cor-

relation coefficients of the groups. This requires an estimation of the correlation 

among the parameters belonging to a same group (see Equation (1.20)). In this 

study, the analysis using groupwise sensitivity indices is repeated twice with dif-

ferent grouped parameters. The first trial is carried out with two groups: the group 

of nuclear data and the group of noise source data. In the second analysis, the 

group of nuclear data is subdivided into four nuclide groups (all nuclide reaction 

pair of a given nuclide are grouped together) while the group of noise source data 

is separated into three individual parameters (oscillating amplitude, oscillating 

frequency and location of noise source). Additionally, this calculation scheme 

using a multiple correlation coefficient requires a large number of samples, hence, 

a sample size of 1000 is considered in this section. 

Meanwhile, despite of its suitability in the current calculational scheme, the PCC 

might not provide significant information since the input and output (QoI) pa-

rameters considered in this study are not linearly related. Therefore, the applica-

bility of the PCC in the current analysis condition is discussed in the following 

section. 

Assessment of Pearson correlation coefficient 

Current work handles a large number of input parameters, where an analysis with 

grouping input parameters can be efficient especially when the parameters are 

correlated. A sensitivity analysis with grouping parameters requires a use of PCC 

since it deals with correlation coefficient between inputs and outputs, not a rank 

variable, as introduced in Chapter 1.7.4.1.  
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In order to use PCC, a “linear model” between the output data and input param-

eters belonging to a same group should be guaranteed. However, the output data 

in this study (QoI) is a combination of APSD and CPSD at the reference detector 

location, whose calculation process is non-linear but monotonous as confirmed 

in Table 3.3. Under these circumstances, a series of tests are carried out to con-

firm whether the PCC can be still used as a sensitivity measure between input 

parameters and QoI.  

These tests are conducted by comparing PCC and SCC14 calculated between in-

puts and two different output data which are the results from “linear” and “non-

linear” processes. A good agreement in between can ultimately assure an applica-

bility of PCC to a current sensitivity analysis with grouping parameters. The first 

calculation involves linearly related input and output parameters, for which PCC 

should be an accurate measure of sensitivity. The next calculation involves input 

and output parameters, which are not linearly related. It is intended to check that 

the PCC can provide the proper input ranking. According to the normality test 

introduced in Table 3.3, the output data from the linear and non-linear processes 

correspond to the absolute neutron noise (real and imaginary parts) and the QoIs 

(both amplitude and phase), respectively. 

Figure 3.21 compares the results from two different approaches for four different 

output data at the location of Detector 8. 

 

 

14 The SCC relies on the correlation between the “rank values” of two parameters [40]. There-

fore, it can detect the monotonic relationship (linear or non-linear) between the parameters and 

can be used to verify that the PCC provides a reasonable measure of sensitivity even with a non-

linear model. 
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a. Nuclear data b. Noise source data 

Figure 3.21:  The comparison of sensitivity indices calculated from Spearman 

and Pearson correlation coefficients (Output data: real and imaginary part of 

absolute noise and QoIs) 

There is no strong dispersion around the line 𝑦 = 𝑥 in Figure 3.21 for all outputs. 

It can be concluded that the PCC produces reliable sensitivity indices for both 

absolute noise and QoI. Therefore, the PCC is used for ranking the importance 

of the input parameters (both individual parameters and grouped parameters). 

Estimation of groupwise sensitivity indices 

The sensitivity indices of two groups (group of nuclear data and group of noise 

source data) for different detector locations are shown in Figure 3.22. A similarity 

with the results from simplified approach (see Figure 3.20) can be found, in terms 

of the level of contribution of each group at different detector locations. The 

group of noise source data dominates at the locations close to the noise source. 

However, its effect to noise amplitude becomes negligible as the detector loca-

tion gets further away from the noise source and the group of nuclear data be-

comes dominant instead, while no such a remarkable change is found in noise 

phase. Meanwhile, considering that the sensitivity index here is identical to the 

first order sensitivity indices (see Equation (1.19)), the sum of sensitivity indices 

of two different groups is expected to become unity when they are uncorrelated 

with each other. However, the actual sums of the results shown in Figure 3.22 are 
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larger than 1.0 at all detector locations. This is due to the low number of samples 

(𝑛 = 1000) considered here, which does not allow a faithful representation of 

the covariance matrix in Equation (1.20). 

  

a. Amplitude of neutron noise b. Phase of neutron noise 

Figure 3.22: The sensitivity indices and the 95 % confidence intervals between 

grouped parameters (nuclear data group and noise source data group, and QoIs 

at different detector locations 

To support this statement, a series of sensitivity tests with different samples sizes 

are carried out. Figure 3.23 represents the sensitivity indices of two groups for 

the QoI amplitude at the location of Detector 8, which vary with the sample size. 

In case of “Group of noise source data”, the sensitivity index as well as the con-

fidence intervals converge quickly with the increasing number of samples. 
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Figure 3.23: The sensitivity indices of two groups with 95 % confidence inter-

vals varying with sample size (The straight line and the dashed line signify 

“mean value” and “95 % confidence intervals”, respectively.) 

On the other hand, the sensitivity index of “Group of nuclear data” decreases 

gradually, while the confidence interval remains constant. Since only three pa-

rameters are included in “Group of noise source data”, the covariance matrix to 

estimate in Equation (1.20) is small and its components converge quickly. How-

ever, “Group of nuclear data” consists of 748 correlated parameters, thus, an ac-

curate estimation of its component will require a much larger number of samples; 

this explains the slow convergence of the associated sensitivity index. Therefore, 

it is expected that the sum of two groups sensitivity indices can become 1.0 even-

tually, when the sample size becomes large enough to result in a precise covari-

ance matrix of “Group of nuclear data”.  

Any further sample size increment to confirm this speculation is not carried out 

within this study, however, a sample size which fulfills the convergence of sen-

sitivity indices can be suggested as depicted in Figure 3.24. In this figure, a trend 

of sensitivity index for a group of nuclear data is extrapolated with logarithm 

function. Since the sensitivity index for a group of noise source data is obtained 

as 0.83 in Figure 3.23, the sum of all group indices is expected to become 1.0 at 

a sample size larger than 2200. 
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Figure 3.24: Prediction of sample size for convergence of sensitivity index 

within nuclear data 

Nevertheless, when comparing the relative contributions of groups to the output 

uncertainty shown in Figure 3.20, the “ranks between the two groups (groups of 

nuclear data and noise source data)” are identical to what can be seen in Figure 

3.22. Accordingly, it can be said that the qualitative ranks of the groups, which 

are obtained in this study with 1000 samples, are still reliable even though the 

quantitative estimates are not reliable. 
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a. Amplitude of neutron noise b. Phase of neutron noise 

Figure 3.25: The sensitivity indices and the 95 % confidence intervals between 

grouped parameters (nuclear data group (four isotope groups) and noise source 

data group (three independent parameters)), and QoIs at different detector loca-

tions 

Another finding is the irrelevance of the oscillating frequency for the amplitude 

of neutron noise. This can be explained by the Zero-Power reactor Transfer Func-

tion (ZPTF). Since CROCUS is a small-sized zero-power reactor, the dynamic 

behavior of the reactor is overwhelmingly driven by point-kinetics. In this con-

dition, the reactor response is given by the ZPTF, whose “plateau region” exists 

in the specific frequency range of [27],  

 
𝜆 ≪ 𝜔 ≪

𝛽

𝛬0
 . (3.5) 

In this “plateau region”, the oscillating frequency has very little impact on the 

reactor response and the amplitude of the neutron noise is nearly constant. Ap-

proximately, this range corresponds to the oscillating frequency between 

0.01 Hz and 20 Hz, considering the characteristics of the CROCUS reactor [85]. 

That is to say, the oscillating frequency in this study, 1 Hz, belongs to the plateau 

region and this backs up the little effect on the QoI. 
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Chapter 4  

Application of the Methodology to 

AKR-2 Zero-Power Reactor 

Another small-sized zero-power reactor, AKR-2, is considered for additional un-

certainty analyses following the experimental programs conducted within COR-

TEX project (i.e., rotating absorber and vibrating absorber). The comprehensive 

methodology which has been developed with CROCUS reactor is directly 

adopted to the analysis at AKR-2 reactor.  

4.1 Description of Target Experiment 

4.1.1 Target Reactor 

The AKR-2 zero-power reactor is selected as a target reactor (see Chapter 1.4.2). 

4.1.2 Target Event 

In the context of the CORTEX project, two neutron noise experiments are con-

ducted at AKR-2 reactor: rotating absorber, which is equivalent to an absorber of 

variable strength, and vibrating absorber. In COLIBRI experiment, the experi-

mental condition in first and second experimental campaigns are very similar, 

therefore, do not demand any specific modification in code simulations. This 

similarity enables to focus on only one experimental campaign. However, 
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different from COLIBRI experiments, the experiments carried out in AKR-2 re-

actor went through major modification from first to second experimental cam-

paign. These modifications affect applicable input parameters as well as model-

ing of noise source. Therefore, both experimental campaigns need to be analysed 

independently. The detailed experimental condition of two target events at two 

experimental campaigns are summarized in Table 4.1 [30]. The experimental 

condition described here correspond to the condition selected for the validation 

of noise simulators which are under development in CORTEX project. 

 
First experimental  

campaign 

Second experimental  

campaign 

Rotating  

absorber 

Oscillating 

frequency 
1 Hz 

Oscillating 

frequency 
2 Hz 

Vibrating  

absorber 

Moving 

time 
1 second 

Oscillating 

frequency 
2 Hz 

Waiting 

time 
0.1 second 

Table 4.1: Experiments specification 

4.2 Description of Computational Method and Quanti-

ties of Interest 

4.2.1 CORE SIM+ Model of AKR-2 

First campaign 

The core is modeled with a three-dimensional mesh of 109 × 109 × 64 cells, 

in the 𝑥 −, 𝑦 − and 𝑧 − directions of the core, respectively. Compared to the 

CROCUS reactor, AKR-2 has more complex core composition and the two dif-

ferent sources of reactivity perturbations are located in different orientation, 

therefore, this complexity hinders from modeling the reactor core in 
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straightforward way especially around the noise source regions. In this regard, 

the interesting area has to be modeled with finer meshes in all 𝑥 −, 𝑦 − and 𝑧 − 

directions. In radial direction of the core, 𝑥 − and 𝑦 − directions of the meshes 

around the noise source are modeled with a size of 1 cm, while the rest area is 

modeled with 8 cm. Meanwhile, the meshes in axial direction are modeled with 

a size of 5 mm  while the rest area are modeled with the size of 5 cm  and 

10 cm for the convenience of modeling. The modeled reactor core, at the height 

of 130 cm, is depicted in Figure 4.1: the radial direction of the core is modeled 

with 45 degree rotation in clockwise direction from the orientation shown in 

Figure 1.9. 

 

Figure 4.1: Modeled reactor core with CORE SIM+ 

Second campaign 

The reactor models which are used in first experimental campaign are improved 

for the simulations, by incorporating even finer spatial meshes than those used 

in previous campaign on the region where the noise source is located. Different 

core model is developed for each experiment [32], which has fine meshes around 

the location of relevant noise source. The core is modeled with a three-dimen-

sional mesh of 205 × 169 × 88  cells for rotating absorber and 208 × 208 ×

64 cells for vibrating absorber, in the 𝑥 −, 𝑦 − and 𝑧 − directions of the core, 

X

Y
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respectively. The fine meshes around rotating absorber are modeled with a mesh 

size of 1 mm, while the meshes around vibrating absorber have a size of 3 to 

4 mm. 

4.2.2 Homogenized Group Constant with Serpent 

Considering the complex composition of the reactor core with various experi-

mental channels inside, the core is divided into 20 different regions for both 

group constants generation (using Serpent) and neutron noise simulation (using 

CORE SIM+). In Serpent, the specific region which is defined for group con-

stants generation is called as “universe”. Figure 4.2 shows the defined 20 uni-

verses at AKR-2 reactor [102]. For the sake of conciseness, a description of di-

vided reactor core regions is made with universe numbers hereafter in the anal-

yses. 
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Description Universe no. Description Universe no. 

Fuel zone #1 1 
Small central channel 

(1-2) 
15 

Fuel zone #2 2 
Tangential channel 

(3-4) 
16 

Reflector zone #1 3 
Tangential channel 

(5-6) 
17 

Reflector zone #2 4 Concrete 18 

CSR15without Al + air 5, 6, 7 Paraffine 19 

CSR 8, 9, 10 Air gap 20 

Tall central channel (7) 
11, 12, 13, 

14 
  

Figure 4.2: Universe defined for group-constants generation in Serpent compu-

tation  

4.2.3 Neutron Noise Source Modeling in CORE SIM+ 

Different from the noise sources introduced in Chapter 2 and Chapter 3, whose 

perturbation characteristics are relatively straightforward, “rotating absorber” 

and “vibrating absorber” have different mechanisms and should be modeled by 

incorporating their specific moving characteristics. In the first campaign, the per-

turbation of absorption cross-sections in fast and thermal energy groups and re-

moval cross-sections in fast energy group are modeled as noise sources for both 

experimental cases (rotating and vibrating absorber). The rotating absorber con-

siders the same types of perturbing cross-sections at the second experimental 

campaign, however, the vibrating absorber considers only absorption cross-sec-

tions in thermal energy group for a simplicity in modeling.  

 

 

15 Control and safety rods 
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First campaign: Rotating absorber 

The perturbing cross-sections of a reaction 𝑥  at rotating absorber can be ob-

tained by the following expansion [32]. 

 

𝛿∑𝑥(𝑟, 𝜔) = 2𝜋 ∑ 𝑐𝑘𝛿(𝜔 − 𝑘𝜔0)

+∞

𝑘=−∞

, (4.1) 

where 𝜔0 is an angular frequency of vibration and 𝑐𝑘 can be calculated follow-

ing the equations below. 

 
𝑐𝑘 =

∆

2𝜋𝑘
[𝑖 ∙ 𝑐𝑜𝑠(𝑘𝜔0𝑡) + 𝑠𝑖 𝑛( 𝑘𝜔0𝑡)]𝑡=𝑎

𝑡=𝑏 (4.2) 

 
𝑎 =

𝑅𝜃

𝑣
−

𝑇

2
 

(4.3) 

 
𝑏 =

𝑅𝜃

𝑣
+ 𝑡𝑑 −

𝑇

2
 

(4.4) 

 
𝑡𝑑 =

𝐿𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝐶𝑑 𝑠ℎ𝑒𝑒𝑡

𝑣
 

(4.5) 

In equations above, ∆ signifies the macroscopic cross-section of Cd, while 𝑣 

and 𝑇 indicate the velocity of absorber and the period, respectively. 𝑅 and 𝜃 

are defined as shown in Figure 4.3. 

 

Figure 4.3: Rotating absorber [32] 
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Figure 4.4 shows an example of modeled perturbing cross-sections in fundamen-

tal mode (𝑘 = 1) when the rotation frequency is 1 Hz. 

 

Figure 4.4: Modeled perturbing cross-sections for both real and imaginary parts 

in fundamental mode (𝑘 = 1) [32] 

First campaign: Vibrating absorber 

The frequency domain cross-section fluctuations of a reaction 𝑥 at vibrating ab-

sorber can be obtained by the identical equation considered at rotating absorber 

(see Equation (4.1)). However, in case of vibrating absorber, the perturbing cross-

sections are defined differently depending on a relative location of absorber in 

the channel [32]. The three classifications of absorber location are as follows. 

1) when the distance to the left end of vibration region is shorter than the 

thickness of the absorber (0 < 𝑥 < 𝐷)  

2) when the distance to the right end of vibration region is shorter than the 

thickness of the absorber (𝑊 − 𝐷 < 𝑥 < 𝑊) 

3) when the absorber is located between 1) and 2)  
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Figure 4.5: Absorber (blue) moving along the experimental channel (yellow) 

[32] 

 

The perturbing cross-section at the three different regions can be calculated as 

follows. When the absorber is located in 1), 𝑐𝑘 is given the Equation (4.6). 

 
𝑐𝑘 =

∆

2𝜋𝑘
[𝑖 ∙ 𝑐𝑜𝑠(𝑘𝜔0𝑡) + 𝑠𝑖 𝑛( 𝑘𝜔0𝑡)]𝑡=𝑎

𝑡=𝑏 , (4.6) 

where 𝑎 = −𝑥/𝑣 and 𝑏 = 𝑡𝑤 + 𝑥/𝑣. 

When the absorber moves the middle of the vibrating channel, which corre-

sponds to the case 2), 𝑐𝑘 is obtained by the Equation (4.7). 

 
𝑐𝑘 =

∆

2𝜋𝑘
{[𝑖 ∙ 𝑐𝑜𝑠(𝑘𝜔0𝑡) + 𝑠𝑖 𝑛( 𝑘𝜔0𝑡)]𝑡=𝑎

𝑡=𝑏

+ [𝑖 ∙ 𝑐𝑜𝑠(𝑘𝜔0𝑡) + 𝑠𝑖 𝑛( 𝑘𝜔0𝑡)]𝑡=𝑐
𝑡=𝑑}, 

(4.7) 

where 𝑎 = −𝑥/𝑣,  𝑏 = 𝐷/𝑣 + 𝑥/𝑣, 𝑐 = 𝑡𝑤 + 𝑥/𝑣 − 𝐷/𝑣 and 𝑑 = 𝑡𝑤 +

𝑥/𝑣. 

At the location of case 3), the perturbing cross-sections can be calculated with 

the same Equation for the case 3), but with 𝑎 = −𝑇/2,  𝑏 = 𝑊/𝑣 − 𝑥/𝑣 −

𝑡𝑚, 𝑐 = 𝑡𝑤 + 𝑥/𝑣 − 𝐷/𝑣 and 𝑑 = 𝑇/2.  
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Figure 4.6 shows an example of modeled perturbing cross-sections in fundamen-

tal mode (𝑘 = 1) when the moving and waiting time of the absorber are 1 second 

and 0.1 second, respectively. 

 

Figure 4.6: Modeled perturbing cross-sections for both real and imaginary parts 

in fundamental mode (𝑘 = 1) [32] 

Second campaign: Rotating absorber 

The modeling of neutron noise source in case of “rotating absorber” remains 

constant from that at the first campaign. 

Second campaign: Vibrating absorber 

The location and motion of the vibrating absorber have been changed in the sec-

ond campaign [32]. Here, the vibration is assumed to be completely sinusoidal. 

The cross-section fluctuation in the frequency domain is expressed by Equation 

(4.1). The expansion coefficients, 𝑐𝑘, are given as below. 

When 0 < 𝑥 < 𝑊, 
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𝑐𝑘 = −
∆

𝜋𝑘
(𝑘 (𝑐𝑜𝑠−1 (

𝑥

𝐴
− 1))), (4.8) 

where ∆ signifies the cross-section of the absorber, 𝐴 and 𝑊 are the amplitude 

and the thickness of the absorber, respectively. 

When 𝑊 < 𝑥 < 2𝐴, 

 
𝑐𝑘 =

∆

2𝜋𝑘
{[𝑠𝑖 𝑛( 𝑘𝜔0𝑡)]𝑡=𝑎

𝑡=𝑏 + [𝑠𝑖 𝑛( 𝑘𝜔0𝑡)]𝑡=𝑐
𝑡=𝑑}, (4.9) 

where 𝑎 = −
𝑇

2𝜋
(𝑐𝑜𝑠−1 (

𝑥−𝑊

𝐴
− 1)) ,  𝑏 = −

𝑇

2𝜋
(𝑐𝑜𝑠−1 (

𝑥

𝐴
− 1)) , 𝑐 =

𝑇

2𝜋
(𝑐𝑜𝑠−1 (

𝑊

𝐴
− 1)) and 𝑑 =

𝑇

2𝜋
(𝑐𝑜𝑠−1 (

𝑥−𝑊

𝐴
− 1)). 

When 2𝐴 < 𝑥 < 2𝐴 + 𝑊, 

 
𝑐𝑘 =

∆

𝜋𝑘
sin (𝑘𝜔0𝑎), (4.10) 

where 𝑎 =
𝑇

2𝜋
(𝜋 − 𝑐𝑜𝑠−1 (1 −

𝑥−𝑊

𝐴
)). 

Figure 4.7 shows a schematic view of vibrating absorber and Figure 4.8 depicts 

real part of perturbing cross-section (𝑅𝑒[𝛿∑(𝑥, 𝜔)]) as a function of 𝑥 under a 

vibration with frequency of 2 Hz and amplitude of 3 cm. Unlike the first cam-

paign, imaginary part of perturbing cross-section (𝐼𝑚[𝛿∑(𝑥, 𝜔)]) is modeled as 

zero. 
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Figure 4.7: Schematic view of vibrating absorber [32] 

 

Figure 4.8: Modeled perturbing cross-section for real part in fundamental mode 

(𝑘 = 1) under a vibration with frequency of 2 Hz and amplitude of 3 cm [32] 

4.2.4 Neutron Noise under the Unperturbed Condition 

The behavior of static fluxes under the unperturbed condition in radial direction 

of the core are shown in Figure 4.9 and Figure 4.10, for rotating absorber and 

vibrating absorber, respectively. Two events are sharing the identical static flux 

distributions for the further noise calculation. Figure 4.9 and Figure 4.10 are the 

radial static flux distribution at two different heights of the core, in order to rep-

resent the static behavior at the axial level where the target noise source (rotating 

and vibrating absorber) is located. 
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a. Fast static flux b. Thermal static flux 

Figure 4.9: Static fluxes behavior at the 21 cm below the axial mid-point (the 

identical axial location where the rotating absorber is located) 

  

a. Fast static flux b. Thermal static flux 

Figure 4.10: Static fluxes behavior at the 43 cm below the axial mid-point (the 

identical axial location where the vibrating absorber is located) 

The static fluxes in both energy groups show similar tendency that the values 

increase when it gets close to the core center. 

The behavior of neutron noise under the nominal condition in radial direction of 

the core are confirmed as shown in Figure 4.11 (rotating absorber) and Figure 

4.12 (vibrating absorber) in two different quantities: absolute noise (thermal neu-

tron noise) and QoIs. As it is already confirmed in Chapter 3.2.3, the amplitude 

of absolute neutron noise shows similar pattern with static flux, while the 
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amplitude of QoI reveals the spatial component of the neutron noise. Whereas 

the phase of neutron noise shows similar distribution in both formats. This is 

because the distribution of the phase of neutron noise is mostly homogeneous 

except at the location of noise source having a steep gradient. Therefore, con-

verting the absolute neutron noise into QoI can barely magnify the spatial com-

ponent, resulting in the similar patterns between the absolute value and QoI.  

  

a. Amplitude of absolute neutron 

noise 

b. Phase of absolute neutron 

noise 

  

c. Amplitude of QoI d. Phase of QoI 

Figure 4.11: Neutron noise behavior at “rotating absorber” at the axial location 

of noise source 
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a. Amplitude of absolute neutron 

noise 

b. Phase of absolute neutron 

noise 

  

c. Amplitude of QoI d. Phase of QoI 

Figure 4.12: Neutron noise behavior at “vibrating absorber” at the axial loca-

tion of noise source 

4.3 Preparation for the Analysis 

4.3.1 Process of Analysis 

Since AKR-2 is based on AKR-1 which was designed in 1970s, there is a lack of 

design information regarding operational uncertainties and manufacturing toler-

ances of reactor components. Accordingly, the analyses are carried out mainly 

based on the process developed at CROCUS reactor as described in Figure 3.5, 
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while the perturbation of design and operating parameters is excluded from con-

sideration.  

The modified flow chart is illustrated in Figure 4.13 and Figure 4.14 for first and 

second experimental campaign, respectively. 

 

Figure 4.13: Flow chart for the uncertainty analyses for first experimental cam-

paign 

 

Figure 4.14: Flow chart for the uncertainty analyses for second experimental 

campaign 

4.3.2 Listing Uncertain Parameters 

First campaign 
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No. Parameter Distribution Unit 
Nominal 

value 

Lower/ 

Upper 

limit 

1 ~ 

864 
Nuclear data uncertainties16     

865 

Rotating  

absorber 
Frequency Uniform Hz 1 0.95/1.05 

Vibrating  

absorber 

Moving 

time 
Uniform second 1 0.95/1.05 

Waiting 

time 
Uniform second 0.1 0.095/0.105 

866 

Location of noise source 

(along the core center  

direction) 

Uniform Mesh 

Ideal  

oscillating 

boundary 

-1/+117 

(-√2/+√2)18 

867 

Location of noise source 

(along the lateral direction 

of experimental channel) 

Uniform Mesh 

Ideal  

oscillating 

boundary 

-1/+1 

(-√2/+√2) 

Table 4.2: The distribution information of uncertainty parameters considered in 

the first campaign 

As it is aforementioned above, the information on design and operating parame-

ters of AKR-2 are fairly limited, therefore, these parameters are excluded from 

consideration. Meanwhile, the nuclear data uncertainties and the uncertainties of 

noise source description remain as uncertainty parameters for the consistency 

with the preceding analyses at the CROCUS reactor. The uncertainties of 

 

 

16 The detailed information on nuclear data uncertainties is described in Chapter 4.3.4. 

17 -1/+1 correspond to -1/+1 cm. 

18 In case of vibrating absorber, the experimental channel is modeled in a diagonal direction in 

x-y plane, therefore, the location is perturbed within ±√2 mesh and this corresponds to -1.4/+1.4 

cm. 
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frequency for both experiments are set as 5 % around their mean values by ex-

pert judgement. 

Second campaign 

No. Parameter Distribution Unit 
Nominal 

value 

Standard 

deviation 

(Lower/ 

Upper 

limit19) 

1 Frequency Normal Hz 2 5 % 

2 

Location of 

noise source 

Along the  

experimental 

channel 

Uniform Mesh 
Ideal  

location 
-1/+120 

3 

Along the 

core center 

line 

Uniform Mesh 
Ideal  

location 
-1/+121 

Table 4.3: The distribution information of uncertainty parameters considered in 

the second campaign 

From the analysis conducted at a condition of first experimental campaign 

(Chapter 4.5), it is confirmed that the effect driven by the nuclear data uncertain-

ties is less remarkable than the effect from the noise source parameters (the fre-

quency and the location of noise source). Therefore, for the sake of conciseness 

 

 

19 Standard deviation in the case of a normal distribution or lower and upper limits in the case of 

a uniform distribution. 

20 -1/+1 correspond to -0.47/+0.47 cm for the vibrating absorber and -1/+1 cm for the rotating 

absorber. 

21 -1/+1 correspond to -0.47/+0.47 cm for vibrating absorber. This parameter is not considered 

in the case of the rotating absorber. 
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of the calculational process, the nuclear data uncertainties are not considered in 

the analysis for second experimental campaign. This enables us to skip a series 

of static calculations and to focus on noise calculation with considering only the 

noise source parameters, thus, saves computational cost remarkably. The new 

core model prepared with CORE SIM+ [32] for an analysis at rotating absorber 

has non-uniform mesh composition along the core center direction, thus, a per-

turbation of noise source location does not guarantee a relocation of identical 

amount of noise source (perturbing cross-sections). Accordingly, the location of 

noise source along the core center line is excluded from the analysis of “rotating 

absorber” as shown in Table 4.3. 

4.3.3 Generation of Random Samples 

A total of 93 input sets are generated following the identical procedure introduced 

in Chapter 3.3.3, these input sets involve the perturbation of parameters except 

the nuclear data. The uncertainties of nuclear data are treated independently in 

the following chapter.  

4.3.4 Nuclear Data Uncertainty Treatment 

For the propagation of nuclear data uncertainties at AKR-2 reactor to the two-

group constants, 93 times of Serpent calculations were performed with Serpent 

v2.1.31, using its native ENDF/B-VII.0 ACE files and ENDF/B-VII.1 covari-

ances obtained from njoy2012 COVR module and Scale 6.0 energy group struc-

ture [103]. The microscopic data for 235U, 238U, 1H, 12C and 16O are considered 

while the following reaction types are perturbed: (n, el), (n, inl), (n, 2n), (n, cap-

ture), (n, f), 𝜈̅ and χ. The relevantly propagated nuclear data consist of diffusion 

coefficient (𝐷), absorption cross-section (𝛴𝑎𝑏𝑠), nu-fission cross-section (ν𝛴𝑓𝑖𝑠𝑠) 

and removal cross-section (𝛴𝑟𝑒𝑚) of two-energy group in 20 reactor core regions 

as described in Figure 4.2. The obtained group constants are summarized as a 

form of histogram in Appendix A.2. 
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4.4 Uncertainty Propagation 

4.4.1 Uncertainty Propagation Method 

In the first experimental campaign, there are three He-3 Proportional Counters 

(PC), three Fission Chambers (FC) and one 10B-coated Compensated Ion Cham-

ber (CIC) as shown in Figure 1.9 [21]. The detection of the data in the second 

experimental campaign is made by two FCs, four PCs and three optical fiber 

based scintillator detectors (see Figure 1.10). Different from the CROCUS reac-

tor, the neutron detectors at AKR-2 are not installed at the same axial height but 

with differences of up to 10 cm and 16 cm at the first and second experimental 

campaigns, respectively. Therefore, the further analysis in this chapter focuses 

on the behavior at the installed detector locations and excludes the core-wise 

analyses at certain axial level. 

The uncertainty propagation is carried out following 1st order Wilks’ formula for 

two-sided limits by considering a computational cost which is more expensive 

than at the CROCUS reactor. Therefore, we need to perform 93 times of code 

execution to credit that the largest and the lowest values among the results are 

satisfying the 95 %/95 % criterion.  

4.4.2 Rotating Absorber 

First campaign 

Figure 4.15 shows the QoI uncertainties at the installed detector locations in the 

first experimental campaign, where Detector 1 is set as reference detector. One 

remarkable point here is that the nominal value is biased to one uncertainty 

boundary, which is different from an expectation that the nominal value is close 

to a mean value of two extremes. 
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a. APSD amplitude b. CPSD phase 

Figure 4.15: The perturbation of thermal neutron noise (QoI) 

This can be explained by a combination of the noise source and the static flux. 

As it is introduced in Table 4.2, the location of noise source is perturbed along 

the core center direction within ±1 mesh. Meanwhile, the position of experi-

mental channel for the rotating absorber in Figure 1.7 tells us that if the location 

of the channel is perturbed, it moves either toward the core center or away from 

the center. When the absorber approaches to the core center, the channel is posi-

tioned at the location of higher static flux. The neutron noise is a product of a 

noise source and a static flux (see Equation (1.32)) and the gradient of the static 

flux across the core center is not linear as shown in Figure 4.16. Namely, an 

increment of the neutron noise can vary depending on a gradient of static flux. 
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Figure 4.16: Static flux distribution across the core center (along the white line 

in left figure) 

The increment of neutron noise when the experimental channel approaches to the 

core center becomes larger than the decrement of neutron noise when the channel 

moves away from the core center, and this tendency generates the biased result 

confirmed in Figure 4.15. Additionally, we can infer the relative importance of 

“location of noise source along the core center direction” on neutron noise from 

the biased state. Several detecting locations including Detector 6 show strong 

bias, which can imply that the “location of noise source along the core center 

direction” is a main driver to the neutron noise. However, this is one of the ex-

pected outcomes from the sensitivity analysis and the relevant discussion is made 

in Chapter 4.5, accordingly. 

Second campaign 

Figure 4.17 shows the QoI uncertainties at the installed detector locations in the 

second experimental campaign, where Detector 8 is set as reference detector. 

Since the location of noise source is not perturbed along the core center line in 

this analysis, the biased nominal values confirmed in the first experimental cam-

paign are not found in the figures.  
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a. APSD amplitude b. CPSD phase 

Figure 4.17: The perturbation of thermal neutron noise in the format of QoI 

4.4.3 Vibrating Absorber 

First campaign 

The uncertainties of neutron noise obtained at the event of vibrating absorber is 

depicted in Figure 4.18. The uncertainties in all detector location are much 

smaller compared to those at rotating absorber. This stems from different magni-

tudes of noise sources: in case of “rotating absorber”, the magnitude of perturb-

ing cross-section is around 20 times bigger than that of “vibrating absorber”. 

Therefore, the neutron noise is less affected by smaller magnitude of noise source, 

resulting in smaller uncertainties. Meanwhile, the nominal value is not biased as 

it is at the rotating absorber. Because the experimental channel is originally pen-

etrating the core center, the ±1 mesh perturbation along the core center direction 

does not generate any difference with respect to the increment on static flux, 

therefore no additional contribution to the neutron noise.  
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a. APSD amplitude b. CPSD phase 

Figure 4.18: The perturbation of thermal neutron noise in the format of QoI 

Second campaign 

Figure 4.19 shows the uncertainties of QoIs in second experimental campaign. 

The uncertainties of QoI-amplitude shown in Figure 4.19-a are even larger than 

those at the first campaign, while there is no remarkable change in QoI-phase. In 

the following chapter, we investigate what the main contributors to the consid-

ered response uncertainty are.  

  

a. APSD amplitude b. CPSD phase 

Figure 4.19: The perturbation of thermal neutron noise in the format of QoI 
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4.5 Sensitivity Analysis 

4.5.1 Sensitivity Analysis Method 

The sensitivity analyses are made based only on the first experimental campaign, 

in order to involve more input parameters into consideration. In accordance with 

the process carried out in Chapter 3.5 with CROCUS reactor, the sensitivity anal-

ysis is conducted with both qualitative and quantitative ways.  

The analysis using qualitative approach begins with grouping input parameters 

into two groups, namely, group of nuclear data and group of noise source data. 

The definition of each group is identical to that described in Chapter 3.5.3: group 

of nuclear data and group of noise source data include the parameters no. 1 to no. 

864 and the parameters no. 865 to no. 867 in Table 4.2, respectively. The neutron 

noise uncertainties at the installed detector locations from two groups are com-

pared and the relative importance of groups is discussed. 

The following sensitivity analysis with quantitative approach is carried out using 

Pearson correlation coefficient, which is an identical methodology considered in 

the analyses under the “fuel rods vibration (see Chapter 3.5.3.2)”. Due to a small 

sample size (93) obtained from noise simulations, a criterion of the correlation is 

increased compared to that at the previous analyses at CROCUS reactor: accord-

ing to the Z test, we can regard that the two random variables are “correlated” 

with 5 % probability that this correlation is not true, when the absolute value of 

calculated coefficient based on 93 samples becomes larger than 0.21.  

4.5.2 Convergence of the Sensitivity Indices with the 

Number of Samples 

A series of convergence tests with different sample sizes are performed to con-

firm whether the current sample size (93) can guarantee the “convergence” in 
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this study. The overall procedure is identical to the one used in “Fuel rods vibra-

tion (see Chapter 3.5.2)”. The sensitivity indices considered for the convergence 

assessment are calculated between two input parameters and the QoI-amplitude 

at the location of Detector 7 during “rotating absorber”. Parameters having a 

small (frequency) and large sensitivity (location of noise source (along the core 

center direction)) to QoI-amplitude are chosen to cover all possible convergence 

behavior. The tests are carried out with different sample sizes between 10 to 93, 

which are sampled randomly from 93 existing data sets. The sampling of equiv-

alent sample size is repeated 500 times using bootstrapping with replacement 

[101]. Afterwards, to compute 95 %  confidence intervals, the 2.5th and 97.5th 

percentiles of the index distribution (500 indices at each sample size) obtained 

by bootstrapping are identified. The sensitivity indices and their confidence in-

tervals at different sample size is given by the convergence plot found in Figure 

4.20. 

  

a. Frequency 
b. Location of noise source  

(center) 

Figure 4.20: Convergence plots of sensitivity indices with 95 % confidence in-

terval 
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dominantly influencing parameters to output noise should be a main goal in this 

study and a discussion about the rest parameters will not be made. 

4.5.3 Rotating Absorber 

4.5.3.1 Correlations in QoIs 

As it is confirmed in the previous analysis at “fuel rods vibration”, identifying 

the correlated behavior among the neutron noises at the installed detector loca-

tions helps to get a better understanding in uncertainty analyses by grouping the 

correlated signals. Figure 4.21-a shows the QoI-amplitudes which are separated 

into two groups: Detector 2 is nearly independent from other detectors, while the 

rest detectors are strongly correlated among each other. The QoI-amplitude under 

the rotating absorber is APSD amplitude normalized by CPSD amplitude using 

Detector 1 location as the reference location. Since Detector 2 is located on a 

same channel with Detector 1 (see Figure 1.9), the noise behavior becomes sim-

ilar with that of Detector 1, which results in different tendency with other detec-

tors when normalized by the signal of Detector 1. Meanwhile, all QoI-phases 

(Figure 4.21-b) are strongly correlated among each other with showing almost 

perfect linear correlation. 

  

a. QoI-amplitude b. QoI-phase 

Figure 4.21: The correlated behavior among the QoIs at the detector locations 
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In the following section, the sensitivities of input parameters at installed detector 

locations are explained in connection with the correlated behavior identified 

above. 

4.5.3.2 Sensitivity Analysis with Qualitative Approach 

The uncertainties of neutron noise propagated from the two different groups are 

compared as shown in Figure 4.22, in order to investigate the relative effects of 

the different groups of parameters (namely, group of nuclear data and group of 

noise source data). Each uncertainty is calculated with the perturbation of param-

eters belonging to the considered group of input parameters, while the remaining 

input parameters are kept at their nominal values. The uncertainties are obtained 

following the 1st order Wilks’ formula for two-sided limits, whose required num-

ber of code runs is 93. 

  

a. QoI-amplitude b. QoI-phase 

Figure 4.22: Comparison of neutron noise uncertainties obtained from the dif-

ferent groups of input parameters (“DET” denotes “DETECTOR”) 
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source data”. The calculated sensitivity indices of three parameters included in 

the group using Pearson correlation coefficient are depicted in Figure 4.23 for 

the amplitude and the phase of QoIs, respectively. In this figure, two parameters 

of “location of noise source along core center direction” and “location of noise 

source along lateral direction of experimental channel” are abbreviated to “Lo-

cation (Center)” and “Location (Ch 3-4)”, respectively. 

In Figure 4.23-a, the QoI-amplitude at the location of Detector 2 is strongly af-

fected by the “Location (Ch 3-4)”, while the rest QoIs are influenced mainly by 

the “Location (Center)”. This grouped behavior among the detector locations is 

identical to the findings from correlated behavior confirmed in Figure 4.21-a. 

Additionally, Figure 4.23-b shows that the QoI-phases at all detector locations 

are strongly driven by the “Location (Center)”, which corresponds to the corre-

lation found in Figure 4.21-b. 

  

a. QoI-amplitude b. QoI-phase 

Figure 4.23: The sensitivity indices and the 95 % confidence intervals between 

input parameters and QoIs (“DET”denotes “DETECTOR”) 
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4.5.4 Vibrating Absorber 

4.5.4.1 Correlations in QoIs 

The correlation among the QoIs during “vibrating absorber” is identified and the 

results are depicted in Figure 4.24. The QoI-amplitudes are separated into two 

groups: first group consists of Detector 4, 5 and 7, and the second group consists 

of the rest three detectors. The QoI-phases are also separated into two groups: 

first group consists of Detector 2, and the second group consists of the rest five 

detectors. 

  

a. QoI-amplitude b. QoI-phase 

Figure 4.24: The correlated behavior among the QoIs at the detector locations 

Similarly to the previous section, the sensitivities of parameters at different de-

tector locations are investigated in the following section in connection with the 

correlated behavior identified above. 
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a. QoI-amplitude b. QoI-phase 

Figure 4.25: Comparison of neutron noise uncertainties obtained from the dif-

ferent groups of input parameters (“DET” denotes “DETECTOR”) 

According to the results, the group of noise source data is confirmed as a major 

contributor to the QoI amplitude and phase at all installed detector locations. 

4.5.4.3 Sensitivity Analysis with Quantitative Approach 

Considering the results in the previous section, the sensitivity analysis using 

quantitative approach is performed with focusing on the parameters included in 

“Group of noise source data”. The calculated sensitivity indices of three param-

eters using Pearson correlation coefficient are depicted in Figure 4.26 for the 

amplitude and the phase of QoIs. In this figure, the parameter of “location of 

noise source along lateral direction of experimental channel” is abbreviated to 

“Location (Ch 1-2)”. 

In Figure 4.26-a, the QoI-amplitudes at the location of Detector 4, 5 and 7 are 

affected by the “Location (Center)”, while the rest QoI-amplitudes (Detector 6, 

2 and 3) are affected mainly by the “Location (Ch 1-2)”. This correlation among 

the signals at the different detector locations is identical to the findings in Figure 

4.24-a. The QoI-phase at the installed detector location show the same grouped 

behavior as confirmed in Figure 4.24-b: the QoI-phase at the location of Detector 

2 is strongly driven by the “Location (Ch 1-2)”, while the rest QoIs are mainly 

affected by the vibrating frequency.  
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a. QoI-amplitude b. QoI-phase 

Figure 4.26: The sensitivity indices and the 95 % confidence intervals between 

input parameters and QoIs (“DET” denotes “DETECTOR”)  
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Chapter 5  

Investigation of an Applicability of 

Developed Methodology to a Power 

Plant 

Based on the methodology which has been structured and optimized at two dif-

ferent zero-power reactors in previous sections, an additional uncertainty analy-

sis is conducted at Swiss 3-loop pre-Konvoi reactor. Current study only involves 

the sensitivity analysis, and the uncertainty propagation is excluded since the 

validation of the noise simulators is limited to the zero-power reactors (CROCUS 

and AKR-2) within the CORTEX project.  

The neutron noise induced by one fuel assembly vibration is simulated by the 

noise simulator CORE SIM+ for various core conditions (different fuel burnups 

and fuel loading patterns). The sensitivity analysis identifies the relative im-

portance of the considered input parameters to the neutron noise at the installed 

detector locations. Additionally, by the repetition of the identical analysis under 

different core conditions, the influence of the input parameters which varies de-

pending on the fuel burnup and the fuel loading pattern is also investigated. 
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5.1 Description of Target Condition 

5.1.1 Target Reactor 

The target reactor considered here is the Gösgen Nuclear Power Plant (KKG), 

which is introduced in Chapter 1.4.3. 

In the context of the CORTEX project, the PSI provided the necessary core data, 

which include three-dimensional distribution of the nodal macroscopic cross-

sections in two-energy groups and the kinetic parameters of Cycle 39 (MOC and 

EOC) and Cycle 40 (BOC, MOC and EOC) [104]. Accordingly, the analyses are 

carried out based on these core conditions. 

5.1.2 Target Event 

Experimental reactors, such as AKR-2 or CROCUS [17, 19], have their own ded-

icated experimental facilities, which makes it possible to plan the relevant noise 

experiments within their capabilities. However, in power plants during normal 

operation no neutron noise experiments can be performed to get measurements 

for perturbations which can be precisely reproduced by simulations. Therefore, 

an event which induces the neutron noise has been selected based on the analyses 

performed in [105]. 

The relevant event is a “fuel assembly vibration”, where the size of fuel assembly 

corresponds to 21.56 cm × 21.56 cm × 358 cm  and the oscillating fuel as-

sembly is located 53.9 cm away from the core center as shown in Figure 5.1. 

It is assumed that the fuel assembly oscillates following the cantilevered beam 

mode whose oscillating amplitude increases along the axial height as described 

on the right side in Figure 5.1 [28]. Additionally, the oscillating frequency of the 

fuel assembly is presumed as 1 Hz. 
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Figure 5.1: Radial location of the considered vibrating assembly (left) and axial 

shape of the maximum lateral displacement of this assembly 

5.2 CORE SIM+ Model of Swiss 3-loop pre-Konvoi Re-

actor  

The reactor core is modeled with a three-dimensional mesh of 76 × 51 × 102 

cells, in the 𝑥 − , 𝑦 −  and 𝑧 −  directions of the core, respectively. The area 

around the neutron noise source is modeled with refined mesh cells of size 

4.3 mm, whereas the other parts of the core have mesh sizes varying between 3 

and 10 cm. Figure 5.2 shows the nodalization of the core at the axial mid-point. 
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Figure 5.2: Description of the radial nodalization around the noise sources at 

mid-core elevation 

The two green lines at the boundaries of oscillating fuel assembly represent the 

location where the noise sources are assigned for the noise simulation using 

CORE SIM+. The lower picture of Figure 5.2 focuses on the meshes modeled 

around oscillating fuel assembly, showing the finer meshes at the oscillating 

boundaries compared to the rest area. 

5.3 Preparation for the Analysis 

5.3.1 Process of Analysis 

The workflow chart is depicted in Figure 5.3, which is mostly based on Figure 

3.5. The selected input parameters are considered in both steady-state and dy-

namic calculations using CORE SIM+ as follows. Based on the selected core 
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condition, the two energy-group cross-sections and the core kinetic parameters 

are determined, and their corresponding uncertainties are generated. Then 

𝑁  steady-state calculations are carried out with CORE SIM+, resulting in 𝑁 

static solutions. The obtained static fluxes are combined with noise sources 

which are perturbed within the uncertainty ranges, and used as inputs for noise 

calculations. The further sensitivity analysis is carried out by using the obtained 

𝑁 neutron noise solutions from CORE SIM+ calculation. The final output (ther-

mal neutron noise) from CORE SIM+ computation is a complex quantity, there-

fore, the complex values are converted into amplitude and phase of neutron noise 

via post-processing.  

 

Figure 5.3: Workflow chart for the sensitivity analysis 

5.3.2 Listing Uncertain Parameters 

The parameters for the target reactor and transient are investigated based on ex-

pert judgement as summarized in Table 5.1. The oscillating amplitude and fre-

quency are designed to be perturbed with a standard deviation of 5 % around 

their nominal values. The number of nuclear data uncertainties is not counted 

since much larger number of nuclides are involved compared to zero-power re-

actors (see Chapter 5.3.3), resulting in huge number of uncertain parameters. 
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No. Parameter Distribution Unit Mean 

Standard 

deviation22 

(Lower/Upper 

limit23) 

- 
Nuclear data 

uncertainties24 
    

1 Oscillating amplitude Normal cm 

Inherent 

oscillating 

curve in 

Figure 5.1 

5 % 

2 Oscillating frequency Normal Hz 1 0.05 

3 Location of noise source  Uniform Mesh 

Ideal 

oscillating 

boundary 

-1/+125 

4 
Detecting location  

(x-axis) 
Uniform Mesh 

Ideal 

detecting 

location 

-1/+1  

5 
Detecting location  

(y-axis) 
Uniform Mesh 

Ideal 

detecting 

location 

-1/+1 

6 
Detecting location  

(z-axis) 
Uniform Mesh 

Ideal 

detecting 

location 

-1/+1 

Table 5.1: The information of selected uncertain parameters 

 

 

22 This column shows the standard deviation in case of having normal distribution. 

23 This column shows the value of lower and upper limit in case of having uniform distribution. 

24 Nuclear data uncertainties are treated in a distinct manner (see Chapter 5.3.3) as they are prop-

agated to seven parameters: five macroscopic cross-sections as well as two diffusion coefficients.  

25 -1/+1 correspond to -0.43/+0.43 cm. 
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The Swiss 3-loop pre-Konvoi reactor KKG has a total of 36 in-core detectors. 

They are installed in 6 different axial positions and each axial position consists 

of 6 detectors in different radial positions (see Figure 5.4 [106]). The 36 detecting 

locations are perturbed between -1 mesh and +1 mesh from the ideal locations, 

in the 𝑥 −, 𝑦 − and 𝑧 − directions of the core. 

  
Figure 5.4: Locations of in-core detectors in axial and radial direction of the 

core. On the left: values in percent (%) indicate “% active fuel length”; “A.P.” 

and “R.P.” denote “axial position” and “radial position”, respectively. 

5.3.3 Generation of Random Samples 

A total of 500 input sets are generated for the statistical uncertainty propagation 

using CORE SIM+. For the input parameters except nuclear data, random sets of 

perturbed input parameters are generated using the distribution information listed 

in Table 5.1 using SRS method.   

The uncertainties of the nuclear data are propagated to the macroscopic nuclear 

parameters. This process requires an extra explanation since nuclear data involve 
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many correlated inputs. SAMPLER is a stochastic uncertainty quantification tool 

part of the SCALE package (as opposed to TSUNAMI which offers a perturba-

tion theory approach) [107]. It allows the quantification of uncertainty due to 

uncertainties in: 

1) Neutron cross-sections 

2) Fission yield and decay data 

3) Any user input parameter of a SCALE component. 

This study only considers the neutron cross-section uncertainty. This is achieved 

by using the master sample file included in SCALE. This master file contains 

1000 samples of perturbation factors for all energy groups and reactions in all 

materials. These factors have been pre-computed with the Medusa module of the 

XSUSA program using the 44-group covariance data provided by SCALE26. All 

SCALE models use thermal-hydraulic conditions representative of core-aver-

aged conditions at Hot Full Power, namely a fuel temperature of 900 K and a 

moderator density of 707 kg/m³.  

 Fuel burnup effect 

Enrichment 

effect 

5.06 % Enrichment  

@ 0MWd/t Burnup 

5.06 % Enrichment  

@ 30MWd/t Burnup 

4.9 % Enrichment  

@ 0MWd/t Burnup 
 

Table 5.2: Test matrix 

Since all the fuel assembly types from these two cycles differ only slightly in 

enrichment, two fuel assembly SCALE models are considered using the mini-

mum and maximum enrichments (4.9 % and 5.06 %) found in cycles 39 and 40. 

No information is available regarding the burnup distribution for either cycle. 

 

 

26 The default 94 nuclides in the fuel are taken into account, while 2~8 reactions per nuclide and 

44 energy groups per reaction are considered [5]. 
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Therefore, the effect of burnup on the neutron cross-section uncertainty is treated 

by considering fresh fuel and fuel at 30 MWd/t. The test matrix presented in 

Table 5.2 gives a representation of which parameter combinations are studied. 

In total 300 varied macroscopic cross-sections were generated using SAMPLER 

for each of the 3 cases presented above (see Appendix A.3). From those 300 sam-

ples of macroscopic cross-sections, relative variations from the reference version 

of the nuclear data libraries are computed and are applied to vary the macroscopic 

cross-sections for CORE SIM+. The standard deviation of ratios between the 

samples and the reference case is presented in Table 5.3. The standard deviations 

remain low (maximum < 0.3 %) for all group constants. The effect of the burnup 

on the standard deviation is larger than the effect of the enrichment.  

 

Diffusion 

Coefficient 
Absorption Xsec nu-Fission Xsec Removal  

Xsec 
Fast  Thermal  Fast  Thermal  Fast  Thermal  

Case 1 

5.06 % 

@0MWd/t 

3.98E-04 9.10E-04 3.88E-03 7.25E-04 2.54E-03 1.37E-03 1.11E-03 

Case 2 

5.06 % 

@30MWd/t 

4.32E-04 7.92E-04 3.75E-03 7.95E-04 2.08E-03 2.10E-03 1.37E-03 

Case 3 

4.9 % 

@0MWd/t 

3.99E-04 9.07E-04 3.93E-03 7.20E-04 2.53E-03 1.36E-03 1.11E-03 

Table 5.3: Propagation of nuclear data uncertainty to nuclear parameters for 

CORE SIM+ (standard deviation of ratios between 300 samples and nominal 

case) 

5.4 Sensitivity Analysis 

To confirm how the core condition affects the sensitivity of input parameters to 

the neutron noise, three conditions are selected from the viewpoint of fuel 
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loading pattern and fuel burn-up: to check the influence of loading pattern, EOC 

39 and EOC 40 are selected, while BOC and EOC in cycle 40 are considered to 

confirm the fuel burn-up effect. For each core condition, the homogenized nu-

clear data at the corresponding condition are used as nominal (unperturbed con-

dition) data. 

5.4.1 Sensitivity Measure 

As its applicability to the sensitivity analysis at a neutron noise condition in pre-

ceding works, the PCC is selected for sensitivity measure. The calculated coeffi-

cient is squared to represent the “sensitivity index”. 

5.4.2 Setting up the Standards in Analysis  

5.4.2.1 Convergence of the Sensitivity Indices with the Number 

of Samples 

A series of convergence tests are performed by varying the sample size. This test 

is necessary to find out an optimal sample size which strikes a balance between 

computational cost and reliability of the calculated sensitivity index. The tests 

are carried out with different sample sizes between 10 to 500, which are sampled 

randomly from 500 existing data sets, under the conditions of BOC 40. The sam-

pling of equivalent sample size is repeated for 1000 times using bootstrapping 

with replacement [101]. For each sample size, the sensitivity indices are calcu-

lated for 1000 times between the input parameters and the amplitude of thermal 

neutron noise. Afterwards, the 2.5th and 97.5th percentile of the 1000 sensitivity 

indices are identified to build 95 % confidence interval. Figure 5.5 shows the 

converging trend of two representative sensitivity indices to the amplitude of the 

thermal neutron noise: “detecting location (y-axis)” which has relatively small 

index and “location of noise source” which has relatively large index at the de-

tector location of A.P. #1 and R.P. #2. 
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a. Detecting location (y-axis) b. Location of noise source 

Figure 5.5: Convergence plots of sensitivity indices with 95 % confidence in-

terval 

The confidence interval decreases as the sample size increases. When the sample 

size is larger than 300, a difference between the calculated confidence interval 

(with a sample size larger than 300) and the final estimation with 500 samples 

becomes smaller than 0.15. Considering a small difference with the final estima-

tion, further analyses with different core conditions will be carried out using a 

sample size of 300. According to the Z test, the critical value of the Pearson cor-

relation coefficient can be obtained as 0.11 at a sample size of 300, with a signif-

icance level of 5 % (see Chapter 1.7.4.1). 

5.4.2.2 Sensitivity Test on Nuclear Data Uncertainty 

The reactor core consists of 177 fuel assemblies whose enrichments and burn-up 

conditions are different from each other. Therefore, to assure the accuracy of the 

analysis, the nuclear data uncertainties should be calculated by considering the 

characteristics of individual fuel assemblies. However, this realistic approach in-

creases the computational cost and also complicates the modeling for the noise 

calculation. For this reason, a simplified approach is introduced by assuming that 

all fuel assemblies have identical nuclear data uncertainties which are generated 

for a specific enrichment and burn-up condition. To study the effect of this sim-

plification, a series of sensitivity analyses are performed with varying the nuclear 
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data uncertainties calculated from three different core condition as introduced in 

Table 5.2.  

For each case, nuclear data uncertainties are generated for the corresponding core 

conditions as explained in Chapter 5.3.3 and the obtained set of uncertainties is 

adopted to all fuel assemblies. The three cases of sensitivity analyses are carried 

out with the BOC 40 set as the nominal core condition. Therefore, the identical 

homogenized group constants from BOC 40 are used as nominal values for all 

three cases.  

The main concern of the sensitivity analysis is to identify the major contributors 

to the noise behavior. Hence, the parameters having relatively large sensitivity 

indices are used for comparing the results from the three different cases. In this 

context, the two parameters having the largest sensitivity indices at the installed 

detector locations are compared between each other: (1) oscillating amplitude 

and location of noise source for the amplitude of neutron noise, (2) fast absorp-

tion cross-section and location of noise source for the phase of neutron noise. 

Figure 5.6 compares the sensitivity indices calculated for different neutron noise 

fluxes, which are obtained from the three different nuclear data uncertainties 

(corresponding to Cases 1, 2 and 3). Figure 5.6-a and -b show the sensitivity 

indices between the two aforementioned input parameters and the neutron noise 

(amplitude and phase) at the installed detector locations. Each comparison con-

sists of 72 points: 36 in-core detectors × 2 input parameters. The 𝑥 −axis rep-

resents the sensitivity indices calculated with the Case 1 condition, while the 

𝑦 −axes show the indices calculated with Case 2 and Case 3 conditions.  

From the comparison, it is found that the three different nuclear data uncertainties 

obtained from three different fuel conditions do not cause significant differences 

in results, since there is no strong dispersion around the line 𝑦 = 𝑥. This com-

parison shows that an exact reactor model (core condition, assumption of one-

homogenized uncertainties for all FAs/different uncertainty for each FA) used to 

generate the nuclear data uncertainties does not affect the results in a significant 

manner. Accordingly, further analyses are carried out with a simplified modeling 

approach that assumes all the fuel assemblies having identical nuclear data un-

certainties.  



Sensitivity Analysis 

 

 

167 

In the following analyses, the uncertainties from Case 1 are used at the BOC 40, 

while the uncertainties from Case 2 are used at the EOC 39 and 40. These com-

binations are made to perform the analysis at the specific core condition with the 

nuclear data uncertainties generated from the burn-up condition mostly similar 

to the given core condition within the available options in Table 5.2. Therefore, 

nuclear data uncertainties generated from “lower burn-up condition” are used at 

BOC, while the data generated with “higher burn-up condition” are used at EOC. 

However, as it is confirmed in Figure 5.6, using different nuclear data uncertain-

ties will not bring any remarkable change in results. 

  

a. Amplitude of thermal neutron 

noise 

b. Phase of thermal neutron 

noise 

Figure 5.6: The comparison of sensitivity indices calculated with different nu-

clear data uncertainties which are obtained from various fuel condition 

5.4.3 Sensitivity Analysis at Various Core Conditions  

5.4.3.1 Analysis at BOC 40 

Figure 5.7 shows the radial distribution of the thermal neutron noise in the core 

for the nominal condition without uncertainties. 
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a. Amplitude b. Phase 

Figure 5.7: Thermal neutron noise behavior at the axial position #3 in BOC 40  

To get a better understanding on the noise behavior at the detector locations, cor-

relation matrices for the amplitude and phase of the thermal neutron noise are 

calculated based on 300 data sets as shown in Figure 5.8 [33]. This correlation 

information helps to infer the noise behavior at the specific detector location by 

reading the signals from the correlated detectors. Additionally, it enables to per-

form the group-wise uncertainty analyses, which simplifies the interpretation 

process of the calculation results. 

In case of the amplitude of thermal neutron noise, the detectors can be radially 

divided into three groups according to three different correlations: group 1 con-

sists of the signal at the radial position #1, group 2 consists of the signals at the 

radial positions #2, #5 and #6, group 3 consists of the signals at the radial posi-

tions #3 and #4. Meanwhile, the phase data show simpler correlations than the 

amplitude data. The data at radial positions #2 to #6 have almost perfect positive 

linear correlations among each other and have perfect negative linear correlations 

with the value at radial position #1. The latter is explained by the out-of-phase 

behavior existing between the radial position #1 and all other radial positions, as 

shown in Figure 5.7-b.  

Since correlations exist between the thermal neutron noise at the detector loca-

tions, the uncertainties of the noise (distribution range of the neutron noise) are 

also expected to show correlated responses at the detector locations.  
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a. Axial position #1 (Ampli-

tude) 
b. Axial position #1 (Phase) 

  

c. Axial position #3 (Ampli-

tude) 
d. Axial position #3 (Phase) 

  

e. Axial position #6 (Ampli-

tude) 
f. Axial position #6 (Phase) 

Figure 5.8: Correlated behavior between the amplitude and the phase of the 

thermal neutron noise at the detector locations [33]   
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That is, when the signals from two detectors are correlated, their uncertainties 

respond in the same direction, either increase or decrease, as the input parameters 

are perturbed. As a result, the correlated detector signals are expected to have 

similar sensitivities to the input parameters, which will be investigated in the 

following sections. 

Simplified approach with grouped parameters 

A groupwise sensitivity analysis is conducted to investigate the relative effects 

of the different groups of parameters. The entire 13 input parameters listed in 

Table 5.1 are grouped into three groups according to the similarities they have in 

between: (1) group of nuclear data, (2) group of noise source data, (3) group of 

detecting location. The group of detector locations includes the perturbation of 

the location in the x −, y − and z − directions. The group of noise source data 

includes the oscillating amplitude, the oscillating frequency, and the location of 

the noise source. The uncertainties of thermal neutron noise obtained for the three 

different groups are compared in Figure 5.9. The neutron noise is calculated with 

the perturbation of parameters belonging to a given group, while the remaining 

input parameters are fixed at their nominal values. The neutron noise uncertain-

ties are obtained following 1st order Wilks’ formula for two-sided limits, for 

which the required number of code runs corresponds to 93. The corresponding 

results are represented as follows.  

The graph showing the results for the detector locations consists of 6 blocks 

along the 𝑥 − axis (as Figure 5.10), where each block corresponds to each axial 

position shown in Figure 5.4. Each block contains the values from the 6 radial 

detectors located in this axial position and the corresponding radial position is 

represented with ascending order, from position #1 (very left value in the block) 

to #6 (very right value in the block). 
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a. Amplitude of thermal neutron 

noise 

b. Phase of thermal neutron 

noise 

Figure 5.9: Comparison of neutron noise uncertainties obtained from the differ-

ent groups of input parameters 

For both the amplitude and phase of the neutron noise, the uncertainties propa-

gated from the group of noise source data show the largest value in all detector 

locations, while they are followed by the uncertainties from the group of nuclear 

data. The uncertainties by group of nuclear data become larger at radial position 

#3 at low axial positions, still, they are not remarkably different from the uncer-

tainties from the group of noise source data.  

 

 

Figure 5.10: The composition of the graph with respect to the detector infor-

mation (“R.P.” denotes “Radial position”) 
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Accordingly, the obtained results can be simply interpreted as the neutron noise 

being mainly driven by the group of noise source data. 

Approach with Quantitative Measure 

Based on the results obtained from the simplified approach, an additional analy-

sis with quantitative measure is carried out. Here, the parameter which contrib-

utes to the neutron noise the most within the group of noise source data is quan-

titatively identified. This can be done by calculating the sensitivity indices for 

each input parameter. The calculated sensitivity indices between the three noise 

source parameters and the neutron noise are summarized in Figure 5.11 with 

95 % confidence intervals. 

  

a. Oscillating amplitude (ampli-

tude) 
b. Oscillating amplitude (phase) 

  

c. Oscillating frequency (ampli-

tude) 
d. Oscillating frequency (phase) 
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e. Location of noise source (am-

plitude) 

f. Location of noise source 

(phase) 

Figure 5.11: The sensitivity indices and the 95 % confidence intervals between 

noise source data and thermal neutron noise at different detector locations at 

BOC 40 

The main findings can be explained in connection with the correlation among the 

detector locations shown in Figure 5.8. For the neutron noise amplitude, the os-

cillating amplitude dominates in all axial positions at radial position #1, while 

the location of the noise source is always dominating at radial positions #3 and 

#4. However, at radial positions #2, #5 and #6, the location of noise source dom-

inates at the lowest position and becomes weaker at higher axial positions. The 

decreasing effect is caught up by the increased effect of the oscillating amplitude 

and at higher axial locations, eventually, the oscillating amplitude becomes the 

main contributor.  

The phase data at all detector locations are strongly dependent on the location of 

noise source, which supports the correlation information shown in Figure 5.8. 
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considered event (one FA oscillation) in this study brings about a larger ampli-

tude of neutron noise at the core condition of EOC 40 than at BOC 40 (see Figure 

5.7). 

  

a. Amplitude b. Phase 

Figure 5.12: Thermal neutron noise behavior at the axial position #3 in EOC 40  

Problematic point in analysis 

As shown in Figure 5.7-b and Figure 5.12-b, CORE SIM+ predicts an “out-of-

phase” behavior between two core regions because of a vibrating fuel assembly. 

The boundary of these two regions is determined by the location of the noise 

source, which is one of the input parameters considered in this study. However, 

the boundary reacts sensitively to the uncertainty of the noise source location, 

although this uncertainty corresponds to only ±4.3 mm. The modification of the 

boundary can change the phase region that the detector actually sees, therefore, 

it can affect the phase signal measured by the core detectors. Figure 5.13 and 

Figure 5.14 show the variation of the boundary according to the perturbation of 

the noise source location at two axial positions of the detector installations. At 

the bottom position, radial positions #2, #4 and #5 can belong to two different 

phase regions depending on the location of noise source, while only radial posi-

tion #4 changes regions when located at higher axial positions. 
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a. 1 mesh toward core periphery b. Ideal position 

 

 

c. 1 mesh toward core center  

Figure 5.13: The phase of thermal neutron noise depending on the location of 

noise source at EOC 40 (at the bottom position of the detector installation)  
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c. 1 mesh toward core center  

Figure 5.14: The phase of thermal neutron noise depending on the location of 

noise source at EOC 40 (at the mid-height position of the detector installation)  

Consequently, when the location of noise source is perturbed 300 times within 

its uncertainty range, the obtained 300 noise solutions at these problematic de-

tectors’ locations show a discontinued distribution as shown in Figure 5.15. The 

histogram of amplitude data confirms that if a certain location may belong to two 

different phase regions depending on the change of the oscillating boundary, the 

amplitude also encounters a similar issue, which results in a discontinuity of the 

calculated data. 

  

a. Amplitude b. Phase 

Figure 5.15: Histogram of 300 thermal neutron noise at the location of Detector 

4 (at the mid-height position of the detector installation)  

0

36

72

108

144

180

[deg]
X

Y

R.P. #1

R.P. #2 R.P. #3

R.P. #5R.P. #4

R.P. #6

2.0E-8 9.0E-8 1.6E-7 2.3E-7 3.0E-7
0.0

0.1

0.2

0.3

 

 

R
e
la

ti
v

e
 F

re
q

u
e

n
c

y

Amplitude [AU]

0 30 60 90 120 150 180
0.0

0.2

0.4

0.6

0.8

1.0

 

 

R
e

la
ti

v
e

 F
re

q
u

e
n

c
y

Phase [deg]



Sensitivity Analysis 

 

 

177 

The discontinuity existing among the calculated output data makes it impossible 

to adopt the regression-based approach for the further sensitivity analysis, since 

this approach is only valid on the premise that there is a linear relationship be-

tween the inputs and the outputs. Accordingly, the following sensitivity analysis 

is carried out only for the detectors which are not having this property (i.e., radial 

positions #1, #3 and #6). 

Approach with Quantitative Measure 

For the sake of conciseness, only the results of the noise source data are dealt 

with hereafter and discussed. The sensitivity indices are calculated and compared 

to those at BOC 40 in Figure 5.16 and Figure 5.17, in order to understand the 

findings in connection with an effect of “fuel burnup”. The comparison is made 

only at the radial locations where the relevant sensitivity indices at EOC 40 are 

available, namely R.P. #1, #3 and #6.  

First of all, the noise signals at the detector locations which are excluded here 

(radial positions #2, #4 and #5) are more sensitive to the location of the noise 

source than any other input parameters. That is, despite not carrying out further 

statistical analysis with the data at the radial positions #2, #4, and #5, the main 

contributing parameter at these locations can be determined as being the location 

of noise source. 

In Figure 5.16, the oscillating amplitude becomes less influential at EOC, while 

the effect from the location of the noise source is increased in most detector lo-

cations.  

Meanwhile, there is no remarkable change in the phase (Figure 5.17), and the 

location of the noise source still maintains its dominant effect. A possible reason 

why the influence from the location of the noise source at EOC has been in-

creased will be discussed in Chapter 5.4.4. 
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a. R.P. #1  b. R.P. #3 

 

 

c. R.P. #6   

Figure 5.16: Comparison of sensitivity indices and the 95 % confidence inter-

vals at different radial and axial locations between BOC 40 and EOC 40 (am-

plitude) 
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a. R.P. #1  b. R.P. #3 

 

 

c. R.P. #6    

Figure 5.17: Comparison of sensitivity indices and the 95 % confidence inter-

vals at different radial and axial locations between BOC 40 and EOC 40 

(phase) 

5.4.3.3 Analysis at EOC 39 

Figure 5.18 shows the distribution of the thermal neutron noise in the radial core 

direction under unperturbed conditions. 
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a. Amplitude b. Phase 

Figure 5.18: Thermal neutron noise behavior at the axial position #3 in EOC 39  

Problematic point in analysis 

The same issue as reported at EOC 40 is also found at EOC 39 with a different 

pattern as shown in Figure 5.19. The problematic point is found at the radial po-

sition #1 between the mid-height and the top of the core. Therefore, the following 

sensitivity analysis is carried out for all detectors except for those at radial posi-

tion #1. 
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c. 1 mesh toward core center  

Figure 5.19: The phase of thermal neutron noise depending on a location of 

noise source at EOC 39 (at the mid-height position of the detector installation)  

Approach with Quantitative Measure 

To study the effect of fuel loading pattern, the sensitivity indices obtained for the 

case of EOC 39 are compared with those for EOC 40. Only the radial locations 

with relevant sensitivity indices are taken, i.e., R.P. #3 and #6. The results at each 

axial point are shown in Figure 5.20 and Figure 5.21. 

Contrary to the results between different fuel burnup conditions (see Figure 5.16), 

only monotonous changes are found in Figure 5.20. The oscillating amplitude at 

EOC 39 affects the amplitude of the noise in a significant manner, nonetheless, 

the location of noise source maintains its dominant effect at both core conditions. 

In the case of the phase (see Figure 5.21), the oscillating frequency shows a vis-

ible influence at EOC 39, which decreases as the detecting position gets higher 

axially. However, the phase of neutron noise is mainly driven by the location of 

noise source at both EOC 39 and EOC 40. The following section discusses why 

the location of noise source remains as a main contributor to the neutron noise at 

EOC. 
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a. R.P. #3  b. R.P. #6 

Figure 5.20: Comparison of sensitivity indices and the 95 % confidence inter-

vals at different radial and axial locations between EOC 39 and EOC 40 (ampli-

tude) 

  

a. R.P. #3 b. R.P. #6 

Figure 5.21: Comparison of sensitivity indices and the 95 % confidence inter-

vals at different radial and axial locations between EOC 39 and EOC 40 (phase) 
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5.4.4 Comparison between Different Cycles and Rea-

sons for Differences  

A reason why the location of noise source at EOC has an increased influence on 

the neutron noise than at BOC can be investigated in relation to the spatial dis-

tribution of the static flux. Both the static fast and the static thermal neutron 

fluxes affect the neutron noise in combination with the noise source. Depending 

on the position of the noise source, the static flux can provide a different weight 

because of its spatial distribution. Accordingly, the gradient of the static flux is 

investigated within the uncertainty range of “location of noise source” in order 

to compare the “weighting factors” between two different core conditions: BOC 

and EOC. Figure 5.22-a shows the perturbation of the oscillating boundary in 

two-dimensional meshes. “0 mesh” indicates the ideal location of the oscillating 

boundary without uncertainty perturbation, while “-1 mesh” and “+1 mesh” de-

note the relocation of the oscillating boundary by -1 (to the core periphery) mesh 

and +1 (to the core center) mesh, respectively. The ratios of static flux gradients 

between the adjacent two meshes (between -1 mesh and 0 mesh, and between 0 

mesh and +1 mesh) are compared in Figure 5.22-b (BOC 40 and EOC 40) and 

Figure 5.22-c (BOC 40 and EOC 39). 
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a. Two oscillating boundaries perturbing between -1 and +1 meshes 

  

b. Static flux gradients ratio between BOC 40 and EOC 40 (at oscillating 

boundary #1 (left) and #2 (right)) 

  

c. Static flux gradients ratio between BOC 40 and EOC 39 (at oscillating 

boundary #1 (left) and #2 (right)) 

Figure 5.22: Comparison of ratios of static flux gradients 
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A value larger than 1.0 signifies that the static flux gradient at EOC (cycle 40 and 

39 in Figure 5.22-b and -c, respectively) is larger than that at BOC. In most axial 

locations, both fast and thermal static fluxes at EOC have steeper gradients 

around the oscillating boundaries than at BOC 40. Consequently, the noise source 

at the oscillating boundaries at EOC is weighted more than at BOC 40 when the 

assigned location is perturbed, which justifies the increased influence of “loca-

tion of noise source” on the neutron noise. 

  



. 

 

Chapter 6  

Conclusion 

In this PhD work, a comprehensive uncertainty analysis methodology has been 

established for the modeling of neutron flux oscillations induced by various noise 

sources at zero-power reactors, and its applicability to an analysis at power plant 

has been demonstrated. The methodology includes uncertainty propagation and 

sensitivity analysis. The works described in this thesis have been conducted un-

der the framework of the European Horizon 2020 CORTEX project which was 

launched in 2017 for 48 months duration. Accordingly, the reactors operated or 

licensed by the collaborators participating CORTEX project (i.e., CROCUS at 

EPFL, AKR-2 at TUD and Swiss 3-loop Konvoi reactor) are dealt with in this 

work. In the same context, the identical experimental conditions that are covered 

within the experimental programs at aforementioned reactors are considered as 

target condition for the analyses. 

This last chapter consists of summary of each chapter, confirmed problematic 

points which remain as future works, and the final remarks.  

6.1 Chapterwise Summary 

Chapter 1 has an introductory character, which contains all fundamental infor-

mation needed to launch further research. First, the objectives and the novelty of 

present work were introduced in connection with a CORTEX project. It is fol-

lowed by a research outline, which is a preview of the thesis. The rest of the given 
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chapter consists of four introductions: 1) the reactors that are considered within 

this thesis with their ongoing/planned experimental programs. 2) the considered 

neutron noise types in accordance with their numerical modeling and relevant 

experimental condition at each reactor. 3) the general information of uncertainty 

analyses, this involves objectives and definitions of UP as well as SA. Addition-

ally, available UP and SA methods are listed with their pros and cons. 4) the 

software and tools which are used in this study. This includes a main information 

of each tool and the specific features used in current analyses. 

In Chapter 2, a fundamental methodology of uncertainty analyses was formed 

with considering one hypothetical event. This section intended to establish a 

basic structure, which can be used as a basis for the further analyses. A basic flow 

chart that provides stepwise instruction has been made. Based on a neutron noise 

balance equation implemented in CORE SIM, uncertain parameters which are 

worth to consider are listed with their distribution information. The modeling of 

reactor core (CROCUS reactor) for noise simulation with CORE SIM was intro-

duced while an approximation in core modeling was applied for the sake of con-

ciseness. Due to a nature of Monte Carlo code (Serpent), the obtained group con-

stants have distributions, accordingly, a discussion on their uncertainty treatment 

for its further consideration in CORE SIM computation is made. The introduc-

tion about a preparation for both UP and SA is followed by the detailed explana-

tion of each analysis. This part involves a series of comparisons of various meth-

odologies to investigate the optimum options for the current study. In uncertainty 

propagation, GRS methodology using Wilks’ formula and brute force Monte 

Carlo method were selected for further comparison. It was confirmed that GRS 

method using higher order Wilks’ formula or brute force Monte Carlo method 

can make statistically better estimation of the actual 5 %–95 % quantiles of the 

output’s probability distribution, namely, diminish the conservatism. The follow-

ing sensitivity analysis compared correlation-based approach with variance-

based approach, with respect to “ease of use” and “precision of outcome”. The 

variance-based approach often demands large sample size and relies on a use of 

surrogate modeling, which makes it less attractive despite of its high precision. 

Thus, the comparison was mainly to confirm whether the correlation-based ap-

proach can be an appropriate substitute for variance-based approach in identify-

ing the most influencing parameter in this given neutron noise condition. The 



Chapter 6  Conclusion 

 

 

188 

sensitivity indices obtained from two approaches showed good agreement in 

terms of predicting influential parameters, therefore, a use of correlation-based 

approach in current analysis has been justified. 

Chapter 3 improved and concretized the works which were carried out in previ-

ous section, by conducting the analyses with ongoing experimental program 

(COLIBRI experiment) at CROCUS reactor. This section involved nuclear data 

uncertainties and their treatment, which aimed to enhance an accuracy of the en-

tire analyses. In addition to this, the output data at the location of installed detec-

tors were mainly treated for the sake of usability of the results against experi-

mental data. According to the agreement made within CORTEX project, a QoI 

has been designated for the validation of noise simulators and used as output 

parameter in this work. The uncertainties of QoI were calculated using 4th order 

Wilks’ formula for two-sided limits based on 95 %/95 %  criterion and were 

compared to the experimental uncertainties, as an example of code validation. 

The correlation matrix among the QoIs at the detector locations was made to 

confirm correlated pair of detectors in neutron noise behavior (amplitude and 

phase). As a result, the detectors are grouped into two separated groups by their 

relative distances from the oscillating fuel rods. The distribution information of 

neutron noise was collected to investigate the linearity of the current calculation 

scheme, by means of Shapiro-Wilks approach. Accordingly, a linearity and non-

linearity were detected in calculation process of absolute noise and QoI, respec-

tively. The sensitivity analysis was begun with a justification of using correla-

tion-based approach for the given condition as an extension of previous valida-

tion in Chapter 2. This was done by a comparison between the sensitivity indices 

calculated from Spearman correlation coefficient and Jansen’s formula. The sur-

rogate model (PC-Kriging) was first validated for its predicting accuracy, and the 

sensitivity indices having relatively large values (> 0.05) were only considered 

for a comparison between correlation-based and variance-based approaches. The 

corresponding results proved that correlation-based approach has a competitive 

edge over variance-based approach in terms of identifying relatively influencing 

parameters to the output behavior, with low computational cost. The following 

sensitivity analyses were carried out with two different approaches, namely, qual-

itative and quantitative approaches. The entire input parameters were grouped 

into three independent groups for a convenience of input data treatment, 
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especially the data being correlated. The qualitative approach ranked the groups 

of parameters by comparing the neutron noise uncertainties propagated from the 

simultaneous perturbation of parameters belonging to a same group. It was con-

firmed that “the group of design and operating parameters” had negligible effect, 

thus, this group was excluded in the following quantitative analysis. The multiple 

correlation coefficient was selected for a further groupwise analysis, in order to 

take a correlation among the parameters into the consideration. It was followed 

by a justification of a use of Pearson correlation coefficient as a sensitivity meas-

ure when the QoI, an outcome of non-linear process, was considered as output 

data for the sensitivity analysis. It was confirmed that the QoIs at the installed 

detector locations could be divided by identical two groups, which was con-

firmed in correlation matrix, depending on their dependency on specific group 

of input parameters.  

In Chapter 4, uncertainty analyses were carried out with an identical methodol-

ogy used in Chapter 3 at different condition. Another zero-power reactor, AKR-

2, was considered when the neutron noise was induced by rotating absorber and 

vibrating absorber according to the experimental campaigns at the reactor. Dif-

ferent from the COLIBRI experiment at CROCUS reactor, the conditions of ex-

periments at AKR-2 have been modified remarkably through the two experi-

mental campaigns carried out in the context of CORTEX project. Thus, the anal-

yses were repeated twice to cover both experimental campaigns. The nuclear data 

and noise source data (which are related to the description of the noise source) 

were considered as input parameters. A complexity of AKR-2 core modeling with 

CORE SIM+ increased a computational cost, therefore, the smallest sample size 

(93) which meets the percentile/confidence level criterion of 95 %/95 %  for 

Wilks’ formula two-sided limits was considered. Due to the small sample size, 

the computational scheme using multiple correlation coefficient was excluded, 

but the sensitivity analysis was carried out with qualitative approach and partial 

quantitative approach–only with the parameters belonging to a group of noise 

source data. Throughout the analyses, the uncertainties of QoIs were obtained 

and the most influential parameters to the QoIs were identified in connection 

with correlation information among the neutron noises at the installed detector 

locations. 
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In Chapter 5, a series of sensitivity analyses were conducted at Swiss pre-Konvoi 

reactor at a level of preliminary research. This work was aimed to confirm that 

the pre-developed methodology at small-sized zero-power reactors is applicable 

to a case in the power plant. An imaginary event that neutron noise is induced by 

one fuel assembly oscillation was considered at various core conditions (with 

respect to fuel loading pattern and fuel enrichment). From the analysis using 

qualitative approach at BOC 40, it was confirmed that the neutron noise was 

mainly driven by the noise source parameters, that is, oscillating amplitude, os-

cillating frequency and location of noise source. The following quantitative anal-

ysis focused on calculating sensitivity index of these three parameters, this strat-

egy with considering only three parameters is also applied to the analyses at the 

rest core conditions (EOC 39 and 40). According to the results, the location of 

noise source increased its contribution to neutron noise remarkably when the fuel 

burnup was developed, while a modification of fuel loading pattern did not lead 

to any remarkable change in results. A difference in static flux gradient within 

the uncertainty range of “location of noise source” was considered as a main 

reason for the confirmed “fuel burnup” effect, owing to its contribution to the 

magnitude of noise source as a “weighting factor”. Consequently, the methodol-

ogy structured at zero-power reactors was reasonably well adopted to an analysis 

at power plant, and a probable future task was suggested based on a detected 

limitation in current study. 

6.2 Future Work 

Due to a limited duration of PhD work, a few points remain as “not fully ex-

plained” and have to be left behind as future tasks. 

In Chapter 3.5.3.2, the groupwise analysis by calculating multiple correlation 

coefficient was recommended in sensitivity analysis, since a large number of 

“correlated” parameters are involved. However, because of relatively expensive 

computational cost taken at group constant generation with Serpent, the total 

number of sample size which can be generated within a certain time has been 

limited. The number of samples was not large enough to build a faithful VCM, 

resulting in a decreased reliability of obtained sensitivity indices. As the 
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following test in Chapter 3.5.3.2 suggested, increased sample size can predict 

precise VCM within grouped parameters and enables to make reliable quantita-

tive analysis. The sample size can be increased either by direct increase of a num-

ber of code execution with high performance computing or by prediction with 

machine learning techniques. However, in case of using machine learning, a pre-

cision of considered surrogate model should be further discussed. 

Another future work is related to a “phase shift” when a fuel assembly vibrates 

at power plant, which was described in Chapter 5.4.3. By nature, out-of-phase 

behavior between two core regions around a vibrating fuel assembly was pre-

dicted by CORE SIM+. The location of vibrating fuel assembly determined a 

boundary between two core regions, and its perturbation resulted in a perturba-

tion of boundary with affecting the phase signals at the installed detector loca-

tions. This discontinuity within the obtained output data (neutron noise) hindered 

a further analysis, especially with a selected sensitivity measure in this study. 

Thus, it is recommended to understand the details of confirmed phenomena and 

to look for feasible improvements in analyses. First, carrying out a series of ex-

periments can be helpful to verify the confirmed phenomena, by demonstrating 

that a phase boundary is indeed strongly affected by a perturbation of “location 

of exact noise source” (other parameters should remain as identical during the 

process). When the experiments present the identical pattern as it is confirmed 

from simulation, it can be used as additional evidence that the location of noise 

source becomes the most influencing parameter at the area near the phase bound-

ary. Additionally, it can be suggested to adopt a reliable uncertainty of “location 

of vibrating fuel assembly” to the simulation, since the neutron noise is con-

firmed as reacting sensitively to this parameter. Thus, a design uncertainty of fuel 

rods’ initial location (along the vibrating direction) can be investigated through 

the random measurements of installed fuel rods at a stage of experiment prepa-

ration. Applying this reliable uncertainty to a simulation is expected to enhance 

the accuracy of simulated neutron noise behavior at all installed detector loca-

tions, consequently, the accuracy of obtained sensitivity index. 

The last suggestion on future work is a realistic involvement of reactor design 

parameters into the simulations. Rather than to the zero-power reactors, this is 

more relevant to the nuclear power plants where the reactor parameters, such as, 
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fuel/coolant temperature and fuel compositions, are changing dynamically dur-

ing the operation. By using other types of noise simulator which can model the 

feedback effects and varying spatial power distributions in a core (i.e., radial and 

axial peaking factor), the effect of reactor design parameters to the neutron noise 

can be reflected properly. However, this task requires a proper simulator and ap-

propriate data post-processing. For example, when using time domain code, a 

signal processing with applying Fourier transform to output data (neutron flux) 

is necessary to focus on the noise behavior. Additionally, in case that the noise 

simulator does not implement linear approximation as CORE SIM does, a use of 

correlation/regression coefficient as a sensitivity measure does not valid anymore, 

accordingly, a proper measure should be investigated (e.g., variance-based coef-

ficient). 

6.3 Concluding Remarks 

This PhD study focused on building a comprehensive methodology for uncer-

tainty analyses in neutron flux oscillating condition. The novelty of this thesis 

can be pointed out with the fact that most researches on uncertainty analyses for 

the nuclear reactor physics applications have been focusing on criticality, burnup 

calculation and safety-related reactor transient so far. Namely, the trial is still new 

and encourages further related studies by emphasizing the importance of the out-

come. As it is suggested in a previous section, there still exist the points which 

need to be explained and improved. In addition to this, each step of the process 

can be optimized by considering more types of noise sources and reactors, which 

can enhance a flexibility that the current methodology has. 

  



. 

Appendix A 

Distribution of Two-group Constants 

This chapter summarizes distribution information of two-group constants ob-

tained from the perturbed nuclear data at three different reactors considered in 

this PhD work. 

A.1 CROCUS Reactor 

Figure A.1~Figure A.7 are the histograms of two-groups constants based on 300 

samples, which are considered in uncertainty analysis at CROCUS reactor [93]. 
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c. Control rods region under the 

water level 

d. Reflector region under the 

water level 

  

e. UO2 region above the water 

level 

f. Umetal region above the water 

level 

  

g. Control rods region above the 

water level 

h. Reflector region above the 

water level 

Figure A.1: The histogram of fast diffusion coefficients perturbed for 300 times  
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a. UO2 region under the water 

level 

b. Umetal region under the water 

level 

  

c. Control rods region under the 

water level 

d. Reflector region under the 

water level 

  

e. UO2 region above the water 

level 

f. Umetal region above the water 

level 
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g. Control rods region above the 

water level 

h. Reflector region above the 

water level 

Figure A.2: The histogram of thermal diffusion coefficients perturbed for 300 

times  
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level 
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c. Control rods region under the 

water level 

d. Reflector region under the 

water level 

  

e. UO2 region above the water 

level 

f. Umetal region above the water 

level 

  

g. Control rods region above the 

water level 

h. Reflector region above the 

water level 

Figure A.3: The histogram of fast absorption cross-sections perturbed for 300 

times  
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a. UO2 region under the water 

level 

b. Umetal region under the water 

level 

  

c. Control rods region under the 

water level 

d. Reflector region under the 

water level 

  

e. UO2 region above the water 

level 

f. Umetal region above the water 

level 
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g. Control rods region above the 

water level 

h. Reflector region above the 

water level 

Figure A.4: The histogram of thermal absorption cross-sections perturbed for 

300 times  
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c. Control rods region under the 

water level 

d. Reflector region under the 

water level 

  

e. UO2 region above the water 

level 

f. Umetal region above the water 

level 

  

g. Control rods region above the 

water level 

h. Reflector region above the 

water level 

Figure A.5: The histogram of fast nu-fission cross-sections perturbed for 300 

times  
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a. UO2 region under the water 

level 

b. Umetal region under the water 

level 

  

c. Control rods region under the 

water level 

d. Reflector region under the 

water level 

  

e. UO2 region above the water 

level 

f. Umetal region above the water 

level 
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g. Control rods region above the 

water level 

h. Reflector region above the 

water level 

Figure A.6: The histogram of thermal nu-fission cross-sections perturbed for 

300 times  
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c. Control rods region under the 

water level 

d. Reflector region under the 

water level 

  

e. UO2 region above the water 

level 

f. Umetal region above the water 

level 

  

g. Control rods region above the 

water level 

h. Reflector region above the 

water level 

Figure A.7: The histogram of removal cross-sections perturbed for 300 times  

A.2 AKR-2 Reactor 

Figure A.8~Figure A.14 are the histograms of two-groups constants with 93 sam-

ples, which are considered in uncertainty analysis at AKR-2 [103]. The infor-

mation of each universe is described in Figure 4.2. 
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a. Universe 1 b. Universe 2 

  

c. Universe 3 d. Universe 4 

  

e. Universe 5 f. Universe 6 
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g. Universe 7 h. Universe 8 

  

i. Universe 9 j. Universe 10 

  

k. Universe 11 l. Universe 12 
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s. Universe 19 t. Universe 20 

Figure A.8: The histogram of fast diffusion coefficients perturbed for 93 times  
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q. Universe 17 r. Universe 18 

  

s. Universe 19 t. Universe 20 

Figure A.9: The histogram of thermal diffusion coefficients perturbed for 93 

times  
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Figure A.10: The histogram of fast absorption cross-sections perturbed for 93 

times  
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s. Universe 19 t. Universe 20 

Figure A.11: The histogram of thermal absorption cross-sections perturbed for 

93 times  

  

a. Universe 1 b. Universe 2 

Figure A.12: The histogram of fast nu-fission cross-sections perturbed for 93 

times  
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a. Universe 1 b. Universe 2 

Figure A.13: The histogram of thermal nu-fission cross-sections perturbed for 

93 times  

  

a. Universe 1 b. Universe 2 

  

c. Universe 3 d. Universe 4 

1.56E-1 1.57E-1 1.58E-1 1.59E-1 1.60E-1 1.61E-1 1.62E-1
0.00

0.05

0.10

0.15

0.20

0.25

 

 

R
e

la
ti

v
e

 F
re

q
u

e
n

c
y

Thermal nu-Fission Xsec [cm-1]

1.56E-1 1.57E-1 1.58E-1 1.59E-1 1.60E-1 1.61E-1 1.62E-1
0.00

0.05

0.10

0.15

0.20

0.25

 

 

R
e
la

ti
v

e
 F

re
q

u
e

n
c

y

Thermal nu-Fission Xsec [cm-1]

4.85E-2 4.95E-2 5.05E-2 5.15E-2 5.25E-2
0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

 

 

R
e

la
ti

v
e

 F
re

q
u

e
n

c
y

Removal Xsec [cm-1]

4.8E-2 4.9E-2 5.0E-2 5.1E-2 5.2E-2
0.00

0.05

0.10

0.15

0.20

0.25

0.30

 

 

R
e

la
ti

v
e

 F
re

q
u

e
n

c
y

Removal Xsec [cm-1]

2.62E-3 2.66E-3 2.70E-3 2.74E-3 2.78E-3
0.00

0.05

0.10

0.15

0.20

0.25

 

 

R
e

la
ti

v
e

 F
re

q
u

e
n

c
y

Removal Xsec [cm-1]

1.93E-3 1.96E-3 1.99E-3 2.02E-3 2.05E-3
0.00

0.05

0.10

0.15

0.20

 

 

R
e
la

ti
v

e
 F

re
q

u
e

n
c

y

Removal Xsec [cm-1]



AKR-2 Reactor 

 

 

219 

  

e. Universe 5 f. Universe 6 

  

g. Universe 7 h. Universe 8 

  

i. Universe 9 j. Universe 10 
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k. Universe 11 l. Universe 12 

  

m. Universe 13 n. Universe 14 

  

o. Universe 15 p. Universe 16 
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q. Universe 17 r. Universe 18 

  

s. Universe 19 t. Universe 20 

Figure A.14: The histogram of removal cross-sections perturbed for 93 times  

A.3 Swiss 3-loop Konvoi Reactor 

Three different core conditions are considered with various fuel enrichment and 

burnup condition [33]. The histograms of nuclear data, as shown in Figure A.15 

~ Figure A.17, are made with 300 data sets.  

Case 1: 5.06 % − wt & 0 MWd/t 
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a. Fast diffusion coefficient b. Thermal diffusion coefficient 

  

c. Fast absorption cross-section 
d. Thermal absorption cross-

section 

  

e. Fast nu-fission cross-section 
f. Thermal nu-fission cross-sec-

tion 
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g. Removal cross-section  

Figure A.15: The histogram of two-group constants at fuel condition of 

5.06 % − wt & 0 MWd/t 

Case 2: 5.06%-wt & 30 MWd/t 

  

a. Fast diffusion coefficient b. Thermal diffusion coefficient 
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c. Fast absorption cross-section 
d. Thermal absorption cross-

section 

  

e. Fast nu-fission cross-section 
f. Thermal nu-fission cross-sec-

tion 

 

 

g. Removal cross-section  

Figure A.16: The histogram of two-group constants at fuel condition of 

5.06 % − wt & 30 MWd/t 

Case 3: 4.9 % − wt & 0 MWd/t 
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a. Fast diffusion coefficient b. Thermal diffusion coefficient 

  

c. Fast absorption cross-section 
d. Thermal absorption cross-

section 

  

e. Fast nu-fission cross-section 
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g. Removal cross-section  

Figure A.17: The histogram of two-group constants at fuel condition of 

4.9% − wt & 0 MWd/t 
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