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Abstract 

Regulated amino acid metabolism has evolved as a mechanism to control and limit immune 

responses. Immune cells can upregulate the expression of distinct amino acid-metabolizing 

enzymes to provoke a local depletion of amino acids and the simultaneous generation of 

metabolites, which can both contribute to immunoregulatory effects. One of these enzymes is 

IL4i1, a secreted L-amino acid oxidase (LAAO) catalyzing the oxidative deamination of 

aromatic amino acids generating the respective α-keto acids, hydrogen peroxide (H2O2) and 

ammonia. IL4i1 was found to impair T cell responses and promote the emergence of regulatory 

immune cell subsets. In the context of cancer, IL4i1 is often expressed in tumor-associated 

myeloid cells and linked to cancer progression and poor prognosis. However, the mechanisms 

by which IL4i1-dependent amino acid metabolism controls the biology of immune and cancer 

cells remain poorly understood. As LAAO homologues of IL4i1 are evolutionarily conserved 

and can for example be found in snake venoms, I used a comparative approach to better 

understand IL4i1 and LAAO biology. Generation and testing of recombinant mammalian IL4i1 

and a cobra (Naja naja) venom LAAO suggested divergent functions of the related enzymes. 

While the snake venom LAAO killed cells by fast production of H2O2, mammalian IL4i1 

generated sub-lethal amounts of H2O2 and instead promoted cellular protection from redox 

stress. Specifically, IL4i1-mediated amino acid metabolism protected cells from ferroptosis, a 

form of oxidative cell death characterized by uncontrolled, iron-dependent membrane lipid 

peroxidation. Mechanistically, the α-keto acids generated by IL4i1 from tryptophan and 

tyrosine, indole-3-pyruvate (I3P) and 4-hydroxyphenylpyruvate (4HPP) respectively, conferred 

cellular protection by free radical scavenging and the stimulation of anti-oxidative gene 

expression involving the activation of the Nrf2 pathway. Additionally, I observed that I3P can 

activate immunoregulatory aryl hydrocarbon receptor (AhR) signaling; however, this was 

dispensable for the anti-ferroptotic effect of the metabolite. Overall, the results of my work 

suggest that IL4i1-mediated amino acid metabolism in the extracellular space can generate a 

ferroptosis-suppressive environment, which may contribute to the enzyme’s pro-tumorigenic 

effect.  

To study and mechanistically dissect the interplay between IL4i1 secreting immune cells and 

different cells in their microenvironment, more complex in vitro models containing cells 

endogenously expressing IL4i1 are required. Macrophages and dendritic cells (DCs) appear 

to be the main IL4i1 producing cells in the tumor microenvironment, but the knowledge about 

the expression and regulation of IL4i1 in these myeloid cell types, especially on protein level 

is limited. Therefore, I characterized IL4i1 expression in bone-marrow derived DCs (BMDCs) 

and macrophages (BMDMs). My results show that IL4i1 is expressed in distinct populations of 

BMDCs and highly inducible in BMDMs, which did not exhibit baseline IL4i1 expression (on 



II 
 

protein level). Specifically, the combination of IL4, signaling via STAT6, and NF-κB-activating 

stimuli such as TNF or LPS synergized to activate IL4i1 expression and secretion. These 

findings can serve as basis for future research investigating the interplay of IL4i1-expressing 

myeloid cells and other cells in their environment. 
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1. Introduction 

1.1. Balance between immunity and regulation of immune responses 

The function of the immune system is to protect the organism from infection with bacteria, 

viruses, fungi and parasites. The immune system must recognize and eliminate these 

pathogens but also distinguish harmful pathogens from commensals. Cells of the innate 

immune system recognize molecular patterns that are broadly conserved between pathogens, 

termed pathogen-associated molecular patterns (PAMPs), via receptors including the family of 

toll-like receptors (TLRs) and NOD-like receptors (NLRs), which recognize bacterial 

lipopolysaccharide (LPS) components and many other molecules specific to bacteria, viruses, 

fungi and parasites [1,2]. By contrast, cells of the adaptive immune system, B lymphocytes (B 

cells) and T lymphocytes (T cells), possess highly specific receptors to recognize distinct 

antigens. The diversity of these receptors is constructed by genetic rearrangements during the 

development of B cells and T cells in the primary lymphoid organs, bone marrow and thymus 

respectively [3].  

Stimulation of an immune response eventually leads to the activation of destructive 

mechanisms that aim to neutralize and kill the pathogen or pathogen-infected cells, including 

for example the generation of free radicals like nitric oxide and superoxide, or the induction of 

programmed cell death [4,5]. Therefore, if temporally or spatially dysregulated, the immune 

system can cause severe damage to the specific tissues or the entire organism. Thus, immune 

responses need to be tightly controlled to maintain the delicate balance of effective immunity 

versus the prevention of self-destruction (Figure 1). By extension, the immune system must 

also develop tolerance to self-antigens to avoid autoimmunity characterized by the attacking 

and destruction of the body’s own structures [6]. The genetic rearrangements during B and T 

cell receptor development can not only generate receptors that recognize pathogens but also 

lead to the emergence of receptors that recognize self-antigens. While most self-reactive 

lymphocytes are eliminated during their development [7,8], residual self-reactive lymphocytes 

can egress from the primary lymphoid organs. These self-reactive lymphocytes must be 

controlled to prevent autoimmunity, a process known as peripheral tolerance, which involves 

specialized regulatory immune cells including regulatory T cells (Tregs) or tolerogenic dendritic 

cells (DCs), as well as regulatory cytokine mediators such as IL10 or TGFβ [9,10]. Besides the 

prevention of autoimmunity, immunoregulatory processes are required for the termination of 

inflammatory processes to limit overshooting immune responses and to allow wound healing. 

Uncontrolled release of pro-inflammatory cytokines, a so-called cytokine storm, can lead to 

multiorgan failure and death [11]. Moreover, effective immunoregulatory mechanisms are 

essential for successful organ transplantation since the undesirable activation of immune 

responses against the graft tissue leads to transplant rejection [6]. However, while it is required 
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to limit immune responses to prevent self-damage, loss of the balance favoring 

immunoregulatory pathways can also be detrimental since the immune system’s function to 

control infectious diseases and to eliminate pathogens can be corrupted leading to 

uncontrollable pathogen spread and chronic infections. Additionally, in cancer, tolerogenic 

processes in the tumor micro environment (TME) reduce immune responses towards 

malignant cells facilitating tumor progression [12].  

Cells and pathways involved in the modulation of immune responses therefore represent a 

vast array of existing and promising new targets for the treatment of several diseases. While 

for organ transplantation and treatment of autoimmune diseases therapies aim to limit 

immunity and enforce immunoregulatory mechanisms, approaches targeting the immune 

system in cancer therapy aim to restore immune responses towards the tumor tissue by 

blocking regulatory pathways. Prominent examples for molecules currently targeted in cancer 

immunotherapy are Cytotoxic T-Lymphocyte-Associated Protein 4 (CTLA-4) and Programmed 

Cell Death Protein 1 (PD-1), two proteins expressed on the surface of T cells and associated 

with the activation of regulatory immune checkpoints [13]. Yet, inhibition of these immune 

checkpoints is only effective in a subset of cancer patients and the treatments can be 

associated with the occurrence of severe adverse events [14,15]. Nevertheless, further 

immunoregulatory pathways exist and may include additional targets that can be exploited for 

the treatment of cancer or further diseases.  

 

Figure 1 Balance of immune responses 

 

1.2. Immune regulation by amino acid metabolism 

Regulated amino acid metabolism in immune cells has evolved as one way of contributing to 

the control of immune responses. 9 of the 20 proteinogenic amino acids are essential, meaning 

that we cannot produce them and therefore require their uptake by nutrition. The requirement 

of nutrient uptake from an external supply is termed auxotrophy. Most cells of the immune 

system are also auxotrophs for many of the non-essential amino acids [16]. Amino acid 

availability can therefore represent an important factor controlling immune cell activity. In 
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immunoregulatory pathways, arginine (Arg) and tryptophan (Trp) represent key regulatory 

hubs as immune cells, mostly myeloid cells, can control the expression of enzymes 

metabolizing Arg and Trp (Figure 2). These enzymes are highly regulated and comprise the 

Arg metabolizing enzymes inducible nitric oxide synthase (iNOS), arginase-1 and arginase-2 

(Arg1 and Arg2), and the Trp metabolizing enzymes indoleamine 2,3-dioxigenases IDO1 and 

IDO2 [16]. Another regulatory enzyme involved in amino acid metabolism is interleukin 4 

induced 1 (IL4i1), which in contrast to the other enzymes is a secreted protein, suggesting that 

it acts in the extracellular space. IL4i1 is also an exception to the ‘Arg-Trp’ rule, since its main 

substrate was described to be phenylalanine (Phe) [17]. However, IL4i1 also metabolizes Trp 

and recent research by us and others suggests that Trp metabolism is central to key effects of 

IL4i1 [18,19].  

To understand how amino acid metabolism by these enzymes regulates immune responses, 

we have to consider that two potentially regulatory processes happen at the same time: On 

one hand, the enzymes deplete their amino acid substrate(s) from the local environment and 

on the other hand they generate products that can serve as downstream mediators of 

immunomodulatory effects. While the depletion of amino acids can lead to the activation of 

common stress sensing pathways, the generated metabolites are specific for each enzyme 

and can activate distinct immunoregulatory downstream signals. These concepts are 

developed further in the following sections of my thesis. 

 

Figure 2 Immunoregulatory amino acid-metabolizing enzymes expressed by immune cells 

Overview of amino acid-metabolizing enzymes expressed by immune cells and the catalyzed reactions leading to 

local amino acid depletion and enrichment of metabolites, which can both contribute to the immunoregulatory 

effects. 



4 
 

1.2.1. Arginine metabolism in myeloid cells by inducible nitric oxide synthase and 

arginases 

Arg metabolism by inducible enzymes has most extensively been studied in macrophages over 

the last decades [16]. Expression of inducible nitric oxide synthase (iNOS; also NOS2) and the 

following generation of nitric oxide (NO) is an important marker of the pro-inflammatory M1 

macrophage phenotype [20]. iNOS, as well as other NOS enzymes, catalyzes the degradation 

of Arg to produce NO and citrulline. However, while the other NOS isoforms NOS1 and NOS3 

are constitutively expressed at low levels in different cell types, iNOS can be induced by 

different pro-inflammatory stimuli such as TLR agonists, IFNγ and TNF, and subsequently 

metabolizes Arg [21]. The production of NO in myeloid cells is important for the killing of 

microbes, especially intracellular bacteria, and additionally serves several signaling functions 

[22]. Although iNOS expression is strongly associated with the pro-inflammatory M1 

macrophage phenotype, it also mediates immunoregulatory effects. NO generation can 

interfere with T cell activation at the level of the IL2 receptor signaling cascade [23,24] and is 

suggested to be involved in negatively regulating the emergence of further inflammatory 

M1-polarized macrophages [25]. High levels of NO however can also mediate toxic effects 

towards the producer cells e.g. by poisoning the respiratory chain which forces the cells to 

switch to glycolytic metabolism in order to survive [26-28]. iNOS activity can be regulated by 

upregulation of arginase expression in macrophages leading to competition for available Arg 

[27,29,30], which may be advantageous for iNOS-expressing cells but can also lead to 

insufficient host responses to pathogens as observed in Mycobacterium tuberculosis infections 

[29]. In terms of Arg metabolism in macrophages, the field often encounters a general 

misconception [16]: Arg metabolism in macrophages is often considered as a dualistic process, 

where pro-inflammatory M1 macrophages express iNOS to generate NO, whereas the 

‘alternatively activated’ M2 macrophages associated with type-2 immunity (e.g. in parasite 

infections, allergy or tissue repair) express Arg1 to hydrolyze Arg [31,32]. However, as 

mentioned above, Arg1 is also expressed in M1-type macrophages, and its expression is often 

much higher than in M2 macrophages (which do not express iNOS) [27]. In M1 macrophages, 

Arg1 expression is mediated by combinations of IL6, G-CSF and IL10 via the transcription 

factor STAT3 [27,30]. Thus, Arg1 can limit iNOS activity by competing for the intracellular Arg. 

Nevertheless, in mice, Arg1 expression is strongly linked to the regulation of type-2 immune 

responses and also induced by the IL4/IL13 signaling pathway via STAT6 which is also 

promoting the emergence of M2 macrophages [20].  

Arginases catalyze the hydrolysis of Arg while generating ornithine and urea. While Arg1 is a 

cytosolic enzyme, Arg2, the second arginase isoform, is localized in mitochondria [33]. Arg1 is 

essential for survival as it is required for ammonia detoxification via the urea cycle [34]. The 

generation of mice with a macrophage-specific deletion of Arg1 was used to investigate 
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functions of the enzyme in immune responses [29,35]. Arg1 expression in macrophages upon 

infections associated with Th2 responses and M2 polarized macrophages such as 

Schistosoma mansoni infection limits tissue damaging T cell responses by inhibiting T cell 

proliferation, promoting Treg emergence and suppressing Th17 cell differentiation [35,36]. T 

cell proliferation could be restored by increased levels of Arg, suggesting that Arg depletion is 

the main effector pathway mediating the regulatory effects [35]. Indeed, other studies report 

that Arg1-mediated regulation of immune responses, especially T cell responses, is due to Arg 

depletion [37-40]. Sensing and downstream effects of Arg deprivation will further be described 

in section 1.2.3. Compared to Arg1, the role of the mitochondrial Arg2 isoform in 

immunoregulation has not been studied as extensively. However, Arg2-deficient mice exhibit 

increased plasma levels of Arg arguing that the enzyme is also contributing to the regulation 

of Arg levels [41]. Yet, our current knowledge of the regulation of Arg2 in immune cells is 

limited. A recent study reported the upregulation of Arg2 by IL10 in macrophages encountering 

LPS, which was linked to anti-inflammatory metabolic reprogramming of the cells [42]. 

Moreover, during maturation of dendritic cells Arg2 levels are repressed by microRNA155 

(miR155). Loss of miR155 causes increased Arg2 expression, which in turn limits T cell 

proliferation by Arg depletion [43], suggesting that both arginase isoenzymes mediate 

immunoregulatory effects via arginine depletion. The generation of ornithine by arginases may 

also be involved in tissue repair and wound healing processes [44], but the direct regulation of 

immune cells by arginases has mainly been linked to the deprivation of Arg. This can serve 

two important modulatory functions consisting of 1) the limitation of potentially toxic NO 

generation under conditions where iNOS is upregulated and 2) the regulation of T cell 

responses by activating pathways that sense the limitation of amino acids (described in 1.2.3). 

1.2.2. Tryptophan metabolism by indoleamine 2,3-dioxigenases 

Alongside with Arg metabolism, the degradation of Trp represents a main regulatory node in 

control of immune responses. The two heme-dependent enzymes IDO1 and IDO2 catalyze 

the oxidation and thereby the breakage of the Trp indole ring. This leads to the generation of 

N-formyl-kynurenine, which is rapidly deformylated into kynurenine, serving as the basis for 

the generation of further downstream kynurenine metabolites, such as kynurenic acid, 3-

hydroxykynurenine or 3-hydroxyanthranilic acid in the so-called kynurenine pathway (Figure 

3). Moreover, kynurenines can be converted into quinolones which are required for de novo 

NAD+ biosynthesis [45]. A further enzyme that can catalyze the same reaction as IDOs is the 

tryptophan dioxygenase (TDO2), which is mainly expressed in the liver (in normal physiology) 

where it is responsible for ~90 % of nutritional Trp degradation [46]. However, TDO2 

expression in various cancer tissues, is associated with tumor immune resistance [47]. The 

genes encoding IDO1 and IDO2 are located in a tandem arrangement on the same 

chromosome, suggesting they may have evolved from a common ancestral gene [48,49]. Yet, 
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compared to IDO1, IDO2 exhibits a much lower catalytic activity (Km 500 – 1000 fold lower) 

[48]. IDO1 expression is inducible in a broad range of tissues and is frequently found in myeloid 

immune cells, including different subsets of DCs, myeloid-derived suppressor cells (MDSCs) 

and macrophages [50-55]. IDO2 expression was initially found in kidney, epididymis, testis and 

liver [56], but may also be expressed in activated B cells and DCs [49,57] . In the context of 

immune regulation, the role of IDO2 is not very well understood and controversially discussed 

since IDO2 expression was also found in the context of autoimmunity [58]. Moreover, it is 

possible that IDO2 mainly acts independent of its weak enzymatic activity [59,60]. In contrast, 

IDO1-dependent immunoregulatory mechanisms were well characterized over the last three 

decades. IDO1 is highly inducible in various tissues and the strongest regulation of IDO1 

expression is mediated by interferons (IFNs), especially IFNγ, via the transcription factor 

STAT1 which can induce thousands of fold increases in IDO1 transcript amounts [45,61]. 

Furthermore, CTLA-4 binding to CD80/CD86 on DCs can upregulate IDO1, which can occur 

in an IFNγ-dependent and independent manner [62,63]. While IDO1-mediated Trp depletion 

was first described to interfere with intracellular pathogen growth in the 1980s [64-66], the 

immunoregulatory potential of IDO1 was discovered later in the 1990s. Based on the use of 

first generation IDO inhibitors, Munn et al. proposed that IDO1-dependent Trp metabolism was 

required for immune tolerance in pregnancy towards allogenic fetuses [67] and additionally 

linked the catalytic activity of IDO1 to the limitation of T cell proliferation [68]. Yet, these early 

discoveries on IDO1 need to be interpreted with caution as there are doubts about the efficacy 

and specificity of the IDO1 inhibitor 1-methyl-tryptophan [61,69] and mice lacking both, IDO1 

and IDO2, do not show breeding defects [57,70]. Nevertheless, since the first studies by Munn 

and colleagues, many studies manifested the important role of IDO1 in regulating immune 

responses, which comprises for example reduced CD8+ T cell proliferation [71-73], promotion 

of Treg differentiation [63,73,74] and suppression of Th17 cells [75,76]. IDO1 does not only 

affect T cell biology but is also involved in immunologic tolerance in macrophages and DCs. 

IDO1 expression is required to mediate a tolerogenic macrophage phenotype in response to 

apoptotic cells [77] and a recent study by Gargaro et al. [53] suggests that IDO1-expressing 

DCs can also induce IDO1 in other DC subtypes to propagate immune tolerance. 

Mechanistically, IDO-dependent immune regulation is mediated by both, depletion of Trp 

(described in detail in the next section) and the generation of kynurenine metabolites, which 

can act via activation of the immunoregulatory aryl hydrocarbon receptor (AhR) pathway 

(described in section 1.2.4). Additionally, IDO1 contributes to immunoregulation by signaling 

functions that do not depend on its enzymatic activity (reviewed by Palotta et al. [78]). Although 

IDO1 is not the focus of this thesis, understanding the complex literature about this enzyme 

and Trp metabolism provided important conceptual clues about IL4i1 biology. 
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1.2.3. Sensing of amino acid depletion and its effects on immune regulation 

Cells integrate information about the availability of amino acids for cell fate decisions such as 

proliferation. Two kinases, general control nonderepressible 2 (GCN2) and mammalian target 

of rapamycin (mTOR), are involved in the sensing of amino acids and also linked to 

immunoregulatory effects. Simplistically, while GCN2 gets activated by amino acid deprivation 

[79], mTOR signaling via the the mTOR complex 1 (mTORC1) is switched off when amino 

acids, especially leucine (Leu) and Arg, are depleted [80-82]. Although the exact mechanisms 

of GCN2 activation are not completely understood, the sensing of increased levels of free, 

uncharged tRNAs (not coupled to an amino acid) is one mechanism involved. Uncharged 

tRNAs can bind to the histidyl-tRNA-synthetase-like domain of GCN2 leading to conformational 

changes of the protein and activation of the kinase domain [83]. Once activated, GCN2 

phosphorylates a serine residue (serine 51 in humans/ serine 52 in mice) of the eukaryotic 

translation initiation factor eIF2α, which blocks the initiation of protein translation by preventing 

the assembly of a functional eIF2–GTP–methionyl-initiator tRNA ternary complex. However, 

while blocking most mRNA translation, reduced availability of ternary complexes paradoxically 

also increases the translation of distinct transcripts associated with stress responses such as 

the transcription factors ATF4 and CHOP [84]. Upregulation of CHOP is suggested to be a 

marker for GCN2 activation in T cells [72], which in turn is proposed to mediate several 

immunoregulatory effects. Early studies from Munn et al. [72] and Rodrigues et al. [37], 

suggested that GCN2-dependent sensing of Trp depletion by IDO1 or Arg starvation 

suppresses T cell proliferation. Notably, the proliferative arrest was not directly caused by the 

lack of the amino acids as missing ‘building blocks’ for protein synthesis as GCN2-deficient T 

cells could still proliferate under these Trp or Arg limiting conditions [37,72]. However, this is 

controversially discussed as other studies could not observe a rescue of T cell proliferation in 

GCN2-deficient T cells under conditions where amino acid availability was restricted [85,86], 

suggesting that further amino acid sensing mechanisms, such as mTORC1 deactivation may 

be involved. Another possibility is that additional signals are required to mediate GCN2-

dependent control of T cell biology. As stated before, we need to consider that 

immunomodulatory, amino acid depleting enzymes simultaneously generate metabolites that 

could contribute to the immunosuppressive effects. This concept is promoted by a study from 

Fallarino and colleagues showing that GCN2-dependent down-regulation of the T cell receptor 

(TCR) ζ-chain induced by IDO1 in CD8+ T cells required a combination of low Trp levels and 

the presence of kynurenines (IDO-dependent Trp metabolites) [73]. In addition, the study 

reported a synergism of low Trp levels and kynurenines on the differentiation of CD25+ Foxp3+ 

regulatory T cells [73]. Moreover, we could recently show that kynurenine can indirectly 

promote GCN2 signaling by competing with cysteine uptake [61]. Thus, it is possible that in 

the context of IDO1, kynurenine generation may be required to support the Trp starvation 
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induced GCN2-activation. Besides direct effects on T cell biology, a study from Halaby et al. 

[87] proposes that GCN2 is driving immunosuppressive macrophage and MDSC function. In 

macrophages, an IDO1-dependent GCN2 activation can induce a tolerogenic phenotype 

characterized by the production of anti-inflammatory IL10 and suppression of IL12 [77]. GCN2 

also promoted increased tumor infiltration by MDSCs upon Arg depletion with pegylated Arg1 

[39]. Thus, GCN2 activation by regulated amino acid metabolism may also contribute to the 

suppression T cell responses by promoting immunosuppressive myeloid cells. 

By contrast to GCN2, the mTORC1 kinase complex integrates information about sufficient 

nutrient availability, including amino acid sufficiency, and thereafter promotes translation and 

cell division. Activated mTORC1 phosphorylates the ribosomal protein p70 S6 kinase (S6K) 

and (hyper)phosphorylates the eukaryotic translation initiation factor eIF4E binding proteins 

(4EBPs), which leads to release of eIF4E for the initiation of cap-dependent mRNA translation 

[88]. Upon amino acid starvation mTORC1 signaling gets deactivated – the extent of the effect 

however depends on the specific amino acid that is depleted. In this regard, withdrawal of Arg 

or Leu most potently suppresses mTOR activity [80]. The importance of mTORC1 in immune 

regulation is highlighted by the fact that rapamycin was found to be an effective 

immunosuppressant even before its target mTOR (mammalian target of rapamycin) was 

discovered [89]. Rapamycin can block the G1- to S-phase transition in IL-2 stimulated T cells 

[90,91] and was found to promote T cell anergy [92]. In line with this, genetic manipulation of 

TORC1 signaling revealed its requirement for the exit of naïve T cells from quiescence and 

proliferation upon antigen stimulation [93]. Additionally, while loss of mTOR in CD4+ T cells 

does not prevent the development of T cells, it promotes the differentiation of Foxp3+ Tregs 

and interferes with the emergence of Th1, Th2 and Th17 effector T cells [94]. Inhibition of 

mTOR signaling via amino acid starvation has been linked to infectious tolerance by Cobbold 

et al. [85]: This study showed that Tregs induce the expression of amino acid-metabolizing 

enzymes, including Arg1, iNOS, IDO1 and IL4i1, in DCs to limit T cell proliferation. Moreover, 

the authors linked the inhibition of mTOR signaling by amino acid starvation (in synergy with 

TGF-β signaling) to Treg differentiation. This suggests that Treg-induced amino acid 

consumption by myeloid cells can propagate the emergence of further regulatory T cells. 

Therefore, the depletion of amino acids from the local environment by upregulation of amino 

acid-metabolizing enzymes represents a powerful way of regulating immune responses. 

Signals of limited amino acid availability can be integrated by the kinases GCN2 (activated by 

amino acid limitation) and mTOR (inhibited by amino acid limitation) which promote 

immunoregulatory mechanisms such as decreased effector T cell proliferation and modulation 

of T cell differentiation towards regulatory T cell subsets. 
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1.2.4. Regulation of immune responses by kynurenines 

1.2.4.1. The Kynurenine (Kyn) pathway 

Besides amino acid depletion, the metabolites generated by amino acid catabolizing enzymes 

can have immunoregulatory functions. In this regard, kynurenines generated by IDO1 (and 

TDO2) exhibit a potent immunomodulatory potential, which I will address in the following 

sections. The kynurenine pathway is the major Trp-catabolizing pathway in mammals (Figure 

3) [46]: The rate limiting reaction, the oxidative conversion of Trp to N-formyl-kynurenine is 

catalyzed by the IDO or TDO enzymes. N-formyl-kynurenine is then deformylated by the 

arylformamidase, a constitutively-expressed enzyme, to generate kynurenine (Kyn). In the 

main arm of the Kyn pathway, Kyn is converted into 3-hydroxykynurenine (3HK) and further 

into 3-hydroxyanthranilic acid (3HAA). Subsequently, 3HAA is degraded to the instable 

metabolite 2-amino-3-carboxymuconic semialdehyde, which can undergo non-enzymatic 

cyclization to form quinolinic acid (QA), which is used for the biosynthesis of NAD+ or can be 

converted via further enzymatic reactions to picolinic acid. In another arm of the Kyn pathway, 

Kyn is metabolized to kynurenic acid (KynA) which is catalyzed by isoforms of Kyn 

aminotransferase (KAT) enzymes. The latter two metabolites, Kyn and KynA, are endogenous 

ligands of the aryl hydrocarbon receptor (AhR), a key ligand-activated transcription factor 

involved in a multitude of physiological functions including immune regulation [95]. 

 

Figure 3 Overview of the kynurenine pathway adapted from Fiore & Murray [45] 
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1.2.4.2. The aryl hydrocarbon receptor pathway 

The AhR is a ligand-activated transcription factor that is associated with the sensing of 

environmental signals including exogenous environmental toxins, but also endogenous stimuli 

[96]. The receptor was initially discovered to bind the toxin 2,3,7,8-tetrachlorodibenzo-p-dioxin 

(TCDD) [97] and is therefore also known as the dioxin receptor. Although AhR was first 

identified as a receptor involved in the sensing of xenobiotic agents, subsequent research 

revealed that AhR also has physiological ligands that derive from dietary uptake, microbiota, 

or can be generated endogenously [98]. Especially Trp and indole metabolites were found to 

activate the AhR pathway [99]. While most of these ligands seem to be generated by 

microbiota, the expression of IDO/TDO also generates AhR ligands via Trp catabolism. In the 

Kyn pathway, the metabolites Kyn and KynA were found to serve as endogenous AhR agonists 

[100-103].  

When not activated by ligands, AhR is retained in the cytoplasm in a complex consisting of the 

90-kDa heat shock protein (HSP90) [104], the co-chaperone p23 [105], the AhR-interacting 

protein (AIP, also XAP2) [106] and the protein kinase c-Src [107] (Figure 4). Herein, AIP 

binding plays an important role in the regulation of cellular AhR levels as it prevents 

proteasomal degradation of the receptor [108]. AhR ligand binding induces the dissociation of 

the complex, allowing the receptor to translocate into the nucleus. In the nucleus, AhR can 

bind to its co-factor AhR nuclear translocator (ARNT) to induce transcription of target genes 

by binding to the dioxin- or xenobiotic-responsive element (DRE or XRE) [109]. Finally, AhR is 

exported from the nucleus, ubiquitinated and degraded by the proteasome [110]. Target genes 

of AhR include e.g. enzymes that are involved in xenobiotic detoxification such as members of 

the cytochrome P450 family-1 (CYP1) CYP1A1, CYP1A2 and CYP1B1 or NAD(P)H-quinone 

oxidoreductases (NQOs). Thereby, AhR ligands can be detoxified/ degraded, which in turn 

deactivates AhR signaling [111]. A further feedback mechanism limiting AhR signaling is the 

induction of the AhR repressor (AhRR), which itself is an AhR target gene. By directly binding 

to ARNT, AhRR limits the formation of AhR/ARNT heterodimers and thereby interferes with 

the transcriptional activation of AhR target genes [112]. Besides the canonical signaling via 

ARNT, which likely accounts for the majority of AhR-mediated effects, AhR has also been 

found to interact with other transcription factors such as the retinoic acid receptor, 

retinoblastoma protein (Rb), c-Maf or nuclear factor kappa B (NF-κB) [95]. Moreover, there is 

evidence for a non-transcriptional pathway mediated by AhR activation. Ligand binding 

induces the dissociation of the cytoplasmic AhR complex leading to activation and release of 

the c-Src kinase [107,113]. Activated c-Src has been found to phosphorylate IDO1 upon AhR 

activation, which was involved in the development of endotoxin tolerance [103].  
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Figure 4 Scheme of the AhR signaling pathway 

 

1.2.4.3. Immunoregulation via AhR signaling 

AhR signaling is implicated in immune regulation and the control of T cell biology, which is 

mediated directly by signaling within T cells and indirectly by AhR activation in antigen 

presenting cells (reviewed by Gutiérrez-Vázquez [95]). Early research from Kerkvliet et al. 

[114,115] linked AhR activation by TCDD and further xenobiotic AhR ligands to the 

suppression of cytotoxic T cell responses. TCDD-mediated suppression of these cytotoxic T 

cell responses also required AhR expression in CD4+ T cells [116], which could subsequently 

be explained by the discovery that AhR signaling promotes the induction of regulatory T cells 

[117,118]. Regarding CD4+ T cell differentiation, AhR activation is associated with the 

emergence of regulatory Foxp3+ Tregs and Foxp3- IL10+ type 1 regulatory T cells (Tr1) but 

also with the differentiation of the inflammatory Th17 cell subset [118-123]. However, a study 

from Gagliani et al. [124] reported AhR-dependent conversion of Th17 cells into IL10-

producing Tr1 cells, suggesting that AhR signaling is involved in Th17 plasticity and may 

therefore have a role in the limitation of Th17-mediated inflammation. In line with these 

regulatory effects, AhR activation in vivo promoted transplant tolerance [125] and protective 

effects in mouse models of autoimmune diseases such as experimental autoimmune 

encephalitis (EAE) [126], colitis [127] and diabetes [128]. Yet, Th17-mediated autoimmunity 

has also been observed in association to AhR activation [123], suggesting that under certain 

conditions AhR signaling can accelerate inflammation. Nevertheless, in most of the studies, 
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AhR activation is associated with immunoregulatory effects (reviewed by Gutiérrez-Vázquez 

[95]). As IDO/TDO are the rate-limiting enzymes of the Kyn pathway (Figure 3), they therefore 

also have a pivotal role in the generation of the endogenous AhR agonists Kyn and KynA [100-

103]. Thus, besides Trp depletion, the generation of endogenous AhR agonists is involved in 

the immunoregulatory effects mediated by the enzymes. Kyn-dependent AhR activation 

promotes the differentiation of Treg cells whereas it does not induce the emergence of Th17 

cells [100]. Kyn is associated with reduced T cell proliferation [129] and decreased cytotoxic T 

cell infiltration in human gliomas in an AhR-dependent manner [101]. Moreover, AhR activation 

by Kyn is linked to tolerogenic DC functions. Bessede et al. [103] reported the requirement of 

IDO1 in conventional DCs (cDCs) which mediated AhR activation by Kyn to induce endotoxin 

tolerance. A further interesting aspect regarding the connection between IDO and AhR 

signaling is the fact that IDO1 and IDO2 expression themselves can be induced by AhR 

activation [53,129-131]. Thus, by generating Kyn and the following activation of AhR, IDO 

enzymes can induce their further expression. This feed forward loop is linked to the 

maintenance of IDO expression in tolerogenic DCs [131] and has recently been found to 

promote IDO expression and tolerogenic reprograming of other dendritic cell subsets [53] 

(Figure 5).  

 

Figure 5 Feed forward loop of IDO maintenance and propagation of IDO expression via AhR activation 

 

1.2.4.4. AhR independent effects of kynurenines 

Besides the activation of the AhR pathway, Kyn metabolites may have additional effects on 

immune cell physiology; these processes are not very well understood. An important aspect 

seems to be the regulation of cell death and cell survival. The effect of Kyn metabolites has 

most extensively been studied in the context of the nervous system, as Kyn metabolites can 

mediate neurotoxicity but also protective effects, which is considered to partly depend on the 

modulation of the cellular redox balance (reviewed by Mor et al. [132] and Reyes Ocampo et 
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al. [133]). In regard to the immune system, the Kyn metabolites 3HAA and QA were found to 

induce apoptosis in thymocytes and Th1 cell clones at ~10 µM, while on the other hand not 

killing Th2 cells, suggesting that the metabolites mediate a context specific toxicity [52]. 

However, the exact mechanisms underlying apoptosis induction by the metabolites remain 

unclear. As mentioned above, Kyn pathway metabolites may be involved in the regulation of 

the cellular redox state. Many of these Kyn metabolites were found to have anti-oxidative 

properties, including for example free radical scavenging activity, but in other studies the same 

metabolites promoted oxidative stress [132,133]. This suggests that the effects of the 

metabolites may be highly dependent on the cellular context and further research will be 

required to dissect the underlying mechanisms. Recently, we could show that IDO1-dependent 

Trp metabolism could protected tumor cells from ferroptosis (a form of oxidative cell death 

further described in section 1.3) by the generation of the Kyn pathway metabolites Kyn, 3HK 

and 3HAA, which activated anti-oxidative stress pathways and scavenged free radicals [61]. 

Yet, whether these findings are transferable to immune cells such as T cells or myeloid cells 

is currently under evaluation by our group. Nevertheless, as redox homeostasis is involved in 

the regulation of immune responses (reviewed by Gostner et al. [134]), Kyn metabolite-

dependent redox modulation may be a further aspect of Trp metabolism in immunoregulation. 

Taken together, the findings of many studies reveal the potential of Trp metabolism in immune 

regulation, which is not only mediated by the depletion of Trp, but also by the generation of 

immunomodulatory Kyn metabolites. Most importantly, Kyn and KynA can act as ligands of the 

AhR, which for instance promotes regulatory T cell differentiation. Yet, Kyn metabolites may 

also serve further AhR-independent regulatory functions, involving for example the cellular 

redox balance, which however require further investigation. 

1.2.5. Arginine and tryptophan metabolizing enzymes in cancer 

Immunoregulatory mechanisms are essential to prevent autoimmunity and overshooting 

immune responses. However, a strong suppression of the immune response can also have 

detrimental effects. In the context of cancer, chronic inflammation is known to promote the 

development of tumors, while at later stages the evasion of immune responses is considered 

to be a hallmark of cancer [135]. Therefore, it is not surprising that elevated Trp and Arg 

catabolism, which is commonly associated with the TME [136], is linked to decreased immune 

responses towards the tumor by the mechanisms described above (reviewed by Lemos et al. 

[137]). Expression of amino acid-metabolizing enzymes such as Arg1 and IDO1 is found in 

myeloid cells infiltrating the tumor and in tumor-draining lymph nodes, but in tumor or stroma 

cells [137]. Additionally, TDO2 expression, which is usually not found in immune cells, is 

elevated in several tumors [138] and associated with reduced immune response, malignant 

progression and poor survival, especially in malignant brain tumors such as gliomas [101]. In 
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addition to the suppression of the immune response towards tumors, Trp catabolism can also 

directly affect tumor cell biology. IDO1/TDO2-mediated Trp catabolism can enhance tumor cell 

migration, invasiveness and metastasis formation [101,139,140]. Moreover, de novo NAD+ 

synthesis from Trp via the Kyn pathway was found to promote resistance of glioma cells 

towards oxidative stress induced by radiochemotherapy [141]. Taken together, these results 

suggest that immunomodulatory amino acid metabolism can be ‘hijacked’ by cancer cells to 

evade immune responses and drive tumor progression, for example by increasing the tumor 

cell invasiveness and resistance to stress. Therefore, arginases and the IDO/TDO enzymes 

are considered to be targets for cancer therapy [138,142]. Especially inhibition of IDO1 by 

several inhibitors including epacadostat and BMS986205 has been tested in multiple clinical 

trials. However, despite promising data from phase I/II clinical trials, a phase III trial combining 

epacadostat with a PD-1 blocking antibody in metastatic melanoma patients failed and led to 

the termination of other phase III trials that combined BMS986205 with immune checkpoint 

inhibitors [138]. Yet, there is much criticism of the overall study designs, including for example 

the fact that patients in the study have not been tested for IDO1 expression in the tumor or the 

tumor draining lymph nodes [143], suggesting that IDO1 may still represent a promising target 

in cancer therapy.   

1.2.6. The L-amino acid oxidase IL4i1 

Besides iNOS, arginases and IDO enzymes a further amino acid-metabolizing enzyme is found 

to be expressed in immune cells and associated with immune regulation. Thus far, the L-amino 

acid oxidase (LAAO) IL4i1 has not been as extensively studied as the aforementioned 

enzymes. Nevertheless, several studies suggest an involvement of IL4i1 in immunoregulatory 

processes. In contrast to iNOS, arginases and the IDO enzymes, IL4i1 is secreted [17], 

suggesting that the enzyme is active in the extracellular space. In general, LAAOs are dimeric 

enzymes that catalyze the oxidative deamination of L-amino acids generating the respective 

α-keto acids, hydrogen peroxide and ammonia (Figure 6A). Most LAAOs including IL4i1 are 

dependent on the cofactor flavin adenine dinucleotide (FAD) [144]. During the enzymatic 

reaction, the amino acid is first oxidized to form an imino acid intermediate while FAD is 

reduced to FADH2. Subsequently, the imino acid undergoes non-enzymatic hydrolysis 

generating an α-keto acid and ammonia, and FAD is recovered by the generation of hydrogen 

peroxide (H2O2) from molecular oxygen [145] (Figure 6A). The main amino acid substrate 

metabolized by IL4i1 was reported to be Phe, which is converted into the α-keto acid 

phenylpyruvate (PP). However, the other two aromatic L-amino acids tyrosine (Tyr) and Trp 

can also be metabolized by IL4i1 to generate 4-hydroxyphenylpyruvate (4HPP) and indole-3-

pyruvate (I3P) respectively (Figure 6B) [17,19,146]. Another study reports weak IL4i1 activity 

towards Arg [147], suggesting that although IL4i1 clearly exhibits the highest activity towards 

Phe, this amino acid is not the only IL4i1 substrate. 
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Figure 6 Enzymatic activity of L-amino acid oxidases  

(A) Oxidative deamination reaction catalyzed by LAAOs (B) Aromatic α-keto acids generated by IL4i1 

1.2.6.1. L-amino acid oxidases in snake venoms 

LAAOs are found in many different organisms including not only vertebrates but also plants, 

bacteria and fungi, and probably gained most attention as a component of snake venoms [148]. 

Snake venoms consist of many different factors including e.g. phospholipases, 

metalloproteases, three-finger toxins (3FTxs) and LAAOs [149,150]. The percentage of LAAO 

in the total snake venom composition can largely vary within different species and lies between 

1 % in some venoms and 30 % in the venom of the Malayan pit viper (Calloselasma 

rhodostoma) [151]. LAAOs from snake venoms generally exhibit preferential catalytic activity 

towards hydrophobic and aromatic L-amino acids, while showing low affinity for polar and basic 

amino acids [152]. Although phospholipases and 3FTxs, which can independently act as 

neurotoxins, are considered to mediate the major venom effects [150], it is intriguing that the 

occurrence of LAAOs is so conserved in the composition of snake venoms. This indicates that 

the presence of an LAAO is advantageous for venom function. In this regard, snake venom 

LAAOs are associated with hemorrhage, edema and platelet aggregation [152] and several 

studies described cytotoxic and apoptotic effects which are primarily linked to the LAAO-

mediated generation of H2O2 [153-156]. Thus, even though LAAOs may not represent the most 

potent venom components, they likely mediate certain toxic effects.  

Although separated by millions of years of evolution, the sequences of snake venom LAAOs 

and the mammalian LAAO IL4i1 share multiple conserved amino acid residues (Figure 7). The 

function of LAAOs in snake venom also raises questions about the potential toxicity of 

mammalian IL4i1, which can also generate H2O2 by catalyzing the same enzymatic reaction 
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as snake venom LAAOs. Indeed, one study reported that H2O2 production promotes 

antibacterial properties of mammalian IL4i1 [157], an effect that has previously been reported 

for several snake venom LAAOs [158-160]. Despite these observations, IL4i1-mediated 

cytotoxicity towards mammalian cells has not been a focus of research so far and may help to 

better understand the enzyme's function(s). Therefore, one aim of this thesis focused on the 

investigation of the potential toxicity of mammalian IL4i1 in comparison to an LAAO from snake 

venom. 

 

Figure 7 Alignment of snake venom LAAOs with murine and human IL4i1 

Alignment of murine and human IL4i1 (UniProt ID O09046 and Q96RQ9 respectively), Malayan pit viper 

(Calloselasma rhodostoma) LAAO (UniProt ID P81382) and Indian cobra (Naja naja) LAAO, which was investigated 

herein. The authentic Naja naja LAAO sequence was determined by a combination of genetic approaches and 

mass spectrometry, and provided by our collaborators [149]. 
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1.2.6.2. Discovery of IL4i1 and its LAAO function 

IL4i1 was discovered in 1997 by Charles Chu and William Paul [161] as a gene that could be 

induced by IL4 in murine B cells. This led to its name interleukin-four induced gene 1, which 

the authors first abbreviated to ‘Fig1’. However, a few years later another study by the Chu 

group [146] introduced the abbreviation IL4i1 (in accordance with the recommendations from 

the Human Gene Nomenclature Committee), which has been used since then. Chu et al. 

already noted a signal sequence for translation into the endoplasmic reticulum and described 

homology to the LAAO-related monoamine oxidases, particularly in FAD binding domains, 

which led them to speculate that IL4i1 was a secreted FAD binding protein [161]. The 

connection to LAAOs manifested in 2002 with the discovery of the human IL4i1 homolog [162]. 

The authors found up to 43 % sequence identity with other LAAOs, yet at that point there was 

no functional evidence that IL4i1 could act as a LAAO. Chavan et al., also noted that human 

and murine IL4i1 proteins show high identity (79%) within the first 505 amino acids and mainly 

differ in their C-termini (Figure 7). By now we know that the C-terminus displays the most 

variable region between IL4i1 from different mammalian species [144], however its function is 

not yet understood. The study showing that IL4i1 indeed acts as an LAAO was published in 

2004 [146] and revealed that murine IL4i1 preferentially metabolizes aromatic amino acids, 

exhibiting the highest substrate specificity towards Phe. In that study, IL4i1 was proposed to 

be localized in the lysosome. Yet, further research showed that human IL4i1 is secreted [17] 

and also murine IL4i1 was found to be secreted from myeloid cells (Section 4.3., [163,164]. 

Thus, IL4i1 is a secreted protein that can act as an LAAO in the extracellular space.  

1.2.6.3. Expression and immunoregulatory properties of IL4i1 

Two different protein isoforms of murine and human IL4i1 have been reported, which only vary 

in the signal peptide and should therefore lead to the identical secreted protein [144]. The first 

isoform is mainly restricted to lymphoid tissues [161,162], while the expression of isoform 2 

(encoded by transcripts resulting from alternative promoter usage) is found in specific cells of 

testis and brain, such as Sertoli and Purkinje cells [165]. Within lymphoid tissues, IL4i1 

expression is highly regulated in different immune cell subsets and involved in several aspects 

of immunoregulation, which will be described below. Yet, IL4i1-deficient mice, similar to IDO1, 

iNOS and macrophage-specific Arg1-deficient animals, do not spontaneously develop 

autoimmune diseases [16,166,167].  

1.2.6.3.1. Expression and effects of IL4i1 in B cells 

Although IL4i1 was discovered as an IL4-inducible gene in murine and human B cells 

[161,162], B cells are likely not the main producers of IL4i1 [168] and the knowledge of the 

enzyme’s function in this cell type is limited. The expression of IL4i1 in B cells is controlled by 

IL4-receptor signaling via the transcription factor STAT6 [168,169]. Moreover, stimulation with 
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CD40 ligand (CD40L) can further enhance IL4i1 expression in IL4-stimulated B cells, which 

was suggested to depend on NF-κB activation [168]. IL4i1 has been detected in germinal 

center B cells [170], but also in the phagocytic tingible body macrophages residing in germinal 

centers [17,171]. This indicates that IL4i1 in germinal centers could derive from both, B cells 

and macrophages. So far, IL4i1 effects on B cells were mainly investigated in one study from 

Bod et al. [166] comparing WT and IL4i1-deficient mice: The study showed that in vitro, IL4i1 

limited B cell receptor (BCR) stimulation-induced B cell proliferation, by decreasing BCR 

downstream signaling. In vivo, IL4i1-deficient mice showed increased egress of immature B 

cells from the bone marrow. The effects on early B cell development however did not depend 

on IL4i1 expression in these cells as shown by the generation of mixed bone marrow chimeras. 

The IL4i1-producing cells involved in this process have not been identified and remain to be 

uncovered. Furthermore, B cell intrinsic IL4i1 expression resulted in decreased numbers of 

germinal center B cells and reduced plasma cell differentiation, suggesting that IL4i1 can act 

as a negative regulator of B cell responses. 

1.2.6.3.2. IL4i1 in myeloid cells 

Myeloid cells, especially macrophages and DCs, are probably the main IL4i1-producing cell 

types. Accordingly, stimulation of macrophages and DCs yielded in higher levels of IL4i1 

(measured by enzymatic activity) than the stimulation of B cells [168]. IL4i1 is expressed in 

monocyte-derived dendritic cells [17], macrophages residing in granulomas [168], tumor-

associated macrophages (TAMs) [171-173] and microglia [174]. Furthermore, single-cell RNA 

sequencing enabled the detection of distinct macrophage and DC populations exhibiting 

increased IL4i1 expression which are summarized in Table 1. Interestingly, many of the DC 

populations expressing IL4i1 resemble DCs associated with a gene expression program linked 

to maturation/migration (e.g. CCR7, CD40, FSCN1 and RELB) and immunoregulation (e.g. 

CD274 (encoding PD-L1), CD200 and SOCS2), which have been termed ‘mature DCs 

enriched in immunoregulatory molecules’ (mregDCs) [175,176]. mregDCs are proposed to 

develop from both main subsets of conventional DCs (cDCs), cDC1 and cDC2, upon capture 

of cell-associated antigens which is followed by migration into the draining lymph nodes to 

modulate tissue and tumor-specific immunity [175]. These results hint at a potential link 

between antigen uptake and IL4i1 expression. Consistently, IL4i1+ macrophage populations 

identified by single-cell RNA sequencing may be involved in phagocytic processes as recently 

reported by Matusiak et al. [177]. Furthermore, Mulder et al. [55] described a IL4i1+ 

macrophage population (IL4i1_Mac) in TME, which in their study represented the only 

macrophage population expressing genes involved in phagosome maturation. On protein level, 

this may be reflected by the finding that the highly phagocytic tingible body macrophages from 

germinal centers, which control the removal of apoptotic B cells, also stain positive for IL4i1 

[17,171,177]. Whether phagocytosis is driving IL4i1 expression and if IL4i1 detection in distinct 
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macrophage and DC populations by single-cell RNA sequencing is also reflected on protein 

level remains to be investigated.  

IL4i1+ population species context selection of co-expressed genes publication 

mregDC mouse/ human 

non-small-cell lung 

cancer; tumor and non-

involved lung tissue 

Aldh1a2,  Ccl22,  Ccr7, Cd40, Cd83,  

Cd200,  Cd274, Fas, Fscn1, Il4i1, 

Il4ra, Pdcd1lg2, Relb, Socs2 

Maier et al. 

[175] 

DC3 mouse/ human 

non-small-cell lung 

cancer; tumor infiltrating 

myeloid cells 

Ccl22, Ccr7, Cd274, Fscn1, Il4i1, 

Il12b, Marcksl1 

Zilionis et 

al. [178] 

LAMP3+ DCs human 
nasopharyngeal 

carcinoma 

CCL17, CCL19, CCL22, CCR7, CD40, 

CD80, CD83, CD200, CD274, FSCN1, 

IDO1, IL4I1, LAMP3, 

MARCKSL1, PDCD1LG2, SOCS2 

Liu et al. 

[179] 

migratory DC mouse/ human glioblastoma 
Ccr7, Cd200, Cd274, Fscn1, Il4i1, 

Marcksl1, Relb, Traf1 

Pombo 

Antunes et 

al. [180] 

migratory DC mouse dura mater 
Ccl22, Ccr7, Fscn1, Il4i1, Il12b, 

Nudt17, Socs2, Tnfrsf4 

Van Hove 

et al. [181] 

migratory cDC2 mouse 
lung; infection with 

pneumonia virus of mice 

Ccr7, Cdc42ep3, Fabp5, Il4i1, Relb, 

Spint2, Tmem176a 

Bosteels et 

al. [182] 

Il4i1+ cDC2 mouse splenic DCs 
Ccr7, Cd40, Cd274, Fabp5, Fas, Il4i1, 

Relb, Spint2, Tcf7 

Lukowski et 

al. [183] 

IL4i1_Mac human 

normal and tumor tissue 

41 datasets from 13 

tissues 

CCL8, CD38, CD40, CD274, CXCL9, 

CXCL10, CXCL11, IDO1, IL4I1, 

LAMP3, STAT1 

Mulder et 

al. [55] 

phagocytosing 

macrophages 
human 

colon, lymph node, 

tumor microenvironment 

detected in different subpopulations 

associated with phagocytosis in 

benign tissue and malignancy 

Matusiak et 

al. [177]  

 

Table 1 IL4i1 expressing DC and macrophage populations detected by single-cell RNA sequencing 

 

IL4i1 expression in macrophages and DCs is probably regulated by different signaling 

pathways, whose effects are far from being understood. IL4 induces IL4i1 expression in murine 

bone marrow-derived macrophages (BMDMs) [164] and mouse primary microglia [174] and 

may promote the IL4-driven M2 macrophage phenotype by increasing the levels of M2-

assiciated gene expression [164]. In contrast, Marquet et al. did not find increased H2O2 

generation in human monocyte-derived macrophages and DCs upon IL4 stimulation [168]. 

Furthermore, the authors detected IL4i1 expression only in macrophages from sections of 

granulomas associated with IFNγ-dominated Th1 immune responses, but not in granulomas 

from schistosomiasis linked to IL4-dominated Th2 responses. This led Marquet et al. to 

speculate that IL4 is not an inducer of IL4i1 in human myeloid cells [168]. However, IL4 is a 

driver of the mregDC state which is conserved between human and mouse DCs and 

associated with IL4i1 expression [175] (Table 1), suggesting that IL4 may have a context 

dependent effect and contribute to IL4i1 regulation in these DCs. More research will be 

required to elucidate the role of IL4 in the induction of IL4i1 in macrophages and dendritic cells. 

Another IL4i1-inducing mechanism in myeloid cells is IFNγ-signaling via the transcription factor 
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STAT1 [164,168] . This may also be reflected by the IL4i1+ macrophage population detected 

by Mulder et al. [55] in the TME which exhibited clear expression of IFNγ-regulated genes such 

as IDO1 (Table 1). Finally, TLR and TNF signaling, likely via NF-κB, can lead to increased 

IL4i1 expression in myeloid cells [164,168]. Taken together, IL4i1 expression in macrophages 

and DCs may be controlled by several signaling pathways. Yet, whether these pathways 

intersect to drive the expression of the LAAO remains to be investigated. A further unknown 

factor of IL4i1 biology is the timing and regulation of IL4i1 secretion from myeloid cells, which 

could be relevant for IL4i1-mediated downstream effects. 

1.2.6.3.3. IL4i1 and T cells 

Overall, IL4i1 expression is not a general feature of T cells but seems to be strictly limited to 

distinct populations. Nevertheless, IL4i1 secreted by myeloid antigen presenting cells has 

profound effects on T cell biology. It has been suggested that IL4i1 can be secreted into the 

immune synapse that forms between an antigen presenting cell and a T cell [184,185], which 

may lead to high local IL4i1 concentrations. When describing IL4i1 as a secreted LAAO 

expressed by dendritic cells, Boulland et al. [17] noted that IL4i1 decreases CD4+ and CD8+ T 

cell proliferation and leads to downregulation of the TCR ζ chain, an effect that was also found 

to be mediated by IDO1- and Arg1-expressing DCs and macrophages [38,73]. Additionally, 

limitation of T cell proliferation by IL4i1 may be indirectly regulated by an IL4i1-mediated 

increase of IL10 secretion from myeloid cells [164]. IL4i1 is associated with decreased TCR 

downstream signaling [184] and influences the differentiation of CD4+ T cells as IL4i1 promotes 

the differentiation of Foxp3+ Tregs while limiting the emergence of Th1 and Th2 cells [186]. 

Besides limiting CD8+ T cell proliferation in vitro [17], IL4i1 modulates CD8+ T cell responses 

by favoring the activation of high-affinity TCR CD8+ T cells over lower affinity CD8+ T cells 

[187]. Furthermore, IL4i1 is linked to decreased CD8+ T cell responses towards tumors [188], 

suggesting a role of IL4i1 in cancer biology which is further described in section 1.2.6.5.  

A subtype of T cells that is known to express IL4i1 are Th17 cells [189,190]. Within these cells 

IL4i1 expression is dependent on the Th17 master transcription factor RORγt and seems to be 

required for a negative feedback mechanism ensuring the limitation of Th17 emergence [189]. 

This is suggested to be mediated by IL4i1-dependent expression of Tob1, which inhibits T cell 

proliferation and IL2 expression [190]. Thus, by expressing IL4i1 Th17 cells limit their own 

expansion, suggesting that IL4i1 either secreted from myeloid cells or endogenously 

expressed can limit inflammatory T cell responses. This is supported by an in vivo mouse 

model of focal demyelination of the spinal cord, in which IL4i1 promoted remyelination [174]. 

This was suggested to result from decreased T cell activity and correlated to strongly reduced 

IFNγ and IL17 levels [174]. A second T cell subtype that exhibits endogenous expression of 

IL4i1 are the mucosal-associated invariant T (MAIT) cells [185,191,192], which are linked to 
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rapid, innate-like effector responses, including for example killing of cells infected with bacteria 

or viruses [193,194]. As many MAIT cells express RORγt [193], the transcription factor was 

speculated to also drive IL4i1 expression in MAIT cells [185], which however has not been 

experimentally confirmed so far. The function of IL4i1 in MAIT cells is not entirely clear. Bulitta 

et al. [185] observed IL4i1 secretion into the immune synapse between MAIT cells and cells 

that phagocytosed dead bacteria, leading them to speculate that IL4i1 may contribute to MAIT 

cell cytotoxicity by H2O2 production, which has not been experimentally validated. Further 

information about the function of MAIT cell-derived IL4i1 derives from an in vivo study of 

allergic airway inflammation in mice which was limited by MAIT cells [192]. In the animal model, 

IL4i1-expressing MAIT cells suppressed inflammatory IL5 and IL13 secretion from type 2 

innate lymphoid cells (ILC2), which could also be achieved by injecting the mice with 

recombinant IL4i1. Finally, IL4i1 expression was also detected in some regulatory T cells 

[173,195], but its function within these populations remains unclear. Considering the 

immunoregulatory effects of the enzyme, IL4i1 expression may further contribute to the 

maintenance of an immunosuppressive environment. Overall, although not expressed by many 

T cell subtypes IL4i1 is regulating T cell biology by promoting the emergence of regulatory T 

cells while limiting pro-inflammatory T cell differentiation and proliferation. It is possible that 

IL4i1 mainly derives from antigen presenting cells that secrete the enzyme into the immune 

synapse when interacting with T cells.  

1.2.6.4. Mechanisms of IL4i1-mediated immune regulation 

Comparable to other immunoregulatory amino acid-metabolizing enzymes, IL4i1 may regulate 

immune responses by local amino acid depletion and the generation of regulatory products 

(Figure 2). However, the mechanisms underlying the immunoregulatory processes associated 

with IL4i1 are not entirely understood. It needs to be considered that IL4i1 can metabolize 

several amino acids. Besides Phe, the other two aromatic L-amino acids, Tyr and Trp, and 

possibly also Arg can serve as IL4i1 substrates [17,19,146,147]. Thereby, IL4i1 may reduce 

the availability of several amino acids, while simultaneously generating a mixture of different 

α-keto acids, H2O2 and ammonia. Some immunoregulatory effects downstream of IL4i1 may 

depend on the generation of H2O2: For instance, inhibition of T cell proliferation in presence of 

purified IL4i1 could be reversed by addition of catalase, an H2O2 decomposing enzyme [17]. 

Limited B cell proliferation was also observed in presence of H2O2 [166]. Yet, this has not 

directly been linked to IL4i1-mediated B cell inhibition as H2O2 was not depleted under 

conditions where cells were incubated with IL4i1. Nevertheless, the generation of H2O2 likely 

represents one arm of IL4i1-dependent immunoregulation. However, H2O2 production could 

not account for other IL4i1-mediated effects: Decreased TCR signaling [184] and the 

modulation of T cell differentiation [186] were found to be independent of H2O2 generation. 

Instead, increased Treg differentiation might partly depend on Phe depletion, as essential 
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amino acid starvation sensed by mTOR was reported to promote the development of Tregs 

[85]. Indeed, a slight reduction of mTOR signaling was observed when inducing Treg 

differentiation in the presence of IL4i1 [186]. However, it is not clear whether increased levels 

of Phe could reverse IL4i1-mediated effects on T cell differentiation or if GCN2-dependent 

sensing of amino acid deprivation may additionally be involved. A limitation of the studies 

aiming to determine mechanistic basics of IL4i1-mediated effects is that experiments were 

exclusively focusing on Phe catabolism [17,172,184,186]. Although Phe undoubtedly 

represents a substrate of IL4i1, the metabolism of other amino acids may be involved in IL4i1-

mediated effects by further enhancing the sensing of amino acid limitation or via the generation 

of potentially regulatory α-keto acids. When starting my PhD project, PP generated from Phe, 

which so far could not be linked to any IL4i1-dependent immunoregulatory property, was the 

only α-keto acid that had been investigated in studies concerning the mechanistic basis of 

IL4i1-mediated effects [17,172,184,186]. Thus, one objective of my work was a better 

characterization of the downstream cellular effects of α-keto acids generated by IL4i1 including 

not only PP, but also the other aromatic α-keto acids 4HPP and I3P derived from Tyr and Trp 

respectively. Recent studies showed that I3P generated by IL4i1 is another Trp metabolite that 

can activate the AhR [19,196], which is a potent modulator of immunoregulation (1.2.4.3). 

Generation of I3P may therefore additionally contribute to the regulation of immune responses 

by IL4i1. However, it is also suggested that IL4i1 may act independent of its enzymatic activity. 

Aubatin et al. detected interactions between T cells and IL4i1 secreted by myeloid cells [184]. 

As Phe catabolism could not account for the observed reduction of TCR signaling, the authors 

proposed a mechanism independent of IL4i1 catalytic activity involving direct binding of the 

protein to a receptor, which had not been identified. A study from the same group recently 

suggested that a transmembrane serine protease (TMPRSS13) can interact with IL4i1 [197]. 

However, so far there is no evidence that this interaction affects T cell biology. Catalytically 

inactive IL4i1 mutants may represent helpful tools to distinguish between IL4i1 downstream 

effects that require the catalytic activity versus those effects that may potentially be caused by 

direct protein interaction. 

1.2.6.5. IL4i1 in cancer 

Considering 1) the expression of IL4i1 in tumor-associated myeloid cells [171-173] (Table 1), 

2) the immunoregulatory effects of IL4i1 described above and 3) the involvement of other 

amino acid-metabolizing enzymes in the suppression of tumor immunosurveillance, it is not 

surprising that IL4i1 is associated with reduced immune responses towards malignancies 

[19,172,173,188] and poor survival in several cancer types including melanoma, glioma and 

ovarian cancer [19,173,198]. The only known exception of a cancer type in which IL4i1 

expression appears to be favorable are follicular B cell lymphomas, where IL4i1 expression 

was initially detected in TAMs, but also in the neoplastic cells [171]. Yet, as IL4i1 expression 
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also occurs in non-malignant germinal center B cells [170], this may directly depend on the 

physiologic effect of IL4i1 limiting B cell expansion [166], which could outweigh reduced 

immune responses towards the neoplastic cells. Decreased CD8+ T cell control of tumors was 

first described in a melanoma model with ectopic expression of IL4i1, which resulted in 

diminished numbers of cytotoxic CD8+ T cells and reduced IFNγ secretion [188]. 

Subsequently, endogenous IL4i1 expression was found to be detrimental in the context of 

melanoma [172]. Bod et al. showed that genetic IL4i1 deficiency resulted in delayed primary 

tumor formation and reduced metastasis formation in a mouse melanoma model. In this study, 

absence of IL4i1 provoked major changes in the composition of the tumor infiltrating immune 

cells, increasing the fractions of infiltrating T and B lymphocytes while limiting the ratio of 

myeloid-derived suppressor cells and TAMs [172]. Additionally, in melanoma patients’ samples 

high IL4i1 expression correlates with low CD8+ T cell infiltration and increased occurrence of 

FoxP3+ regulatory T cells [172,173]. Analyzing the Cancer Genome Atlas for tumors with high 

and low IL4i1 expression Sadik et al. [19] found that the enrichment of immunosuppressive 

cells such as myeloid-derived suppressor cells and regulatory T cells is a common feature of 

malignancies with high IL4i1 expression. Furthermore, in a mouse model of chronic 

lymphocytic leukemia (CLL) where IL4i1 deficiency correlated with reduced CLL tumor cell 

burden, Sadik et al. [19] observed that IL4i1 also caused increased CD8+ effector T cell 

exhaustion and PD1 expression in addition to increased levels of regulatory T cells. Taken 

together, these studies show that IL4i1 in cancer regulates the composition of tumor infiltrating 

immune cells, decreases the efficiency of effector T cells and is therefore associated with tumor 

immune escape. Thus, Sadik and colleagues [19] termed IL4i1 a ‘metabolic immune 

checkpoint’ which is capable of suppressing adaptive immune responses. Targeting IL4i1 in 

cancer immunotherapy may therefore represent a promising new strategy to restore cancer 

immune control. Besides immunoregulatory effects, IL4i1 may have direct influence on 

controlling cancer cell biology by modulating composition of the metabolic environment. In 

vitro, the IL4i1-generated Trp metabolite I3P enhances glioblastoma cell motility by activating 

AhR signaling [19] and also migration and invasion of ovarian cancer cell lines was promoted 

by IL4i1 [198]. Despite all this fragmentary information, our current knowledge of IL4i1 in the 

context of cancer cell biology is limited. Therefore, a main objective of my thesis was to 

investigate downstream effects of IL4i1 on cancer cells addressing the question how IL4i1-

mediated amino acid metabolism mechanistically contributes to the pro-tumorigenic effects of 

the enzyme. 
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1.3. The oxidative cell death ferroptosis 

A key component of this thesis concerns ferroptosis, an oxidative cell death pathway 

characterized by uncontrolled lipid peroxidation, described 10 years ago by Dixon et al. [199]. 

However, cell death induced by cysteine deprivation, glutathione (GSH) depletion or loss of 

the glutathione peroxidase 4 (GPX4), which can now be clustered under the term ‘ferroptotic 

cell death’, has been reported even earlier [200-202]. Nevertheless, the publication from Dixon 

and colleagues in 2012 marked the beginning of an exponentially growing research field over 

the last 10 years [203].  

Ferroptosis is a consequence of uncontrolled, iron-dependent spreading of membrane lipid 

peroxidation which finally provokes the loss of cell membrane integrity, a late and probably 

essential step in ferroptotic cell death [199,203]. The chemical basis of lipid peroxidation 

occurring within the context of ferroptosis has been extensively reviewed by Conrad and Pratt 

in 2019 [204] (Figure 8): Reactive oxygen species (ROS) that are constantly produced during 

cellular metabolism can initiate the formation of free radicals from phospholipids (PLs) 

containing polyunsaturated fatty acids (PUFAs). These radicals can subsequently react with 

molecular oxygen to form peroxyl radicals (PLOO•). In turn, PLOO• radicals propagate the 

emergence of further PUFA radicals, while iron promotes a Fenton-like reaction to generate 

reactive radicals from the emerging PL peroxides (PLOOH). This can trigger an ‘avalanche-

like’ propagation of lipid peroxidation, which can disrupt the integrity of cell and/or organelle 

membranes, a process discussed to be essential in ferroptotic cell death [203,205]. This 

concept is supported by the observation that ACSL4 and LPCAT3, two enzymes involved in 

the incorporation of PUFAs into membrane phospholipids, sensitize cells to ferroptotic death 

[206,207]. Although the reaction of two PLOO• radicals can terminate their participation in 

further PL peroxidation [204], cells depend on additional ferroptosis-suppressive mechanisms, 

such as the constant detoxification of membrane PLOOHs and the highly reactive PLOO• 

radicals, which are described in the next section.  
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Figure 8 Chemical basis of phospholipid peroxidation adapted from Conrad & Pratt [204] 

In an initiation step, free radicals can absorb a labile hydrogen atom (bound to a carbon atom flanked by C-C double 

bonds) in PLs containing PUFAs. The resulting carbon-centered PL radical (PL•) subsequently reacts with O2 

generating a peroxyl radical (PLOO•). PLOO• radicals can propagate the peroxidation of further PLs containing 

PUFAs (PLOOH), which in a Fenton-like reaction aided by free iron form lipid alkoxyl radicals (PLO•). These can in 

turn act as initiating radicals for the peroxidation of other PLs. While two PLOO• radicals can also react and 

terminate the peroxidation cycle, cells require additional mechanisms to prevent the propagation of PL peroxidation, 

which can ultimately cause a loss of membrane integrity. 

1.3.1. Ferroptosis-suppressive mechanisms 

1.3.1.1. The GPX4 – glutathione – cysteine axis 

To prevent ferroptotic cell death, cells have developed protective mechanisms to interfere with 

the spread of PL peroxidation, which include enzymatic detoxification of PLOOHs and direct 

scavenging of reactive lipid peroxidation intermediates. The major enzyme involved in 

ferroptosis suppression in most cell types is glutathione peroxidase 4 (GPX4), which uses 

glutathione (GSH), the most abundant endogenous antioxidant [208], to enzymatically detoxify 

PLOOHs. GPX4 catalyzes the reduction of PLOOHs to the corresponding alcohols while 

oxidizing the thiol groups of two glutathione molecules resulting in the generation of oxidized 

GSH (GSSG) [209,210]. Notably, like several other related GPX enzymes that have differential 

and cell-type specific functions (e.g., GXP1), the active site of GPX4 contains a single 

selenocysteine residue, which is involved in the redox catalytic activity of the enzyme 

[211,212], indicating the importance of selenium in the control of ferroptosis (reviewed by 

Conrad and Proneth [213]). Decomposition of PLOOHs by GPX4 prevents the iron-dependent 

formation of radical intermediates propagating further PL peroxidation, while loss of GPX4 was 



26 
 

found to cause massive lipid peroxidation and cell death [202], which was discovered even 

before Dixon at al. coined the term ferroptosis [199]. 

A prerequisite for the detoxification of PLOOHs by GPX4 is the sufficient availability of 

intracellular GSH. GSH, which is considered to be the major intracellular antioxidant [208], is 

a tripeptide consisting of glutamate (linked via the γ-carboxyl group), cysteine and glycine. Of 

these amino acids, cysteine is the rate-limiting substrate for GSH synthesis [214]. Thus, 

cysteine availability is the upstream basis of the ferroptosis suppressive GPX4-GSH-cysteine 

axis (Figure 9). The intracellular pool of free cysteine can be maintained by uptake of cystine 

from the extracellular space or endogenous generation via the transsulfuration pathway from 

methionine and serine [215-217]. Many cells depend on the uptake of cystine, the oxidized 

form of cysteine, via the cystine/glutamate antiporter SLC7A11 (also termed xCT) which 

together with its co-factor SLC3A2 forms a transporter complex also known as system Xc
− 

[217,218]. Inside the cell, imported cystine is reduced to cysteine in an NADPH-dependent 

process [219,220] and can consequently serve as substrate for GSH synthesis consisting of 

two enzymatic reactions: First, the glutamate cysteine ligase (GCL) composed of a catalytic 

and a modifier subunit (GCLC and GCLM respectively) catalyzes the generation of 

γ-glutamylcysteine. Subsequently γ-glutamylcysteine is linked to glycine by the GSH synthase 

(GSS) terminating the GSH synthesis [221]. Besides de novo synthesis, GSH can be resolved 

from oxidized GSSG by the NADPH-dependent glutathione-disulfide reductase (GSR) [222]. 

As GPX4-mediated PLOOH detoxification requires the availability of GSH, cellular cysteine 

and GSH homeostasis are essential factors ensuring cell protection from ferroptosis. 

Accordingly, depletion of the intracellular cysteine and/or GSH pool can lead to massive lipid 

peroxidation and ferroptosis [201,223,224]. Importantly, several NADPH-dependent processes 

are involved in the maintenance of cysteine and GSH homeostasis, including the recovery of 

GSH from GSSG or the reduction of imported cystine to cysteine [219,220]. Thus, availability 

of NADPH, which can derive from glucose shunted to the pentose phosphate pathway (PPP) 

[219], appears to be an additional component of endogenous ferroptosis suppression. In 

agreement, NADPH levels have been suggested to represent a biomarker for ferroptosis 

susceptibility/resistance [225]. 

As many cells depend on GPX4-mediated PLOOH detoxification, small molecules targeting 

the different nodes of the GPX4-GSH-cysteine axis can be used to induce ferroptosis. While 

the alkylating small molecule RSL3 was found to induce ferroptosis by directly inhibiting GPX4 

[223], the GCL inhibitor buthionine sulfoximine (BSO) promotes ferroptosis by interfering with 

GSH synthesis [223,224]. Furthermore, inhibition of SLC7A11 by Erastin and Sulfasalazine 

can induce ferroptosis by depleting the intracellular cysteine pool in several cell types/cell lines 

[224]. However, endogenous cysteine synthesis via the transsulfuration pathway [215] or high 

expression of other cysteine transporters [226] may interfere with the efficacy of SLC7A11 
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inhibitors. Although the GPX4-GSH-cysteine axis represents the major ferroptosis-suppressive 

pathway in most cells, there is evidence for the existence of further GPX4-independent 

mechanisms, which can act in parallel to the GPX4-dependend PLOOH detoxification.  

1.3.1.2. GPX4-independent ferroptosis suppression 

In 2019, the discovery of another protein directly involved in the suppression of ferroptotic cell 

death, ‘ferroptosis suppressive protein 1’ (FSP1, previously AIFM2), was reported by two 

independent groups: Using a synthetic lethal CRISPR-Cas9 screen towards sub-lethal 

concentrations of RSL3 or an overexpression screen compensating for loss of GPX4, Bersuker 

et al. and Doll et al. identified FSP1 as a protein that can suppress ferroptosis in a pathway 

acting in parallel to GPX4 [227,228]. Both studies showed that N-terminal myristoylation is 

required for FSP1 localization at phospholipid membranes where the enzyme interferes with 

lipid peroxidation. This is mediated by FSP1’s NADH:ubiquinone oxidoreductase activity 

leading to the reduction of ubiquinone (CoQ; also known as coenzyme Q10) to ubiquinol 

(CoQH2), which is a known scavenger of lipid radicals [229]. The oxidized CoQ generated in 

this process can be reduced again by FSP1 to recover the anti-oxidative CoQH2 using 

NAD(P)H [227,228] (Figure 9). Overall, this suggests that FSP1 suppresses ferroptosis 

independently of GPX4 by maintaining the lipid radical scavenging function of CoQH2. 

Recently, another enzyme was discovered to be involved in ferroptosis suppression via the 

CoQ/CoQH2 system. The mitochondrial enzyme dihydroorotate dehydrogenase (DHODH) 

involved in pyrimidine synthesis was found to suppress mitochondrial PL peroxidation and 

ferroptosis in cancer cells expressing low levels of GPX4. While oxidizing dihydroorotate to 

generate orotate for pyrimidine synthesis, DHODH reduces CoQ to CoQH2, which in turn 

interferes with lipid peroxidation in the mitochondrial membrane [230] (Figure 9). Thus, while 

FSP1 protects cells from PL peroxidation in the plasma membrane DHODH protects 

mitochondrial membranes via generation of CoQH2. 

Another GPX4-independent pathway involving the scavenging of lipid radicals acts via the 

enzyme GTP cyclohydrolase 1 (GCH1) and tetrahydrobiopterin (BH4) (Figure 9). GCH1 is the 

rate-limiting enzyme of de novo BH4 synthesis from GTP [231] and was found to mediate 

ferroptosis resistance in a CRISPR activation screen [232]. BH4 suppresses ferroptosis by 1) 

direct scavenging of radicals in lipid membranes and 2) by increasing CoQ biosynthesis 

[232,233]. In addition, dihydrobiopterin (BH2), partially oxidized BH4, can also act as a radical 

scavenger [232]. Yet, recovery of BH4 from BH2 by recombinant dihydrofolate reductase 

(DHFR) strongly increased anti-oxidative effects of BH2 in liposomes [233]. Therefore, DHFR, 

may represent another enzyme involved in the maintenance of GCH1-BH4-mediated 

ferroptosis suppression. 
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Taken together, while GPX4 enzymatically detoxifies PLOOHs to interfere with the spread of 

lipid peroxidation, other anti-ferroptotic pathways exist involving the enzymes FSP1, DHODH 

or GCH1 which generate lipid radical scavenging effector molecules. Together with GPX4, 

these pathways collectively contribute to the prevention of ferroptotic cell death by inhibiting 

the propagation of PL peroxidation. However, many other intracellular mechanisms including 

iron and selenium homeostasis, PUFA metabolism and regulation of non-lipid ROS are 

shaping cellular resistance or susceptibility towards ferroptosis, which have been reviewed in 

detail by others [203-205,222,234]. Importantly, the GXP4, FSP1, DHODH and GCH1 

pathways all act to suppress ferroptosis in a cell-intrinsic way (Figure 9). By contrast, the 

pathway of ferroptosis suppression I discovered in my PhD project operates cell-extrinsic and 

is controlled by regulated amino acid metabolism. 

 

Figure 9 Overview of cell intrinsic ferroptosis-suppressive pathways modified from Jiang et al. [205] 

Schematic overview of ferroptosis suppressive pathways required to detoxify PLOOHs and reactive radical 

intermediates resulting from the peroxidation of PUFAs in membrane PLs. The GPX4-GSH-cysteine axis (1.3.1.1) 

is depicted on the left side. GPX4-independent mechanisms (1.3.1.2) are shown on the right side. 

1.3.1.3. The Keap1-Nrf2 pathway 

The Keap1-Nrf2 axis is a key pathway in the transcriptional response to oxidative stress and 

is associated with the induction of a gene network protecting cells from oxidative damage [235]. 

Nrf2 is a basic leucine zipper (bZIP) transcription factor tightly controlled by its interactor 
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protein Keap1, which forms a homodimer to bind Nrf2 at two distinct binding sites, an ETGE 

and a DLG motif, located at the N-terminal region of Nrf2 [236,237]. Keap1 acts as an adaptor 

for the Cullin 3-based ubiquitin E3-ligase complex (Cul3) and promotes permanent Nrf2 

ubiquitination and proteasomal degradation under steady-state conditions [238,239] (Figure 

10). This leads to an extremely high turnover of Nrf2 (e.g. ~13 min half-life time in hepatoma 

cells [240]) and very low basal levels. However, Keap1 has a very high content of cysteine 

residues (27 residues) of which some, e.g. Cys151, Cys257, Cys273, Cys288 and Cys297, 

are known to act as ‘sensors’ for redox stress [239,241]. These residues can undergo several 

modifications including the oxidation to sulfenic acid, the formation of disulfide bonds or the 

covalent binding of electrophiles, such as different types of ROS [242]. Modifications of these 

free thiol groups result in conformational changes of Keap1 which prevent the ubiquitination 

and degradation of Nrf2. This is suggested to result from the destabilization of the Nrf2-Keap1 

interaction at the DLG motif [243]. Although Nrf2 remains bound to Keap1 via the ETGE motif 

and is thereby retained in the cytoplasm, the lack of Nrf2 degradation leads to a saturation of 

Keap1 molecules. Thus, newly synthetized Nrf2 molecules cannot be captured by Keap1 and 

translocate into the nucleus (Figure 10) [242]. Somatic mutations in KEAP1 that interfere with 

the regulation of Nrf2 and thus cause constitutive Nrf2 activation are frequently found in 

malignancies, especially in lung cancers [242,244,245]. In the nucleus, Nrf2 dimerizes with 

small Maf (sMaf) proteins [246] and activates transcription by binding to antioxidant response 

elements (AREs) [247]. A second, non-canonical pathway interfering with Keap1-mediated 

Nrf2 degradation is deficient autophagy, which provokes accumulation of autophagy 

associated protein p62 (also SQSTM1). Direct interactions between p62 and Keap1 interfere 

with the Keap1-dependent regulation of Nrf2 levels, promoting Nrf2 stabilization and activation 

of Nrf2-mediated transcription [248,249] (Figure 10). Many target genes of Nrf2-mediated 

transcription are involved in the maintenance of the cellular redox balance including those 

required for GSH production and regeneration, such as SLC7A11, both subunits of the GCL 

and the GSH recycling enzyme GSR [247]. Other transcripts regulated by Nrf2 encode proteins 

involved in cellular iron and heme homeostasis for example subunits of the free iron 

sequestration protein ferritin, or the heme-degrading enzyme heme oxygenase 1 [250]. FSP1 

and another NAD(P)H-quinone oxidoreductase, NQO1, are also regulated by Nrf2 [251]. Thus, 

Nrf2 is a transcriptional regulator of many factors involved in the suppression of ferroptotic cell 

death and may therefore represent an important modulator of the cellular ferroptosis 

susceptibility. Activation of the p62-Keap1-Nrf2 pathway was first linked to ferroptosis 

resistance in hepatocellular carcinoma cells [252]. Since then, further studies supported the 

protective effect of Nrf2 in cells exposed to ferroptosis inducing agents, suggesting also that 

inhibition of Nrf2 can be used to sensitize cells to ferroptotic death [253-257]. Whether Nrf2 

acts via the regulation of distinct target genes or a broad anti-oxidative gene expression 
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program is not completely understood and may depend on the cellular context. For instance, 

while in hepatocellular carcinoma cells Nrf2-mediated metallothionein-1G upregulation was 

suggested to cause ferroptosis resistance [257], in glioma cells SLC7A11 was required for 

Nrf2-dependent cell protection [254]. However, this does not exclude the involvement of further 

ferroptosis-suppressive factors downstream of the cellular cystine import which are also 

controlled by Nrf2 such as the maintenance of GSH homeostasis [247]. Relevant findings 

linking Nrf2-mediated ferroptosis suppression to cancer biology derived from CRISPR screens 

in 3D spheroid models, which indicate that Nrf2 promotes survival of tumor cells residing in the 

core of the spheroids by suppressing ferroptosis [258]. Taken together, while not directly 

interfering with lipid peroxidation itself, Nrf2 appears to be an important transcriptional regulator 

of many ferroptosis-suppressive genes and may thereby modulate the ferroptosis susceptibility 

of cells. 

 

Figure 10 Scheme of the Keap1-Nrf2 pathway 

 

1.3.2. Ferroptosis in cancer biology 

1.3.2.1. Pro-ferroptotic effects of tumor suppressors 

A major question in ferroptosis research concerns the link between ferroptosis and tumor 

formation and progression, which so far is not very well understood. Findings indicating that 

tumor suppressor genes increase cellular ferroptosis susceptibility hint to the possibility that 

ferroptosis has a physiologic function in tumor suppression. This was first described by Jiang 
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et al. [259] who discovered a non-canonical tumor suppressing function of p53 which 

negatively regulates cystine uptake by suppressing SLC7A11 expression and thereby 

sensitized tumor cells to ferroptosis. The study showed that an acetylation-defective p53 

mutant (p533KR), which was deficient in canonical p53 functions including the induction of cell-

cycle arrest, senescence and apoptosis retained tumor-suppressive activity in vivo. As the 

mutant retained its function to repress SLC7A11 and overexpression of SLC7A11 reversed the 

tumor suppressive effect, the authors concluded that the downregulation of the cystine 

transporter is a non-canonical tumor suppressing function of p53 [259]. This is further 

supported by the observation that an additional point mutation in the p533KR mutant that 

interfered with SLC7A11 downregulation completely abrogated p53-dependent tumor 

suppression [260]. Besides repression of SLC7A11, p53 may promote ferroptosis by other 

mechanisms involving for example the modulation of lipid and iron metabolism [261-263]. 

However, other studies also reported anti-ferroptotic effects mediated by p53 [264,265], 

suggesting the role of p53 in ferroptosis is complex and may depend on the cellular context. 

Nevertheless, further tumor suppressor genes were found to sensitize tumor cells to 

ferroptosis. Besides p53, the epigenetic regulator BRCA1-associated protein 1 (BAP1) 

represses SLC7A11 expression suggesting that ferroptosis may contribute to the tumor 

suppressive effect of the protein [266]. In addition, another tumor suppressive enzyme involved 

in epigenetic regulation [267], the lysine methyltransferase 2B (KMT2B, also known as MLL4) 

has recently been shown to promote expression of pro-ferroptotic lipoxygenases in the 

epidermis [268]. Finally, as described above, Keap1 is a tumor suppressor that represses the 

transcription of several anti-ferroptotic genes including e.g. SLC7A11 and FSP1 by mediating 

the degradation Nrf2 (see 1.3.1.3). Taken together, these studies hint at links between 

ferroptosis and tumor suppression. However, more research is required to completely 

understand to whether and to which extent ferroptosis is required to prevent the emergence of 

malignant cells. 

1.3.2.2. Dependence of tumor cells on ferroptosis-suppressive pathways 

Mounting evidence suggests malignant cells depend on the induction of ferroptosis-

suppressive genes. High production of ROS is a general feature of many cancer cells and is 

accompanied by the upregulation of anti-oxidative gene expression, which may be required to 

cope with increasing oxidative stress [269,270]. In this regard, elevated Nrf2 has been detected 

in various types of cancers such as lung, breast, ovarian and endometrial carcinomas, which 

is associated with poor prognosis [242]. This can be a result of enhanced oncogene-driven 

Nrf2 transcription [271] or somatic mutations in Nrf2 or Keap1 preventing Nrf2 degradation and 

thereby leading to constitutive Nrf2 activity [242]. Increased relative Nrf2 activity may promote 

tumor progression via several mechanisms, one of which could be the suppression of 

ferroptosis since Nrf2 was found to prevent ferroptotic cell death inside 3D tumor spheroid 
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models in vitro [258]. Moreover, a recent study investigating Keap1-deficient lung 

adenocarcinoma reported Nrf2-mediated upregulation and dependence on the FSP1-CoQ 

pathway, which could be targeted to overcome radiation resistance in vitro and in vivo [272]. 

The upregulation of the cystine transporter SLC7A11 is a feature of many malignant cells and 

can for example be driven by Nrf2 or oncogenic K-Ras [217]. Dependence of tumor cells on 

SLC7A11-mediated cystine import was shown in pancreatic cancer, in which ablation of the 

transporter provoked ferroptosis in the cancer cells and inhibited tumor growth in vivo 

[273,274]. Therefore, while expression of ferroptosis protective genes may be advantageous 

for tumor cell growth and cancer progression, the cells also seem to be vulnerable to 

interference with ferroptosis-suppressive pathways. Targeting these pathways may present a 

promising approach for the development of novel cancer therapies [275]. This could be 

especially relevant for the treatment of tumor cells resistant to chemo- and/or radiotherapy: A 

study by Lei et al. showing that ionizing radiation can induce ferroptosis in cancer cells revealed 

that resistant cells were associated with the upregulation of ferroptosis-inhibiting gene 

expression and Keap1 deficiency. Interference with ferroptosis suppression by use of 

ferroptosis inducers sensitized tumor cells to irradiation in vitro and in vivo [276]. Furthermore, 

tumor cells displaying a high-mesenchymal cell state, which is associated with therapy 

resistance are highly dependent on the lipid peroxide detoxifying GPX4 [277] and also drug 

resistant ‘persister-cells’ were found to be highly susceptible to GPX4 inhibition [278]. 

Therefore, the dependence of neoplastic cells on the ferroptosis suppressing machinery 

appears to be a feature that could be exploited in cancer therapy. 

1.3.2.3. Ferroptosis and immunosurveillance of cancer 

Ferroptosis may also have implications for the immunosurveillance of cancer. In 2019, Wang 

et al. showed that IFNγ derived by CD8+ T cells activated by immunotherapy sensitized tumor 

cells to ferroptotic cell death and inhibition of ferroptosis decreased the efficacy of anti-PD-L1 

therapy in a mouse model [279]. Mechanistically, IFNγ was found to be associated with 

decreased cysteine uptake by repression of the cystine transporter subunits SLC7A11 and 

SLC3A2 and thereby promoted lipid peroxidation in cancer cells [279-281]. In addition, CD8+ 

T cell-derived IFNγ provokes an increase of ACLS4 expression, which in combination with the 

PUFA arachidonic acid was potently inducing ferroptosis in tumor cells and diminished tumor 

growth in vivo [282]. Thus, ferroptosis may contribute to the cytotoxic effects involved in tumor 

immunosurveillance by CD8+ T cells. However, as IFNγ alone is not sufficient to induce 

ferroptosis in tumor cells [279,282], further factors such as the metabolite composition in the 

TME may have an important role in supporting or preventing CD8+ T cell-induced ferroptosis 

in the immune control of cancer as observed for arachidonic acid [282]. We could recently 

show that Trp metabolism by IDO1 can protect cancer cells from ferroptosis by inducing 

ferroptosis protective gene expression and the generation of the radical scavenging Kyn 
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metabolites 3HK and 3HAA [61]. Therefore, IDO1 expression in tumors, whether by myeloid 

or tumor cells, may be advantageous for tumor cells to prevent ferroptotic death and thereby 

support the pro-tumorigenic effects of the enzyme. In addition, Arg metabolism may modulate 

ferroptosis sensitivity of cancer cells as Arg depletion is associated with ferroptosis resistance 

[283]. Moreover, NO generated from Arg by iNOS in inflammatory macrophages is suggested 

to protect cells from ferroptosis by limiting PL peroxidation [284,285]. However, this potential 

link between immune cell-dependent amino acid metabolism and ferroptosis and its possible 

detrimental impact on the control of tumor progression will require further investigation.  

An additional aspect that is relevant to better understand the role of ferroptosis in tumor 

immunosurveillance is the question whether ferroptosis is an immunogenic or tolerogenic type 

of cell death, which so far has been controversially discussed. Several groups reported the 

release or presentation of immunostimulatory damage-associated molecular patterns 

(DAMPs) by ferroptotic cells including ATP, HGMB1, oxidized phosphatidylethanolamine and 

calreticulin [286-289], suggesting that ferroptotic cells can elicit immune responses. In this 

regard, Efimova and colleagues reported that ‘early-ferroptotic’ but not ‘late-ferroptotic’ cells 

provoked DC maturation and facilitated T cell-mediated immune responses towards tumor 

cells [286]. However, opposing observations were published in a recent study from Wiernicki 

et al. who found that despite the release of DAMPs and pro-inflammatory cytokines, ferroptotic 

cells impaired the maturation of dendritic cells, dampened antigen cross-presentation and 

could not protect from tumor growth, in contrast to apoptotic or necroptotic cells [290]. 

Therefore, further research is required to understand whether and under which conditions 

ferroptosis can provoke immune responses or which mechanisms prevent immunogenicity of 

ferroptotic cells. This information will be valuable to understand if induction of ferroptosis, e.g. 

by therapeutic use of ferroptosis inhibitors, can boost or rather impede the immune responses 

towards cancerous tissue. 

Taken together, although the mechanisms are not completely clear, mounting research 

suggests an involvement of ferroptosis in different aspects of cancer biology. While tumor 

suppressor genes may prevent tumor formation by sensitizing cells to ferroptosis, anti-

oxidative, ferroptosis-suppressing pathways seem to be activated in malignant cells. This could 

be required to control the large amount of ROS production resulting from the high metabolic 

activity of cancer cells. In addition, it is possible that tumor immunosurveillance by CD8+ partly 

involves the induction of ferroptosis in tumor cells by increasing their sensitivity to ferroptotic 

death. Overall, dependence of tumor cells on ferroptosis-suppressive mechanisms appears to 

be a vulnerability of cancer cells that may be exploited to develop new anti-cancer therapies. 

However, this will require a deeper understanding of the mechanisms controlling ferroptosis 

and ferroptosis resistance in the context of cancer. 
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2. Rationale and aims of the thesis 

The regulated expression of amino acid-metabolizing enzymes in immune cells has evolved 

as a strategy to control and limit immune responses. While enzymes such as Arg1 or IDO1 

have been extensively studied for many years, our knowledge about the secreted LAAO IL4i1 

is limited. IL4i1 is proposed to mediate several immunoregulatory effects (1.2.6.3) and 

mounting evidence suggests that expression of IL4i1 by tumor-associated myeloid cells has 

detrimental effects on survival in cancer (1.2.6.5). However, the mechanisms by which IL4i1 

controls the biology of immune cells and tumor cells are not well understood. Therefore, an 

overall aim of my thesis was to characterize downstream effects mediated by the metabolic 

modulation of the cellular environment via the enzymatic activity of IL4i1, which preferentially 

catalyzes the depletion of aromatic amino acids while generating the respective α-keto acids, 

H2O2 and ammonia (Figure 6). Notably, IL4i1 belongs to a family of conserved LAAO enzymes, 

which are for example present in snake venoms. As snake venom LAAOs can mediate toxic 

effects via the generation of H2O2 [153-156], an initial hypothesis for my project was that 

mammalian IL4i1 may also have cytotoxic functions. Therefore, the 1st aim of my thesis was to 

use a comparison of mammalian IL4i1 and a snake venom LAAO to draw conclusions 

about their enzymatic function and potential toxicity. This included the generation and 

testing of recombinant IL4i1, a cobra (Naja naja) venom LAAO and enzymatically inactive 

versions of the enzymes.  

Besides H2O2, IL4i1 generates α-keto acids from its amino acid substrates. When starting my 

thesis, other studies had only superficially investigated effects mediated by the α-keto acid PP 

generated from Phe, which after all did not contribute to the examined immunoregulatory 

effects [17,172,184,186]. However, IL4i1 does not exclusively metabolize Phe, but also the 

other aromatic amino acids Tyr and Trp [17,146] leading to the generation of the α-keto acids 

4HPP and I3P, respectively. Thus, the 2nd aim of my thesis was to uncover cellular 

downstream effects of the aromatic α-keto acids generated by IL4i1. Herein, I started with 

a broad characterization of effects mediated by PP, 4HPP and I3P on cellular transcription by 

mRNA-Seq, which subsequently directed my work towards the investigation of AhR activation 

and ferroptosis suppression by IL4i1-derived aromatic α-keto acids.  

Finally, in order to study and mechanistically dissect the interplay between IL4i1 secreting 

immune cells and different cells in their microenvironment, we require more complex in vitro 

models containing cells endogenously expressing IL4i1. However, our current knowledge of 

IL4i1 expression and regulation in myeloid cells, especially on protein level, is restricted (also 

due to the lack of good commercial antibodies). Therefore, the 3rd aim of my thesis was the 

characterization of IL4i1 expression and regulation in macrophages and DCs, which 

seem to be important IL4i1-producing cell populations in the context of cancer 
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[55,171,173,175]. I used the differentiation of macrophages and DCs from murine bone 

marrow as a model approach to characterize IL4i1 expression in systems applicable for large 

scale experiments by providing a high yield of the cells of interest. 

3. Materials and Methods 

3.1. Overview of materials 

3.1.1. Chemicals and reagents 

Chemicals and reagents Supplier Identifier 

(1S, 3R)-RSL3 Selleckchem S8155 

0.25 % trypsin-EDTA Gibco 25200-056 

2,2-Diphenyl-1-pikryl-hydrazyl (DPPH) Sigma D9132 

4-hydroxyphenylpyruvic acid Sigma 114286 

Agarose Thermo Fisher BP160500 

Amplex UltraRed Thermo Fisher A36006 

AmpliTaq Gold™ DNA Polymerase with Buffer II and MgCl 
2 

Applied Biosystems N8080241 

Ascorbic acid Sigma A5960 

BbsI-HF restriction enzyme NEB R3539 

BbvCI restriction enzyme NEB R0601 

BenchMark™ Pre-stained Protein Ladder Invitrogen 10748010 

BglII restriction enzyme NEB R0144 

Biotin Sigma B4501 

Bovine Serum Albumine Sigma A2059 

C11 BODIPY 581/591 Invitrogen D3861 

Catalase from bovine liver Sigma C1345 

CellTox™ Green Promega G8731 

Chloroform Fisher Scientific 10293850 

CpG ODN 1826 IDT na 

Criterion™ TGX Stain-Free™ Protein Gel, 18 well (4 - 15 %) BioRad 5678084 

Criterion™ TGX Stain-Free™ Protein Gel, 26 well (4 - 15 %) BioRad 5678085 

CSF-1 (human) in-house produced na 

DAPI Sigma 10236276001 

DMEM Gibco 41966-029 

DMEM w/o phenol red Gibco 21063029 

DNA Gel Loading Dye 6x NEB B7025 

DNA Ladder 1 kb NEB N3232 

DNA Ladder 100 bp NEB N3231 

dNTPs Thermo Fisher R0181 

Doxycyline hydrochloride Sigma D3447 

Dry milk Roth 170-6404 

Erastin Selleckchem S7242 

Ethanol Honeywell 15642470 

Ferrostatin-1 Sigma SML0583 

Fetal bovine serum (FBS) Biochrome S0115 

FLT3L (human) in-house produced na 
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FreeStyle™ 293 Expression Medium Gibco 12338018 

G418 Sigma G8168 

GelRed nucleic acid stain Biotium 41003 

GM-CSF (murine) PeproTech 315-03 

Halt™ Protease and Phosphatase Inhibitor Cocktail Thermo Fisher 78440 

HindIII restriction enzyme NEB R0104 

Horseradish peroxidase Sigma P8375 

Hydrogenperoxide (3 %) Sigma 88597 

IFNγ (murine) PeproTech 315-05 

IL10 (murine) PeproTech 210-10 

IL4 (murine) in-house produced na 

IL4i1 (human) recombinant protein R&D systems 5684-AO-020 

IL4i1 (mouse) recombinant protein R&D systems 5576-AO-020 

IL6 (murine) PeproTech 216-16 

Indole-3-pyruvic acid Sigma I7017 

Isopropanol Honeywell 33539 

Ketoconazole Acros Organics 455470010 

Kynurenic acid Sigma K3375 

Lipofectamine™ 3000 Invitrogen L3000015 

Lipofectamine™ RNAiMax transfection reagent Invitrogen 13778075 

L-Kynurenine Sigma K8625 

LPS (E.coli O111:B4) Sigma L4391 

Methanol Honeywell 15663710 

NheI restriction enzyme NEB R3131 

Nitrocellulose membrane Protran 0.2 µm Amersham 10600001 

NotI restriction enzyme NEB R0189 

Oligo d(T)16 (50 µM) Primer Invitrogen N8080128  

OptiMEM Gibco 31985062 

Paraformaldehyde (16 %) Alfa Aesar 43368 

PBS Gibco 10010015 

Penicillin-streptomycin Lonza 09-757F 

PNGaseF NEB P0704 

poly(I:C) Invivogen tlrl-pic 

Precision Plus Protein Dual Color Standard BioRad 1610374 

Proteinase K Invitrogen 25530049 

Proteinogenic L-amino acids, Cellpure Roth na 

Puromycin Thermo Fisher A1113802 

Random hexamer primers Invitrogen N8080127 

RIPA buffer (10X) abcam ab156034 

RPMI Gibco 61870-010 

SbfI restriction enzyme NEB R3642 

siRNA HO-1 Invitrogen 4390824 (S6673) 

siRNA Scrambled Invitrogen 4390843 

Sodiumphenylpyruvate Alfa Aesar H56767 

SsoAdvanced Universal SYBR Green Supermix BioRad 1725274 

Strep-TactinXT Superflow Beads  Iba 2-4090-002 

Strep-TactinXT Superflow Cartridge Iba 2-1239-001 
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SuperScript IV Reverse Transcriptase Invitrogen 18090050 

T4 DNA Ligase  NEB M0202 

T4 Polynucleotide Kinase  NEB M0201S 

TaqMan™ Fast Advanced Mastermix Applied Biosystems 4444557 

TaqMan™ GAPDH (mouse) primer/probe Applied Biosystems 4352932E 

TNFα (murine) PeproTech 315-01A 

Toyopearl Sulfate-650F 5 ml column Tosoh Bioscience 0045241 

Triton X-100 Sigma X100 

TRIzol reagent Invitrogen 15596026 

UltraPure™ Nuclease free water Invitrogen 10977035 

Zinc (II) protoporphyrin IX Sigma 691550 

β-mercaptoethanol (≥ 99 %) Sigma M3148 

β-mercaptoethanol for cell culture (50 mM) Gibco 31350010 
 

Table 2 Overview of relevant chemicals and reagents 

 

3.1.2. Antibodies 

Reactivity Identifier Supplier dilution 

AhR (mouse, human) 83200S Cell Signaling Technologies 1:1000 

Grb2 (mouse, human) 610112 BD 1:1000 

HO-1 (human) ADI-SPA-895 Enzo 1:1000 

Ido1 (mouse) 68572 Cell Signaling Technologies 1:1000 

IL4i1 (mouse) na non-commercial generated in rabbit 
(verified in Il4i1-/- BMDMs) 

1:1000 

NF-κB1 p105/p50 (mouse) 12540 Cell Signaling Technologies 1:1000 

NQO1 (human) 11451-AP1 ProteinTech 1:1000 

Nrf2 (human) 12721 Cell Signaling Technologies 1:1000 

Sesn2 (human) 10795-1-AP ProteinTech 1:1000 

SLC7A11 (human) 12691 Cell Signaling Technologies 1:1000 

Stat6 (mouse) 5397 Cell Signaling Technologies 1:1000 

Strep-Tag 2-1507-001 Iba 1:2000 

Vinculin (mouse, human) 13901 Cell Signaling Technologies 1:1000 
 

Table 3 Primary antibodies used for immunoblotting 

 

Reactivity Conjugation Identifier Supplier dilution 

mouse IgG HRP 15-035-003 Jackson ImmunoResearch 1:10,000 

rabbit IgG HRP 11-035-003 Jackson ImmunoResearch 1:10,000 
 

Table 4 Secondary antibodies used for immunoblotting 

 

Reactivity Clone Fluorophore Supplier Identifier Dilution 

CCR7 4B12 PE Biolegend 120105 1:300 

CD103 2E7 APC Biolegend 121418 1:300 

CD11b M1/70 APC Biolegend 101212 1:300 

CD11c N418 FITC Biolegend 117306 1:300 

MHC-II I-A/I-E M5/114.15.2 Pacific blue Biolegend 107620 1:300 
 

Table 5 Antibodies used for flow cytometry 
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3.1.3. Commercial Kits 

Kit Supplier Identifier 

LookOut® Mycoplasma PCR Detection Kit Sigma MP0035 

Mix2Seq Kit Eurofins na 

NEBNext Poly(A) mRNA Magnetic Isolation Module NEB E7490 

NEBNext Ultra II Directional RNA Library Prep Kit for Illumina NEB E7760 

NextSeq 500 High Output Kit v2.5 Illumina 200249 

Pierce BCA Protein Assay Kit  Thermo Fisher 23225 

Pierce SuperSignal West Pico Substrate Thermo Fisher 34080 

QIAGEN Plasmid Maxi Kit Qiagen 12162 

QIAprep Spin Miniprep Kit Qiagen 27106 

QIAquick Gel extraction Kit Qiagen 28706 

QIAquick PCR purification Kit  Qiagen 28106 

RNeasy Mini Kit Qiagen 74104 

TOPO™ TA Cloning™ Kit Invitrogen K457540 
 

Table 6 Commercial Kits 

 

3.1.4. Plastics 

Plastics Supplier Identifier 

µ-Slide 8 Well Glass Bottom ibidi 80827 

Amicon Ultra 10 kDa filters Millipore UFC901008 

Amicon Ultra 3 kDa filters Millipore UFC800324 

Cell culture dish, 10 cm Falcon 353003 

Cell culture dish, 15 cm Corning 430599 

Cell culture plate, 12 well Corning 3513 

Cell culture plate, 12 well suspension Greiner 665102 

Cell culture plate, 48 well Corning 3548 

Cell culture plate, 6 well Greiner 657160 

Cell culture plate, 96 well Corning 3596 

Cell culture T25 flask Greiner 690175 

Cell culture T75 flask Greiner 658175 

Cell scrapers Sarstedt 833.951 

Cell strainer, 70 µm Falcon 352350 

FINE-JECT 26G needles Henke Sass Wolf 4710004525 

HENKE-JECT 5 ml syringe  Henke Sass Wolf 5050.X00V0 

Microcentrifuge tubes Eppendorf 30.120.086 

Microplate 96 well, black Greiner 655900 

Nalgene Rapid-Flow 75 mm bottle top filter Thermo Scientific 10300461 

PCR SingleCap 8er-SoftStrips, 0.2 ml Biozym 710970 

Polystyrene round-bottom tube, 5ml Falcon 352054 

Satocon Slice 200 Sartorius 3081442902E--SW 
 

Table 7 Plastics 
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3.1.5. Buffers 
 

Buffer Composition 

Red blood cell lysis buffer (10X) 

41.45 g NH4Cl 

1 ml 0.5M EDTA 

5.45 g KHCO3 

H2O to final 500 ml, pH 7.3 

TBE (5X) 

216 g Trizma base 

110 g Boric acid 

H2O to final 4 L 

Cell lysis buffer  
(for DNA extraction) 

100 ml 1M Tris pH 8 

10 ml 0.5 M EDTA 

20 ml 10% (w/v) SDS 

40 ml 5 M NaCl 

H2O to final 1 L 

TE 

5 ml 1M Tris pH 8 

1 ml 0.5 M EDTA 

H2O to final 500 ml 

LB medium 

10 g Tryptone 

5 g Yeast extract 

10 g NaCl 

H2O to final 1 L, autoclave 

SDS loading buffer 

7.5 ml Tris-HCl pH 6.8 

2.4 g SDS 

12 ml Glycerol 

0.012 g Bromophenol blue 

Tris-Glycine buffer (10X) 

151.43 g Trizma base 

713.17 g Glycine 

H2O to final 5 L 

SDS running buffer 

500 ml 10X Tris-Glycine buffer 

50 ml 10% SDS 

H2O to final 5 L 

Transfer buffer 

500 ml 10X Tris-Glycine buffer 

500 ml Methanol 

H2O to final 5 L 

Ponceau red solution 

1 g Ponceau S 

50 ml acetic acid 

H2O to final 1 L 

Stripping buffer 

31.25 ml 1M Tris-HCl pH 6.8 

100 ml 10% (w/v) SDS 

3.52 ml β-mercaptoethanol 

H2O to final 500 ml 

TBS (10X) 

60.6 g Trizma base 

87.6 g NaCl 

H2O to final 1 L, pH 7.6 
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TBS-T 

100 ml 10X TBS 

1 ml Tween-20 

H2O to final 1 L 

Sodium phosphate buffer (50 mM) 

4.1 g Na2HPO4 

3.29 g NaH2PO4 

H2O to final 1 L, pH 7.0 
 

Table 8 Buffers 

 

3.2. DNA-based methods 

3.2.1. Agarose gel electrophoresis and DNA purification from agarose gels 

Agarose gel electrophoresis was performed to separate DNA fragments according to their size 

or validating the size of PCR fragments. Depending on the expected size of the fragments 

0.8 % – 2 % agarose gels (in TBE buffer) were prepared. GelRed was used as DNA staining 

agent and added to the samples together with a 6X loading dye. To estimate fragment sizes a 

DNA ladder (100 bp or 1 kb) was loaded. Gels were run for 30 – 90 min at 120-180 V and 

imaged using the Bio-Rad ChemiDoc imaging system. DNA fragments were purified from 

agarose gels with the QIAquick Gel Extraction Kit according to the manufacturer’s instructions. 

3.2.2. Genomic DNA extraction from cells 

For genomic DNA extraction, cells were suspended in cell lysis buffer supplemented with 

proteinase K (1.5 U per sample) and incubated for ~ 1 h at 55 °C to enable complete cell lysis. 

100 % isopropanol was added for DNA precipitation and the DNA was pelleted by 10 min 

centrifugation at 12,000 x g. The DNA pellet was washed with 70 % ethanol and finally 

dissolved in nuclease free water. 

3.2.3. Basic PCR protocol for amplification DNA fragments 

A standard PCR protocol was used for the amplification of DNA fragments <1 kb (genotyping 

of mice and verification of knockout cell lines). A reaction mix using the AmpliTaqGold DNA 

Polymerase Kit (applied biosystems) was prepared with 10 – 100 ng of template DNA as shown 

in Table 9. PCRs were run on the C1000 Touch thermal cycler (Bio-Rad) with the setup 

displayed in Table 10. The correct size of the PCR fragments was verified by agarose gel 

electrophoresis. If required for further processing, PCR fragments were purified using the 

QIAquick PCR purification Kit according to the manufacturer’s protocol. 

component Volume/ amount per sample 

10x PCR buffer II 3.0 µl 

MgCl2 Solution (25 mM) 3.0 µl 

dNTPs (10 mM) 0.3 µl 

Primers (each) 0.1 µl 

AmpliTaqGold DNA Polymerase 0.1 µl 
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DNA 10 - 100 ng 

H2O adjust to 30 µl total 
 

Table 9 PCR reaction mix 
 

step temperature time 

1. initial activation 95 °C 10 min 

2. denaturation 95 °C 30 s 

3. annealing 59 °C 1 min 

4. extension 72 °C 1 min 

5. final extension 72 °C 5 min 

cycles: 32x step 2 - 4   
 

Table 10 PCR cycler setup 

 

3.2.4. Plasmid amplification in competent cells 

3.2.4.1. Heat shock transformation 

For the amplification of plasmids, competent Mach1 E.coli cells were transformed using a 

standard heat shock protocol. Competent cells were thawed for 15 min on ice. Plasmid DNA 

or ligation reaction was added to the bacteria and the mixture was incubated for further 30 min 

on ice. Subsequently, a heat shock was performed for 45 sec at 42 °C followed by 2 min 

incubation on ice. 950 µl SOC medium was added and bacteria were grown for 1 h shaking at 

37 °C. Finally, bacteria were plated on LB agar plates containing the appropriate antibiotic for 

selection of transformed clones, which were subsequently picked for expansion in LB medium 

containing antibiotics for selection. 

3.2.4.2. Plasmid isolation 

Plasmids were isolated from bacteria cultures using the QIAprep Miniprep (3 ml cultures) and 

QIAGEN Maxiprep (300 ml) kits following the manufacturer’s protocol. For long term storage 

plasmid DNA was dissolved in TE buffer. 

3.2.5. Molecular cloning 

3.2.5.1. Generation of PiggyBac PB-T-PAF plasmids for recombinant expression of 

N. naja LAAO, murine and human IL4i1 

In order to express and purify recombinant secreted L-amino acid oxidases (N. n. LAAO, 

human IL4i1, murine IL4i1), the respective sequences were cloned into PB-T-PAF vectors of 

the PiggyBac expression system [291]. This system is described in more detail in chapter 4.1, 

since the generation and investigation of the recombinant proteins was part of the first aim of 

this thesis. The inserts containing a secretion sequence, the cDNA of the secreted part of the 

protein and a Twin-Strep-Tag were flanked by a NheI and NotI restriction site and synthesized 

by Genewiz (Leipzig, Germany). PB-T-PAF plasmid and inserts were digested with NheI and 
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NotI restriction enzymes and the PB-T-PAF backbone fragment was purified from a 1% 

agarose gel. Vector backbone and inserts were ligated in a 1:3 molar ratio using the NEB T4 

ligase according to the supplier’s protocol. The ligation reaction was transformed into 

competent cells and the correct insertions were confirmed by Sanger sequencing (Mix2Seq, 

Eurofins) of the isolated plasmids. Fragments carrying point mutations that potentially disrupt 

the enzymatic activity of the proteins were cloned into the respective PB-T-PAF expression 

plasmids using restriction sites that were included into the regions of the mutation when 

designing the insert fragments for synthesis. For the R320A, K324A mutation in the N. naja 

LAAO BbvCI and BglII sites were used, for the K351A mutation in murine IL4i1 BbvCI and SbfI 

sites and for the K354A mutation in human IL4i1 BbvCI and HindIII sites were used as marked 

in the plasmid maps (Figure 11, Supplementary Figure 1, Supplementary Figure 2). 

 

Figure 11 Plasmid map of PB-T-PAF_mIL4i1 encoding murine IL4i1 

Plasmid map shows the PB-T-PAF vector of the PiggyBac system allowing doxycycline-inducible expression of 

murine IL4i1. NheI and NotI restriction sites were used for cloning. The human VEGF secretion sequence was 

added for optimal protein secretion in the human HEK293T expression cell line and a C-terminal Twin-Strep-Tag 

was added to enable efficient protein purification. BbvCI and SbfI sites were used to clone a fragment encoding the 

K351A mutation into the plasmid. 
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3.2.5.2. Generation of pX458 plasmids for AhR and Nrf2 knockout 

To generate AhR and Nrf2-deficient cell lines, sequences encoding guideRNAs (gRNAs) 

targeting the respective genes were cloned into a plasmid from the Zhang lab [292] 

(pSpCas9(BB)-2A-GFP (pX458); #48138 Addgene) (Supplementary Figure 3), which 

additionally encodes a GFP-tagged Cas9. The used gRNA sequences were selected from the 

literature [293]. Oligonucleotides containing the gRNA sequence were ordered from IDT 

(Coralville, Iowa): 

name sequence (5’ → 3’) 

AhR_fw CACCGGGCAGCAGGCTAGCCAAA 

AhR_rev AAACTTTGGCTAGCCTGCTGCCCC 

Nrf2_fw CACCGGACAAGAACAACTCCAAA 

Nrf2_rev AAACTTTGGAGTTGTTCTTGTCC 
 

Table 11 Oligonucleotides encoding AhR and Nrf2 targeting guideRNAs 

Complementary oligonucleotides for cloning into PX458 plasmid. Gene targeting sequence is displayed in bold, the 

other bases represent overhangs. 

Oligonucleotides were phosphorylated using a T4 polynucleotide kinase (NEB) according to 

the manufacturer’s instructions and annealed through a decreasing temperature gradient from 

95 °C to 25 °C in 5 °C steps. pX458 was linearized by BbsI digest and annealed oligo-

nucleotides were inserted using the T4 DNA ligase (NEB) according to the manufacturer’s 

protocol. The ligated construct was transformed into competent cells using heat shock 

transformation and 6 clones per ligation were picked for plasmid isolation. Correct insertion of 

the oligonucleotides was verified by Sanger sequencing (Mix2Seq, Eurofins) using a standard 

U6 primer (5’-ACTATCATATGCTTACCGTAA-3’).  

3.3. Mice 

Animal experimentation described in this thesis was performed at the animal facility of the Max 

Planck-Institute of Biochemistry (MPIB) in accordance with the approval from the ‘Regierung 

von Oberbayern’. The animal facility (Animal Welfare Officer, Dr. Eva Hesse) covers the 

housing and breeding of mice that is additionally approved by the European Union. C57BL/6 

‘wild type’ (WT), Tnfrsf1a-/- (purchased from the Jackson Laboratory, B6.129-Tnfrsf1atm1Mak/J; 

Bar Harbor, ME) and Stat6-/- (purchased from the Jackson Laboratory, B6.129S2(C)-

Stat6tm1Gru/J; Bar Harbor, ME) mice were bred and maintained under specific pathogen free 

conditions.  Genotyping was performed by PCR using specific primers for WT and knockout 

alleles (Table 12). Mice were euthanized by cervical dislocation following training by veterinary 

Dr. Corinna Mörth. Documentation was performed with the ‘Max-Planck-Gesellschaft-PyRat 

system’, which is used for reporting animal usage yearly to government entities. Bone marrow 

of Nfkb1-/- mice (Nfkb1tm1Bal) was frozen and transferred from St. Jude Children’s Research 

Hospital, where mice were bred and sacrificed within the Animal Resource Center according 
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to the policies of the St. Jude Children’s Research Hospital Institution Animal Care and Use 

Committee. 

Gene primers sequence (5’ → 3’) 

Stat6 

Stat6 a mutant AATCCATCTTGTTCAATG 

Stat6 b common ACTCCGGAAAGCCTCATCTT 

Stat6 c WT AAGTGGGTCCCCTTCACTCT 

Tnfrsf1a 

P55 q456 WT TGTGAAAAGGGCACCTTTACGGC 

P55 q457 common TGTGAAAAGGGCACCTTTACGGC 

P55 q45 mutant ATTCGCCAATGACAAGACGCTGG 
 

Table 12 Genotyping primers 

 

3.4. Cell culture 

3.4.1. Cell lines and cultivation 

HeLa, HEK293T, NIH/3T3, RS4;11 and THP-1 cell lines were purchased from the American 

Type Culture Collection (ATCC). HT1080 cells were kindly provided by Prof. Andreas 

Linkermann (University Hospital Dresden, Germany). All cell lines were tested to be free from 

Mycoplasma contamination by routine PCR screening using the LookOut® Mycoplasma PCR 

Detection Kit according to the manufacturer’s protocol. HeLa, HEK293T, NIH/3T3 and HT1080 

cells were cultivated in Dulbecco’s modified Eagle’s medium (DMEM) supplemented with 10 % 

fetal bovine serum (FBS) and 1 % penicillin-streptomycin in 10 cm dishes until reaching 80 - 

90 % confluence. For subculturing, cells were washed with PBS and detached with 0.25 % 

trypsin. Cells were re-suspended in complete DMEM and the appropriate fraction was 

transferred to a fresh culture dish. RS4;11 and THP-1 suspension cells were grown in RPMI 

medium supplemented with 10 % FBS, 1 % penicillin-streptomycin and 50 µM β-

mercaptoethanol in T25 or T75 flasks. Cells were passaged before reaching a density of 1 x 

106 cells/ml. The appropriate number of cells was taken from the culture, washed with PBS 

and centrifuged for 5 min at 350 x g. The cell pellet was re-suspended in an appropriate volume 

of culture medium and transferred into a new culture flask. 

3.4.2. Primary cell cultures 

3.4.2.1. Bone marrow-derived macrophages 

For the generation of bone marrow derived macrophages (BMDMs), bone marrow was isolated 

from femur and tibia bones of WT or genetically modified C57BL/6 mice. Bone marrow was 

flushed through a 70 µM cell strainer into a conical 50 ml tube using PBS and a syringe with 

26G needle. Cells were pelleted by 5 min centrifugation at 350 x g and erythrocytes were 

depleted by incubation with a hypotonic red blood cell (RBC) lysis buffer for 2 min. RBC buffer 

was neutralized by addition of PBS and cells were pelleted by 5 min centrifugation at 350 x g. 

After one additional washing step with PBS, cells derived from one mouse were re-suspended 
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in 45 ml DMEM with 10% FBS and 1% penicillin-streptomycin supplemented with 60 ng/ml 

human CSF-1. 15 ml were plated on one 15 cm dish and BMDMs were differentiated for 7-8 

days, adding 3 ml of fresh medium containing 180 ng/ml CSF-1 on day 3, day 5 and day 7. 

After differentiation, the adherent BMDMs were detached from the dishes using a cell scraper 

and plated for experiments. 

3.4.2.2. Bone marrow-derived dendritic cells 

3.4.2.2.1. GM-CSF-differentiated dendritic cells 

One type of bone marrow-derived dendritic cells (BMDCs) was differentiated using GM-CSF. 

Bone marrow was isolated and RBC lysis was performed as described above. 10 ml containing 

1 x106 cells/ml in RPMI medium with 10 % FBS, 1 % penicillin-streptomycin and 50 µM β-

mercaptoethanol supplemented with 20 ng/ml GM-CSF were plated in a 10 cm dish. On day 4 

of differentiation, loosely adherent cells and cells in suspension were collected, centrifuged at 

350 x g for 5 minutes re-plated at 1 x106 cells/ml in fresh culture medium with 20 ng/ml GM-

CSF. 5 ml of medium containing 20 ng/ml GM-CSF was added at day 6 and non-adherent cells 

were harvested on day 8 or 9 for experiments. 

3.4.2.2.2. FLT3L-differentiated dendritic cells 

For FLT3L differentiation of BMDCs, bone marrow cells were isolated as described above and 

plated at 1.5 x106 cells/ml in 10 ml RPMI medium with 10 % FBS, 1 % penicillin-streptomycin 

and 50 µM β-mercaptoethanol supplemented with 200 ng/ml FLT3L. On day 4, 5 ml of fresh 

medium containing 200 ng/ml FLT3L were added. BMDCs were harvested at day 8 or 9 of 

differentiation. 

3.4.2.2.3. CD103 dendritic cells 

The protocol for the differentiation of CD103 dendritic cells was adapted from Mayer et al. 

[294]. Bone marrow cells were isolated as described above and plated at 1x106 cells/ml in 

10 ml RPMI medium with 10 % FBS, 1 % penicillin-streptomycin and 50 µM β-mercaptoethanol 

supplemented with 200 ng/ml FLT3L and 10 ng/ml GM-CSF. On day 4, 5 ml of fresh medium 

containing 200 ng/ml FLT3L and 10 ng/ml GM-CSF were added. On day 8 of the differentiation, 

suspension cells and only slightly adherent cells were detached by pipetting and re-plated in a 

new 10 cm culture dish at 1x106 cells/ml in fresh RPMI supplemented with the same 

concentrations of the cytokines. At day 12, 5 ml of medium containing 100 ng/ml FLT3L and 5 

ng GM-CSF were added to the culture. CD103 BMDCs were harvested after 15 days of 

differentiation. 

3.4.2.3. Stimulation of macrophages and dendritic cells 

After differentiation, BMDMs or BMDCs were plated for mRNA or protein analysis. 1 x106 cells 

were plated in 1 ml per well of a 12-well plate. On the next day, cells were either harvested for 
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the analysis of baseline mRNA and protein levels or different cytokines/ toll-like receptor (TLR) 

agonists were added at the concentrations and for the time frames indicated with each 

experiment. 

3.4.2.4. Infection of BMDMs with Salmonella enterica serovar Typhimurium 

Salmonella infections were performed by Marcel Hahn from Prof. Ivan Dikic’s group at the 

Goethe University Frankfurt. 1 x106 BMDMs were plated in 1 ml per well of a 12-well plate. 

Some BMDMs were pre-treated with 10 ng/ml IL4 for 12 h before infection. Infections with 

Salmonella enterica serovar Typhimurium strain SL1344 (gift from David Holden, Imperial 

College London) were performed as previously described [295] with a multiplicity of infection 

(MOI) of 10. Following the medium change after infection, a fraction of the BMDMs was treated 

with 10 ng/ml IL4 over the course of the experiment. BMDMs were harvested for protein 

isolation 8 h after infection. 

3.5. Manipulation of gene expression in cell lines 

3.5.1. Transient transfection with Lipofectamine 

For transient transfections cells were seeded at ~ 60% confluence per well of a 6-well or 12-

well plate. The following amounts were used for transfections in 6-well plates and were halved 

for the transfection in 12-well plates. In a first tube, 125 µl OptiMEM were mixed with 7.5 µl of 

Lipofectamine3000 reagent and in a second tube 1.5 µg of DNA were mixed with 125 µl of 

OptiMEM and 3 µl pf P3000 reagent. Subsequently, the content of both tubes was mixed, 

vortexed and incubated for 10 min at room temperature (RT). After the incubation time 250 µl 

of the transfection mix were added per well. 

3.5.2. Generation of knockout cell lines using the CRISPR/Cas9 system 

3.5.2.1. Generation of knockout clones 

HeLa cells were transfected with the pX458_AhR or pX458_Nrf2 plasmids described above 

(3.2.5.2). After 48 h, cells were detached with trypsin and transfected cells were identified and 

sorted due to Cas9-GFP expression with the FACS Aria device. Single cells were sorted into 

each well of a 96-well plate and clones were expanded over time.  

3.5.2.2. Verification of knockouts 

Genomic DNA was purified as described before (3.2.2) in order to verify the knockouts. PCRs 

covering the targeted region of AhR or Nrf2 with the primer sequences shown below (Table 

13) were performed to amplify the region with potential mutations for sequencing. Sequences 

of the PCR product were determined by Sanger sequencing (Mix2Seq, Eurofins) and aligned 

to the WT sequence using the SnapGene 6.0 software to exclude WT clones and validate 

clones carrying the same mutations on both alleles (Figure 12). In case of an incomplete 

sequencing result because of different sequences on both alleles, PCR products were TOPO 
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cloned using the TOPO™ TA Cloning™ Kit from Invitrogen according to the manufacturer’s 

instructions. Plasmids isolated from clones obtained after TOPO cloning were sequenced and 

sequences aligned to the WT sequences, allowing to characterize clones with different 

mutations on both alleles and to exclude clones with an incomplete, heterozygous knockout. 

The clones generated as part of this thesis (Figure 12) have been included into a previous 

publication from the group [61]. 

name sequence (5’ → 3’) 

AhR_PCR_fw AAAGCCAATCCCAGCTGAAG 

AhR_PCR_rev CCAGGAGTGTATGTTTTGGCT 

Nrf2_PCR_fw CCACTTCCCACCATCAACAG 

Nrf2_PCR_rev GGGAGTAGTTGGCAGATCCA 
 

Table 13 Primer sequences for validation of AhR and Nrf2 knockouts 

 

 

Figure 12 Validation of AhR and Nrf2 knockouts 

Sequence alignments showing the genetic modifications in the genomic DNA of the knockout clones in the region 

targeted by the guide RNAs. Sequences were aligned to the WT reference sequences. (A) Sequencing result of 

AhR knockout clones used in this thesis. Clone 1 exhibits one allele with a one-base pair insertion and one allele 

with a one-base pair deletion. Clone 2 has a bi-allelic one-base pair deletion (B) Sequencing result of Nrf2 knockout 

clones used in this thesis. Both clones have a one-base pair insertion. All modifications display frameshift mutations.  

3.5.3. siRNA-mediated knockdown 

HO-1 was knocked down in HeLa cells using an siRNA-based approach. HeLa cells were 

plated at 2x105 cells/well in six well plates one day before transfection. The Lipofectamine 

RNAiMAX Transfection Reagent (Invitrogen) was used according to the manufacturer’s 

instructions to transfect the cells with 50 nM of a scrambled siRNA (4390843, Invitrogen) 

control or an HO-1 siRNA (4390824, s6673, Invitrogen). 10 h after transfection the cells were 

re-plated for ferroptosis assays or stimulations for protein isolation, which were performed on 

the next day after the cells properly attached to the culture plates. 

3.5.4. Generation of stable cell lines using the PiggyBac expression system 

For the generation of recombinant proteins, stable cell lines using the PiggyBac transposon 

system, which is described in section 4.1.1. HEK293T cells were co-transfected with the PB-
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T-PAF expression plasmids (3.2.5.1), PB-RN [291] (Supplementary Figure 4) and pCMV-

hyPBase [296] (Supplementary Figure 5). 24 h after transfection, cells with stable integration 

of PB-T-PAF and PB-RN were selected by cultivation with 10 µg/ml puromycin and 500 µg/ml 

G418 for 21 days. After the selection, stable pools were grown in medium without antibiotics. 

3.6. Protein-based methods 

3.6.1. Generation and isolation of secreted recombinant proteins 

Recombinant N. naja LAAO, murine and human IL4i1 were generated in collaboration with Dr. 

Sabine Suppmann and her team from the Protein Production Core Facility of the MPIB. Stable, 

inducible HEK293T pools generated with the PiggyBac system were grown at a density of 

1 x106 cells per ml in FreeStyle 293 Expression Medium. Protein expression was induced by 

1 µg/ml doxycycline. 7 days after induction the supernatant containing the secreted proteins 

was harvested and filtered using a Nalgene Rapid-Flow 75 mm bottle top filter.  

N. naja LAAO was purified from 2 l of supernatant, which was concentrated to 50 ml in 20 mM 

MES (pH 6.0) and 50 mM NaCl by diafiltration (Satocon Slice 200). The concentrate was 

loaded onto a Toyopearl Sulfate-650F 5 ml column (Tosoh Bioscience) for ion exchange 

chromatography with a linear gradient up to 20 mM MES (pH 6.0) and 2000 mM NaCl for 

elution. Fractions containing LAAO were further purified by incubation with Strep-TactinXT 

Superflow Beads for 1 h on a rotating wheel. After washing (PBS) the protein was eluted with 

50 mM biotin in PBS. 

For purification of human and murine IL4i1 the supernatant was loaded on a Strep-TactinXT 

Superflow cartridge using an ÄKTA pure chromatography system. After washing, the protein 

was eluted in two consecutive 30 min steps with 50 mM biotin in PBS. Protein purity was 

confirmed via sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE). 

3.6.2. Deglycosylation of recombinant proteins by PNGaseF digest 

In order to test the glycosylation status of the purified proteins N-glycosylations were removed 

by PNGaseF digest. 1 µg of recombinant protein was digested with NEB PNGaseF following 

the manufacturer’s protocol for denaturing reaction conditions. Samples without addition of 

PNGaseF were used as control to visualize the size shift via immunoblotting. 

3.6.3. Cell lysis, protein extraction and determination of protein concentration 

For the detection of proteins by immunoblotting, cells were usually plated in 12 well plates on 

the day before starting an experiment. Adherent cells were washed with cold PBS in the plate, 

which was placed on ice, prior to lysis with 60 – 100 µl of RIPA buffer supplemented with Halt™ 

Protease and Phosphatase Inhibitor Cocktail. Cells were scraped with the backside of a pipette 

tip and transferred to 1.5 ml tubes. THP-1 and BMDC suspension cells were collected by 

centrifugation at 350 x g at 4°C, washed with cold PBS and, after a further centrifugation, lysed 
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in RIPA buffer. Samples were vortexed and incubated for ~ 20 min on ice to ensure complete 

lysis. Subsequently, the lysates were cleared from debris by centrifugation at 14,000 x g for 10 

min at 4°C. Supernatants were taken off and stored at -80°C until further usage.  

Protein concentrations were determined with an Bicinchoninic acid (BCA) assay using the 

Pierce BCA Protein Assay Kit according to the instructions, measuring the absorbance with 

the Tecan Spark microplate reader. A standard curve generated from samples with known 

concentrations of bovine serum albumin (BSA) allowed the calculation of the protein 

concentration in the samples.  

3.6.4. SDS-PAGE and Immunoblotting 

Protein samples for immunoblotting (cell lysates or supernatants without any further protein 

concentration) were mixed with SDS loading buffer supplemented with 5 % β-mercaptoethanol 

and denatured for 5 min at 95 °C. Proteins were separated by SDS-PAGE using 4–15 % 

Criterion TGX Stain-Free protein gels in Criterion Vertical Electrophoresis Chambers (Bio-Rad) 

filled with Tris/glycine/SDS Running buffer. For the estimation of protein sizes a protein 

standard was loaded next to the samples (Precision Plus Protein Dual Color Standard or 

BenchMark™ Protein Ladder for the detection of Strep-tagged proteins). Electrophoresis was 

started at 90 V until samples had entered the gel and was subsequently set to 150 V. After 

separation, the proteins were blotted onto a 0.2 μM nitrocellulose membrane (Amersham): A 

stack consisting of sponge pad – Whatman™ paper – gel – membrane –  Whatman™ paper 

– sponge pad was put in a gel holder cassette and placed into a Bio-Rad Trans-Blot Cell filled 

with pre-cooled Transfer buffer and proteins were blotted for 2 h at 35 V. Successful blotting 

was confirmed by protein staining with Ponceau S solution and the membrane was cut into 

appropriate fragments for protein detection. Membranes were blocked for 1 h in 3 % milk in 

TBS-T, before incubation with the primary antibodies (Table 3) diluted in 3% milk in TBS-T 

over night (ON) at 4 °C. On the next day, membranes were washed three times in TBS-T and 

subsequently incubated with horse radish peroxidase (HRP)-coupled secondary antibody 

(Table 4) for 1 h at RT. After three washing steps in TBS-T and one final wash in ddH2O 

membranes were developed using SuperSignal West Pico ECL Substrate and images were 

taken with the Bio-Rad ChemiDoc Imager. For re-probing with different primary antibodies, 

membranes were incubated shaking for 25 min at 65 °C in stripping buffer. After three washes 

in TBS-T membranes were again blocked and incubated with antibody as described above. 

3.6.5. Mass spectrometry-based secretomics 

For secretome analysis 2 x106 BMDMs were plated per well of a 6-well plate in DMEM without 

phenol red supplemented with 10 % FBS and 1 % penicillin-streptomycin. On the next day, 

BMDMs were washed with FBS-free medium and treated in triplicates with IL4 (10 ng/ml), LPS 

(10 ng/ml) or IL4 + LPS (both 10 ng/ml) in FBS-free medium, which was also used for the 
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unstimulated control. Supernatant was collected 24 h after stimulation. Dead cells and debris 

were removed by a 5 min centrifugation step at 350 x g at 4 °C followed by a second 

centrifugation step for 5 min at 1000 x g. Cleared supernatants were frozen at -80 °C until 

further processing. Mass spectrometry (MS)-based secretome analysis was performed by 

Jonathan Swietlik from Prof. Matthias Mann’s research group at the MPIB. Cell supernatants 

were concentrated to ~20 μl and washed with 50 mM Tris (pH 8) using Amicon Ultra 3-kDa 

cutoff filter units at 4 °C. Concentrated supernatants were supplemented with 10 mM Tris(2-

carboxyethyl)phosphine and 40 mM 2-chloroacetamide, and heated in a thermoshaker for 

10 min at 95 °C and 1000 rpm. Afterwards, samples were digested with 1 µg of trypsin/LysC 

for 16 h at 37 °C and 1000 rpm. Samples were acidified by adding 100 µl of isopropanol and 1 

% trifluoroacetic acid, and desalted using in-house-produced styrenedivinylbenzene- reverse 

phase sulfonate (SDB–RPS) StageTips. Desalted peptide mixtures were reconstituted in buffer 

A (0.1 % formic acid) and analyzed with an EASY-nLC 1200 ultrahigh-pressure system 

(Thermo Fisher Scientific) coupled to an Orbitrap Exploris 480 instrument (Thermo Fisher 

Scientific). 300 ng peptides per sample were loaded on to a 50-cm in-house-produced column 

with 75-µm inner diameter, packed with C18 1.9-µm ReproSil beads (Dr. Maisch GmbH). 

Peptides were eluted with a nonlinear gradient starting at 5 % buffer B (80 % acetonitrile, 0.1 

% formic acid) followed by a stepwise increase to 30 % in 95 min, 60 % in 5 min and a wash-

out step for 20 min with an increase to 95 % buffer B and subsequent decrease to 5 % buffer 

B. Spectra were acquired with a data-independent acquisition (DIA) method using full scans 

with a range of 300 – 1650 m/z (AGC target = 3e6, maximum injection time = 60 ms, resolution 

= 120,000 at 200 m/z) followed by MS/MS scans in 32 windows (nce = 27 %, AGC target = 

1e6, maximum injection time = 54 ms, resolution = 30,000 at 200 m/z). DIA MS raw files were 

processed by DIA-NN (version 1.8) with ‘FASTA digest for library-free search’, and ‘deep 

learning-based spectra, RTs, and IMs prediction’ enabled. Precursor false discovery rate 

(FDR) was set to 1 %, and default parameters were used with the following changes: The 

precursor range was restricted to 300 – 1650 m/z and the fragment ion range to 200 – 1650 

m/z. The ‘--relaxed-prot-inf’ option was enabled via the command line. Mass accuracies and 

scan windows were optimized for individual experiments as recommended by the developers.  

Match between runs (MBR) was enabled, neural network classifier was set to ‘double-pass 

mode’ and quantification strategy to ‘robust LC (high accuracy)’. Spectra were matched against 

the mouse UniProt FASTA database (January 2022, 55,105 entries). The Perseus software 

(version 1.6.14.43) was used for further bioinformatic analysis. Data were log2-transformed 

and filtered for protein groups detected in at least two of the three replicates in at least one of 

the experimental conditions. Missing values were imputed from a normal distribution with a 

downshift of 1.8 and a width of 0.3. Differences between the secretomes of stimulated BMDMs 

compared to unstimulated BMDMs were tested using a two-sided Student’s t-test (250 
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randomizations, FDR threshold 0.05, S0=0.2) and visualized by volcano plots. The 10 protein 

groups showing the highest increase of secretion upon IL4 + LPS stimulation were visualized 

in a heat map after generation of row z-scores and hierarchical clustering (Euclidean distance, 

average linkage). 

3.7. Gene expression analysis 

3.7.1. RNA isolation, cDNA generation and quantitative real-time PCR 

To analyze gene expression changes by quantitative real-time PCR (qRT-PCR), cells were 

seeded in triplicates per condition in 12-well plates. For RNA extraction, cells were dissolved 

in 1 ml TRIzol reagent and transferred to a 1.5 ml tube. 200 µl chloroform was added, the 

samples were mixed and subsequently centrifuged at 18,000 x g for 10 min at 4 °C to obtain 

phase separation. 400 µl of the colorless liquid phase were added into a fresh tube containing 

500 µl of 100 % isopropanol. RNA was precipitated ON at -20 °C and pelleted by centrifugation 

at 18,000 x g for 10 min at 4 °C. RNA pellets were washed with 70 % ethanol and centrifuged 

again under the same conditions. Ethanol was carefully removed and the pellets were allowed 

to dry by leaving the tube caps open for ~5 min. Finally, 25 µl of nuclease free water was added 

per tube and the samples were stored at -80°C. For cDNA generation by reverse transcription, 

RNA content was measured using a NanoPhotometer P330 (IMPLEN). 1 µg of RNA was 

adjusted to a volume of 11 µl with nuclease free water in a PCR tube and 1 µl of a primer 

master mix (Table 14) was added per sample. Primer annealing was performed by 4 min 

incubation at 65 °C followed by 10 min incubation on ice. Subsequently, 8 µl of the SuperScript 

IV (SSIV) reverse transcriptase master mix (Table 15) was added and the reaction was 

incubated for 2 h at 42 °C. After the reverse transcription the cDNA was diluted with 80 µl 

nuclease free water. 

component volume per sample 

oligo(dT)12-18 primer 0.4 µl 

random hexamer primer 0.06 µl 

nuclease free water 0.54 µl 
 

Table 14 Primer master mix for reverse transcription 

 

component volume per sample 

5x SSIV first strand buffer 4 µl 

DTT 2 µl 

dNTPs (10 mM) 0.5 µl 

nuclease free water 1.25 µl 

SSIV reverse transcriptase 0.25 µl 
 

Table 15 Reverse transcriptase master mix 
 

Quantification of gene expression changes was analyzed by qRT-PCR using specific primers 

for the respective transcripts (Table 16) with a SYBR Green-based reaction mix (Table 17). 

Mouse GAPDH housekeeper transcript was detected using a TaqMan-based primer/probe mix 
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(Table 18). qRT-PCR was run in a Bio-Rad CFX96 cycler programmed with the appropriate 

protocol (Table 19, Table 20). Ct values were determined using the regression mode for 

threshold determination in the Bio-Rad CFX Manager 3.1 Software. If not indicated otherwise, 

the relative gene expression was calculated by the ΔΔCt method, normalizing the transcript 

level to the respective GAPDH housekeeper control and calculating the fold change to the 

mean of the untreated controls. 

transcript primer sequence (5’ → 3’) 

CYP1A1 (human) 
hCYP1A1_fw AGATCAACCATGACCAGAAGCTA 

hCYP1A1_rev CGATAGCACCATCAGGGGTG 

CYP1B1 (human) 
hCYP1B1_fw TCACCAGGTATCCTGATGTGC 

hCYP1B1_rev GGTCACCCATACAAGGCAGA 

GAPDH (human) 
hGAPDH_fw GTTCGACAGTCAGCCGCATC 

hGAPDH_rev GGAATTTGCCATGGGTGGA 

IL4i1 (mouse) 
mIL4i1_fw GCGAATGCCCAGCTCTCACAG 

mIL4i1_rev TTCACATTATGCACCTCCGTCCAC 
 

Table 16 Primers used for SYBR Green-based pRT-PCR 

 

component volume per sample 

forward primer 0.2 µl 

reverse primer 0.2 µl 

SsoAdvanced SYBR Green Supermix 5 µl 

nuclease free water 2.6 µl 

cDNA 2 µl 
 

Table 17 SYBR Green qRT-PCR mix 

 

component volume per sample 

GAPDH primer/probe 0.5 µl 

TaqMan™ Fast Advanced Mix 5 µl 

nuclease free water 0.5 µl 

cDNA 4 µl 
 

Table 18 TaqMan qRT-PCR mix for the detection of mouse GAPDH 

 

step temperature time 

1. initial activation 95 °C 30 s 

2. denaturation 95 °C 10 s 

3. annealing/extension 60 °C 30 s 

cycles: 40x step 2 & 3   
 

Table 19 Cycler setup for SYBR Green-based qRT-PCR 

  



53 
 

step temperature time 

1. initial activation 50 °C 
95 °C 

2 min 
2 min 

2. denaturation 95 °C 3 s 

3. annealing/extension 60 °C 30 s 

cycles: 39x step 2 & 3   
 

Table 20 Cycler setup for TaqMan-based qRT-PCR 

 

3.7.2. mRNA-Seq based transcriptomics 

THP-1 cells were seeded at 0.3 x 106 cells/ml in 12-well plates and treated for 24 h in triplicates 

with 200 µM PP, 4HPP or I3P dissolved in complete RPMI medium. Complete RPMI medium 

without addition of amino acid metabolites was used as control. HeLa cells were seeded at 

0.1 x 106 cells/ml in 12-well plates and treated in triplicates for 24 h with complete DMEM 

containing 200 µM I3P or complete DMEM pre-incubated for 72 h with 1 µg/ml murine IL4i1 

(WT or K351A mutant). Complete DMEM medium was used as control. RNA was purified using 

the QIAGEN RNeasy Mini kit according to the manufacturer’s protocol. 

mRNA sequencing and analysis was performed at the MPIB next generation sequencing 

(NGS) core facility by Dr. Rin Ho Kim and Dr. Assa Yeroslaviz. Sequencing libraries were 

prepared from 1 µg of RNA from each sample using the NEBNext Ultra II Directional RNA 

Library Prep Kit for Illumina with a NEBNext Poly(A) mRNA Magnetic Isolation Module 

according to the supplier’s protocol. Quality control from total RNA and final library were 

performed with the Qubit Flex Fluorometer (Q33327, Thermo Fisher Scientific) and the 2100 

Bioanalyzer system (G2939BA, Agilent). Paired-end sequencing was performed on an Illumina 

NextSeq 500 device (2 x 43 bp reads). Samples were multiplexed and sequenced on one High 

Output Kit v2.5 to reduce batch effects. BCL raw data were converted to FASTQ format and 

bcl2fastq Conversion Software (Illumina) was used for de-multiplexing. BAM and bigwig files 

were generated by STAR alignment and file conversion scripts – bam2wig and wigToBigWig. 

After quality check with the FastQC (v.0.11.7) tool the files were mapped to the human genome 

(Genome build GRCh38 from Ensembl) using the star aligner (v. 2.7.3a) [297]. Mapped files 

were quantified on gene level based on the Ensembl annotations, using the featureCounts 

[298] tool from the SubRead package [299] (v. 1.4.6-p4). The DESeq2 package (R 3.6.0, 

DESeq version 1.26.0) [300] was used to normalize count data by the size factor to estimate 

the effective library size. After calculating the gene dispersion across all samples, the 

comparison of each two different conditions resulted in a list of differentially expressed genes 

for each comparison. A filtering step was used to remove genes with no reads in at least three 

samples. 

For the generation of volcano plots (Figure 23) genes with an adjusted p-value <0.05 were 

considered to be differentially expressed. Gene ontology (GO) overrepresentation analysis 

(biological process) was performed using the web-based PANTHER tool with Fisher’s exact 
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test and false discovery rate (FDR) calculation. GO term overrepresentation was analyzed for 

the most significantly I3P-upregulated genes (adjusted p-value cutoff at p<10−9) using all 

detected genes from the dataset as reference. Clustering analysis (Figure 34) was conducted 

with the Perseus software (version 1.6.14.0). Genes were filtered for protein-coding genes and 

the reads log2 transformed. Multiple sample testing using ANOVA (FDR threshold: 0.0001) 

was performed and z-scores from significant genes were used for heat map generation by 

hierarchical clustering (Euclidean distance, average linkage). 

3.8. Fluorimetric and optical methods 

3.8.1. Fluorescence microscopy of fluorescence-tagged AhR 

0.2 x106 NIH/3T3 cells were plated per well of a 6-well plate and transfected with a plasmid 

encoding an mScarlet-tagged AhR protein (pcDNA3.1_hygro_AhR-mScarlet, Supplementary 

Figure 6) using lipofectamine (3.5.1). 24 h after transfection cells were detached by trypsin and 

0.02 x106 cells were seeded per well of an 8-chamber glass bottom slide in RPMI medium 

containing 10% FBS. On the next day, cells were incubated for 1 h with 1 mM kynurenine, I3P 

or control RPMI medium at 37 °C. After washing with PBS, cells were fixed with 4 % 

paraformaldehyde (PFA) for 15 min at RT. Cells were washed with PBS and permeabilized 

with 0.2 % Triton X-100 in PBS for 1 h at RT. Nuclei were stained with 0.1 µg/ml 4',6-Diamidino-

2-phenylindol (DAPI) for 15 min at RT. After washing, cells were kept in PBS and imaged with 

a confocal microscope (Zeiss LSM 780) using a 40 x immersion objective and the Zeiss ZEN 

2011 SP7 black software (Version 14.0.2.201). DAPI and AhR-mScarlet were imaged using 

the 405 nm and the 561 nm excitation lasers, respectively. 

3.8.2. Cell death analysis by live cell imaging 

Cell death was monitored using the IncuCyte S3 live cell imager. 0.015 x106 - 0.02 x106 cells 

were seeded per well of a 48-well plate. On the next day, CellTox green dye (1:4000 – 1:6000; 

stains nuclei of dead cells) was added and cell death was induced by the indicated 

concentrations of N. naja LAAO, Erastin or RSL3. Live cell imaging was started directly after 

cell death induction. If not indicated otherwise, a 10X objective was used to take 9 images/ 

well (phase contrast and green channel) every 2 h. The IncuCyte 2019B and 2021C software 

were used to analyze the cell death by quantification of the green objects, which was displayed 

as CellTox+ cells per image. In experiments using WT Hela cells and AhR or Nrf2-deficient 

cells (Figure 33, Figure 32), the CellTox+ cell count was normalized to the cell confluence to 

adjust for slight differences in cell plating and growth. 

3.8.3. Determination of I3P fluorescence spectrum 

I3P was dissolved in ddH2O to a final concentration of 2 mM. A CLARIOstar Plus microplate 

reader (BMG Labtech) was used to measure the I3P fluorescence in a black 96-well 



55 
 

microplate. The excitation spectrum was generated by measuring the fluorescence intensity 

for excitation wavelengths from 320 nm to 440 nm with a stepwidth of 1 nm at an emission 

wavelength of 470 nm (20 nm bandwidth). The emission spectrum was generated using an 

excitation wavelength of 395 nm (20 nm bandwidth) and detecting the emission at wavelengths 

from 430 nm to 600 nm with a stepwidth of 1 nm. 

3.8.4. Flow cytometry 

3.8.4.1. Staining, analysis and sorting of bone marrow-derived dendritic cells 

After differentiation BMDCs were harvested, washed with cold PBS and re-suspended in PBS 

at ~5-10 x106 cells/ml. 10% normal mouse serum (NMS) was added for blocking 5 min prior to 

adding the antibodies. Fluorescent dye-conjugated antibodies were added (1:300 final dilution) 

(Table 5) and cells were incubated in the dark for 25 min at 4°C. Single stains and an 

unstained-control were prepared as controls. After staining, cells were washed in cold PBS 

and re-suspended in FACS buffer (PBS + 2 % FBS). Cells were filtered using 70 µm filters, 

transferred into 5 ml polystyrene tubes and kept on ice until analysis. For analysis of surface 

markers, a LSR Fortessa and for sorting a FACS Aria III device, both running with the BD DIVA 

software were used. If required, single stains were used for setting up compensations. For 

sorting, the populations of interest were gated (layouts in supplementary data) and sorted into 

culture medium supplemented with 20% FBS. Flow data were analyzed using the FlowJo 

software (Version 10.5.0). 

3.8.4.2. Monitoring of I3P uptake 

Different cell types were seeded in triplicates into 48-well plates (0.02 x106 - 0.03 x106). 24 h 

after plating, cells were treated with 200 μM I3P dissolved in the appropriate culture medium 

and incubated for the time indicated with the experiments. Adherent cells were detached by 

trypsin; suspension cells were directly taken from the dish. Cells were washed in PBS and re-

suspended in FACS buffer. AmCyan fluorescence was acquired at the indicated time points 

on a LSR Fortessa with the BD DIVA software. Flow data were analyzed by FlowJo software 

(Version 10.5.0) and the AmCyan MFI (geometric mean) was determined. 

3.8.4.3. Analysis of lipid peroxidation 

Lipid peroxidation was analyzed using the C11-BODIPY 581/591 probe. 0.04 x106 HeLa cells 

were plated per well of a 48 well plate. On the next day, cells were treated in triplicates with 

RSL3 or Erastin for 24 h in the absence or presence of 200 µM I3P. After 24 h supernatants 

were aspirated and medium containing 2 µM C11-BODIPY 581/591 probe was added. Cells 

were incubated for 30 min at 37 °C and subsequently detached from the plate using trypsin. 

After washing, cells were re-suspended in PBS + 2 % FBS and BODIPY fluorescence shift 
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indicating lipid peroxidation was determined by analyzing the fluorescence in the FITC channel 

on a LSRFortessa. Data analysis was performed using the FlowJo software (Version 10.5.0). 

3.8.5. Quantification of L-amino acid oxidase activity 

The specific activity of N. naja LAAO, murine IL4i1 and human IL4i1 towards the proteinogenic 

amino acids was measured by determination of H2O2 generation using Amplex UltraRed (AUR) 

(Figure 16A). 0.1 µg (final 1 µg/ml) of the recombinant enzymes were added to a mixture 

containing 1 U/ml HRP, 50 µM AUR, and 1 mM of the specific L-amino acid in 50 mM sodium 

phosphate buffer, pH 7.0 in a final volume of 100 µl per well of a black 96-well microplate. For 

the generation of a standard curve, an H2O2 titration (starting from 2000 pmol) was added to 

the mixture instead of the enzyme. H2O2 production was measured over 5 min at 37 °C using 

a CLARIOstar Plus microplate reader (BMG Labtech) at 530 nm excitation and 590 nm 

emission wavelength. 

3.8.6. Free radical scavenging assay 

The stable free radical 1,1-diphenyl-2-picrylhydrazyl (DPPH) was used to determine the radical 

scavenging activity of PP, 4HPP, and I3P. Ascorbic acid and the ferroptosis inhibitor Fer-1 

were used as positive controls. A 200 µM DPPH solution in methanol was prepared, pipetted 

in quadruplicates into a 96-well plate and compounds (final 200 µM) were added. An equal 

volume of ddH2O was used as negative control. After 10 min incubation, the absorbance was 

measured at 517 nm with a Tecan Spark microplate reader. The scavenging activity, leading 

to a decrease of DPPH absorbance, was calculated relative to H2O. 

3.8.7. Determination of GSH/GSSG ratio 

For GSH/GSSG ratio determination 0.2 x106 HeLa cells were plated per well of a 6-well plate. 

On the next day, cells were treated in quadruplicates with 200 µM I3P dissolved in culture 

medium or control medium without I3P for 24 h. Cells were detached with trypsin, GSH and 

GSSG levels determined as described by Rahman et al. [301] and the GSH/GSSG ratio was 

calculated relative to the untreated control.  

3.9. Additional use of software 

Further software that was used in this thesis comprised GraphPad Prism 9.3.1 for statistical 

analysis and SnapGene 6.0 for the generation of plasmid maps. AlphaFold [302] was used for 

protein structure prediction and structures were visualized using the PyMOL Molecular 

Graphics System (version 2.0 Schrödinger, LLC). CorelDraw2018 (version 20.1.0.708) was 

used for the generation of figures and conceptual graphics were generated with 

BioRender.com.  



57 
 

4. Results 

The results of this thesis are structured in three main parts: The first section (4.1) is 

methodologic and focuses on the conceptualization, generation and testing of recombinant 

LAAOs. The second section (4.2) addresses the downstream cellular effects mediated by 

LAAOs. Herein, I mainly investigated the ability of IL4i1-mediated amino acid metabolism to 

generate an environment that protects cells from the oxidative cell death ferroptosis. Most of 

the results from the first two sections were published in 2021 [18]. The third part of the results 

(4.3) focuses on the expression and regulation of IL4i1 in BMDMs and BMDCs. 

4.1. Generation and characterization of recombinant Naja naja LAAO and mammalian 

IL4i1 proteins 

IL4i1 belongs to the family of LAAO enzymes which are conserved throughout the evolution 

and found in many different organisms. As LAAOs are a component of most snake venoms 

and the enzymatic reaction catalyzes the production of H2O2, an initial question of my PhD 

project was to investigate whether mediating toxicity is a general function of LAAOs including 

mammalian IL4i1. To address this, I first aimed to compare biochemistry and downstream 

cellular effects of murine and human IL4i1 with an LAAO from a snake venom. So far, ‘high-

quality’ genomes from venomous snakes are limited as most published genomes where 

identified by short-read sequencing which results in highly fragmented assemblies [149]. 

Combining several genomic technologies and mass spectrometry our collaborators identified 

a reference genome and ‘venom-ome’ of the Indian cobra (Naja naja) [149] and provided the 

authentic sequence of the Naja naja (N. naja) LAAO (Figure 7), which I used in my 

experiments.  

4.1.1. The PiggyBac expression system 

The first step of my project was the generation of recombinant IL4i1 and N. naja LAAO. Two 

important considerations for the choice of the expression system were 1) the potential toxicity 

of the enzymes and 2) the fact that IL4i1 and snake LAAOs are secreted proteins that undergo 

post-translational modifications including glycosylation [17,146,303]. To avoid constitutive 

overexpression of the proteins and allow complex glycosylation, I used the inducible PiggyBac 

expression system [291,296] in mammalian HEK293T cells. The system requires the 

transfection of the cells with three plasmids (Figure 13): The first (pCMV-hyPBase) encodes a 

PiggyBac transposase that recognizes the two constructs required for the inducible protein 

expression at their flanking terminal repeat (TR) sequences and stably integrates them into the 

cells’ genome. The second plasmid (PB-RN) encodes a reverse tetracycline-controlled 

transactivator (rtTA) under the control of a CMV promoter, leading to constitutive expression 

of the rtTA. The third component of the expression system is the PB-T-PAF plasmid encoding 

the protein of interest under the control of a tetracycline response element (TRE) promoter. 
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Thus, upon treatment of the cells with a tetracycline derivative such as doxycycline (dox) the 

rtTA can bind to the TRE and induce the expression of the protein of interest. 

 

Figure 13 Schematic overview of PiggyBac transposon system 

The PiggyBac transposon system used for stable protein expression consists of three plasmids. The first plasmid 

(pCMV-hyPBase) encodes a PiggyBac transposase that recognizes and stably integrates the other two constructs 

(PB-RN and PB-T-PAF) at their terminal repeat (TR) sites. PB-RN encodes a reverse tetracycline-controlled 

transactivator (rtTA) which, upon addition of doxycycline, induces the expression of the protein of interest encoded 

on the PB-T-PAF construct. 

4.1.2. Construct design 

For the inducible expression of murine and human IL4i1 and the N. naja venom LAAO, I 

generated PB-T-PAF constructs for the PiggyBac system. To ensure efficient protein secretion 

from the human HEK293T cells, the endogenous secretion sequences of N. naja LAAO and 

murine IL4i1 were exchanged for the human VEGF leader sequence, while for human IL4i1 

the endogenous leader sequence was retained (Figure 14A). A Twin-Strep-tag was added at 

the C-terminus to facilitate protein purification. Furthermore, I designed constructs to generate 

mutant versions of the enzymes lacking the enzymatic activity, which would allow to assign 

effects mediated by the recombinant proteins to their enzymatic activity as Aubatin et al. [184] 

speculated that IL4i1 may also act by receptor binding, independently of the enzymatic activity. 

Since there was no structural information on IL4i1 or N. naja LAAO, I took advantage of the 

strong conservation of the LAAOs and used the structure of the Malayan pit viper 

(Calloselasma rhodostoma) LAAO [145,304] to obtain information about amino acids relevant 

for the enzymatic activity (Figure 14B). To generate an inactive N. naja LAAO, I mutated two 

conserved amino acids most likely required for the catalytic activity of the enzyme, Arg322 and 

Lys324, which correspond to Arg322 and Lys326 in the catalytic domain of the pit viper LAAO 

(Figure 14C). Arg322 has been described to be a dynamic residue in the catalytic center of the 

pit viper LAAO and Lys326 is probably involved in the catalytic hydrogen transfer [145]. As the 

lysine residue is conserved in mammalian IL4i1, I chose to mutate this residue in the human 
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and murine enzyme. Comparable to the residue in the pit viper LAAO, this lysine is part of a 

β-strand facing the core of the IL4i1 enzyme as modelled by AlphaFold (Figure 14D). The 

codons in the constructs were exchanged to encode alanine residues resulting in the 

constructs for an Arg320Ala (R320A) and Lys324Ala (K320A) mutant N. naja LAAO, 

Lys351Ala (K351A) murine IL4i1 and Lys357Ala (K354A) human IL4i1 (Figure 14E). 

 

Figure 14 Design of constructs for recombinant N. naja LAAO, murine and human IL4i1 expression 

(A) Scheme of PB-T-PAF constructs encoding the recombinant proteins which consist of a leader sequence, the 

secreted protein sequence and a Twin-Strep-tag. For N. naja LAAO and murine IL4i1 the human VEGF secretion 

sequence was used, while for human IL4i1 the endogenous secretion sequence was retained. (B) Amino acid 

sequence alignment of C. rhodostoma LAAO, N. naja LAAO, M. musculus and H. sapiens IL4i1 in the region of the 

generated mutations. Residues marked in green were used to generate mutant versions. (C) Active site of C. 

rhodostoma LAAO with L-Phe and co-factor FAD deposited by Moustafa et al. [145] on PDB (2IID). Side chains of 

Arg322 and Lys326 are depicted in green. (D) Structure of murine IL4i1 (UniProt O09046) as predicted by AlphaFold 

[302]. Lys351 side chain is displayed in pink. (E) Scheme of constructs for mutated LAAO and IL4i1 enzymes 

including the respective point mutations.  

4.1.3. Generation of the recombinant proteins 

After generation of stable HEK293T pools using the PiggyBac system (Figure 13), I confirmed 

the induction of the protein expression by dox as shown here for N. naja LAAO (Figure 15A,B). 

While the protein was not expressed in the absence of dox, LAAO expression was clearly 

detectable in cell lysates 24 h after induction with dox (Figure 15A). Secretion of N. naja LAAO 
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was visualized by immunoblotting of culture supernatants, in which the protein enriched over 

the time course of 7 days (Figure 15B). Similar observations were made regarding the 

induction and secretion of murine and human IL4i1 protein (data not shown). Therefore, 

proteins were purified from the supernatant at day 7 after dox induction in collaboration with 

the Protein Production Core Facility of the MPIB (Figure 15C). Purified N. naja LAAO, murine 

and human IL4i1 were visualized by immunoblotting and N-glycosylation of the recombinant 

proteins was confirmed by PNGaseF digest (Figure 15D). Decrease in the molecular weight 

suggested that the proteins had undergone the regular protein secretion pathway and were 

not released as immature, non-modified proteins.  

 

 

Figure 15 Expression of recomninant N. naja LAAO, murine IL4i1 and human IL4i1 

(A) Detection of N. naja LAAO expression in lysates of the stable HEK293T pool after 24 h or 48 h treatment with 

1 µg/ml doxycycline via Western Blot using an antibody against the StrepTag. Grb2 was detected as loading control. 

(B) Enrichment of secreted N. naja LAAO protein in the culture supernatant at 3, 5 and 7 days after doxycycline 

treatment. (C) Scheme of expression strategy used to isolate the recombinant secreted proteins. (D) Immunoblotting 

of purified proteins. PNGaseF digest was performed to verify the glycosylation of the secreted proteins. 

4.1.4. Enzymatic activity of the purified proteins 

I next tested whether the purified proteins were enzymatically active. Phe is a substrate of 

murine and human IL4i1 [17,146] and various snake venom LAAOs [305,306]. Therefore, I 

determined the ability of the purified recombinant proteins to metabolize Phe. The conversion 

of Phe to PP is accompanied by the production H2O2 which can be quantified using the Amplex 

UltraRed (AUR) reagent (Figure 16A): In presence of H2O2 HRP converts AUR into the strongly 

fluorescent Amplex UltroxRed (AUoxR) in a 1:1 stoichiometric ratio, which was detected using 

a microplate reader. Addition of the recombinant N. naja LAAO to Phe-containing sodium 

phosphate buffer led to the generation of H2O2, which was not detectable in absence of the 

enzyme (Figure 16B), suggesting that the recombinant protein was enzymatically active. I also 

observed H2O2 production by recombinant murine IL4i1 (mIL4i1) in presence of Phe. The 

enzymatic activity was comparable to a commercially available mIL4i1 protein (R&D systems) 
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(Figure 16C). However, our in-house recombinant human IL4i1 (hIL4i1) was enzymatically 

inactive as no H2O2 was detected (Figure 16D), whereas commercial hIL4i1 (R&D systems) 

was capable to metabolize Phe and produce H2O2, which suggested that there may be a 

problem in our construct design or the purification of the human protein. 

 

Figure 16 Enzymatic activity of the purified proteins 

(A) Scheme of the Amplex UltraRed assay to detect L-amino acid oxidase activity towards Phe by fluorimetric 

quantification of H2O2 generation. (B) Measurement of LAAO activity towards 1 mM Phe in absence or presence of 

N. naja LAAO via H2O2 quantification. (C) Comparison of H2O2 production of the in-house produced mIL4i1 versus 

commercial (comm.) mIL4i1 from R&D systems in presence of 1 mM Phe. No significant difference (p>0.05) in the 

enzymatic activity was detected using an unpaired t-test. (D) Comparison of H2O2 production of the in-house 

produced hIL4i1 versus commercial (comm.) hIL4i1 from R&D systems in presence of 1 mM Phe. No enzymatic 

activity could be detected in the in-house produced recombinant protein. (B)-(D) n=3, error bars indicate standard 

deviation. 

A plausible explanation for the apparent inactivity of the human protein was that a factor in the 

protein eluate may inhibit the enzymatic activity. To test this, I mixed the commercial, active 

hIL4i1 enzyme with the in-house produced inactive enzyme in different ratios. In case of the 

presence of a soluble inhibiting factor, I would have expected a non-linear decline of enzyme 

activity as soon as an inhibitor was present. However, the activity decreased linear to the 

amount of active enzyme input, suggesting that no soluble inhibitor of the active commercial 

hIL4i1 is present in our recombinant protein eluate (Figure 17A). Compared to mIL4i1, which 

has a very long C-terminal region, the hIL4i1 C-terminus is shorter (Figure 7). Therefore, I next 

reasoned that the C-terminal Strep-Tag may interfere with the activity of the human enzyme, 

for example by inhibiting protein folding. Thus, I generated an N-terminally Strep-tagged 

version of human IL4i1 (Figure 17B). After purification and verification of the glycosylation by 

PNGaseF digest (Figure 17C), I tested the enzymatic activity towards Phe. As observed before 
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for the C-terminally tagged version, the N-terminally tagged hIL4i1 did not show any L-amino 

acid oxidase activity as no production of H2O2 could be detected in the presence of Phe, while 

the commercial hIL4i1 enzyme potently generated H2O2 (Figure 17D). Therefore, all following 

experiments investigating hIL4i1 were performed with the commercial enzyme from R&D 

systems. Overall, it is possible that hIL4i1 is highly sensitive to unfold or aggregate during the 

expression or purification process and further experiments will be required to investigate why 

the in-house-produced hIL4i1 was enzymatically inactive, which will help to generate functional 

hIL4i1 for future research in my group. 

 

 

Figure 17 Activity of human IL4i1 

(A) Measurement of LAAO activity towards 1 mM Phe of mixtures of in-house-produced and commercial hIL4i1. 

Activity increases linear with the increase of active commercial hIL4i1. n=2, error bars indicate standard deviation. 

(B) Scheme of PB-T-PAF construct encoding an N-terminally tagged hIL4i1 version. The sequence encoding the 

Twin-Strep tag follows the endogenous human IL4i1 leader sequence in order to maintain the tag after cleavage of 

the secretion sequence. (C) Immunoblotting of purified N-terminally tagged hIL4i1. Glycosylation of the secreted 

protein was confirmed by PNGaseF digest. (D) Comparison of H2O2 production of the N-terminally tagged hIL4i1 

versus commercial (comm.) hIL4i1 from R&D systems in presence of 1 mM Phe. No enzymatic activity could be 

detected in the in-house produced recombinant protein; n=3, error bars indicate standard deviation. 
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4.1.5. Loss of enzymatic activity in mutant N. naja LAAO and murine IL4i1 

To distinguish between effects that are caused by the enzymatic activity of the recombinant 

enzymes and effects that may be mediated by direct interactions with other proteins, I mutated 

residues in the active sites of the LAAOs to interfere with their catalytic activity (Figure 14C-

E). Purified WT and mutant enzymes showed similar size and glycosylation pattern as 

determined by immunoblotting with and without previous PNGaseF digest (Figure 18A,B). 

Next, I tested whether the exchange of the amino acids in the catalytic sites of the enzymes 

indeed abrogated the enzymatic activity towards Phe. Both, R320A K324A N. naja LAAO and 

K351A mIL4i1, completely lost their ability to metabolize Phe as no H2O2 production was 

detectable in the AUR assay (Figure 18C,D). Thus, the mutant enzyme versions in comparison 

to their enzymatically active counterparts are a key tool to investigate downstream effects of 

LAAOs on cells in their environment that are dependent on the catalytic activity. 

 

Figure 18 Catalytically inactive enzyme versions 

(A) Immunoblotting of purified WT and R320A K324A mutant N. naja LAAO. Glycosylation of the secreted protein 

was confirmed by PNGaseF digest. (B) Immunoblotting of purified WT and K351A mutant mIL4i1. Glycosylation of 

the secreted protein was confirmed by PNGaseF digest. (C) H2O2 production in presence of 1 mM Phe by WT and 

R320A K324A N. naja LAAO shows lacking enzymatic activity of the mutant protein. n=3 (D) H2O2 production in 

presence of 1 mM Phe by WT and K351A mIL4i1 shows lacking enzymatic activity of the mutant protein. n=2; error 

bars indicate standard deviation. 
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4.1.6. Comparison of N. naja LAAO, human and murine IL4i1 enzyme activity towards 

the proteinogenic amino acids 

Although N. naja venom LAAO and IL4i1 catalyze the oxidative deamination of amino acids, 

their activity and substrate specificity may differ. Indeed, while human and murine IL4i1 were 

shown to mainly metabolize aromatic amino acids, such as Phe, Tyr and Trp, snake venom 

LAAOs have been reported to additionally metabolize further hydrophobic amino acids [305-

307]. Yet, no direct comparison (in the same assay) of IL4i1 orthologues and other LAAOs 

existed. Therefore, I tested the activity of N. naja LAAO, human and murine IL4i1 towards all 

proteinogenic amino acids (Figure 19). Both mammalian IL4i1 enzymes showed a preference 

towards Phe >Tyr > Trp > Met. Human IL4i1 displayed a higher activity than the murine 

orthologue as indicated by higher H2O2 production. However, the catalytic activity of both IL4i1 

enzymes was lower than the activity of N. naja LAAO, which in addition to Phe, Tyr, Trp and 

Met showed a high preference to metabolize Leu. This agrees with previous observations 

made for other snake venom LAAOs, which also metabolized Leu alongside with further 

hydrophobic amino acids [305,306]. Notably, N. naja LAAO metabolized all ‘main substrates’ 

at high levels showing less preference between its substrates as compared to IL4i1. Therefore, 

compared to mammalian IL4i1, venom LAAOs may have a faster kinetic and a broader 

substrate range leading to rapid generation of H2O2.  

  

 

Figure 19 Comparison N. naja LAAO, human and murine IL4i1 enzymatic activity 

Enzymatic activity of N. naja LAAO, human and murine IL4i1 was measured by quantification of H2O2 production 

towards 1 mM of the 20 proteinogenic L-amino acids respectively. n=3 replicates from independent experiments; 

error bars indicate standard deviation. 
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4.2. Downstream cellular effects of L-amino acid oxidases 

Due to their enzymatic activity LAAOs can provoke changes in the metabolic environment by 

depleting amino acids and generating α-keto acids, H2O2 and ammonia, which may influence 

the biology of cells in their environment. Therefore, I next aimed to investigate downstream 

cellular effects that are mediated by LAAO activity to better understand the mechanistic basis 

underlying the immunoregulatory and pro-tumorigenic effects of mammalian IL4i1 

[19,172,173,186,188].  

4.2.1. Toxicity of LAAOs 

The presence of LAAOs in snake venoms together with their ability to produce H2O2, suggests 

that the enzymes can mediate cytotoxic effects. Indeed, LAAOs from several snake venoms 

have been found to induce death in different cell types [153-155], whereas cell death mediated 

by purified IL4i1 towards mammalian cells has not extensively been studied. Therefore, I next 

investigated the cytotoxic potential of N. naja LAAO, murine and human IL4i1. 

4.2.1.1. Naja naja LAAO mediates cytotoxicity via generation of H2O2 

To evaluate the toxicity of N. naja LAAO, I treated HeLa cells with the recombinant enzyme 

and followed cell fate by live cell imaging using the CellTox Green dye, which upon cell death 

enters the cells and leads to a green staining of the nuclei by binding to the DNA. Exposure of 

Hela cells with 2.5 µg/ml N. naja LAAO provoked cell death, which started after ~4-5 h with the 

formation of large membrane blebs and resulted in the death of all cells within 12-16 h (Figure 

20A,B). The toxic effect of the enzyme was concentration dependent. While concentrations of 

0.62 µg/ml could kill a fraction of the cells, uniform cell death of all cultured cells was achieved 

at concentrations from 1.25 µg/ml (Figure 20B). Importantly, the enzymatic LAAO activity was 

required for the induction of cell death, as the R320A K324A mutant LAAO lacking the 

enzymatic activity (Figure 18C) was not able to kill the cells (Figure 20), suggesting that the 

toxic effect is mediated by LAAO activity and not by direct effects of protein interaction such 

as receptor binding, which could activate downstream death signaling pathways. 

Based on the findings that LAAO enzymatic activity was required to kill HeLa cells, I next asked 

whether the production H2O2 was responsible for the induction of cell death. In order to interfere 

with the accumulation of H2O2, I added the H2O2-neutralizing enzyme catalase while treating 

HeLa cells with a toxic dose of N. naja LAAO (Figure 21A). All tested doses of catalase resulted 

in a complete protection from N. naja LAAO-induced cell death, indicating that H2O2 is the 

mediator of N. naja LAAO toxicity according to previous studies investigating the toxicity of 

snake venom LAAOs [153-156]. These studies reported the emergence of apoptotic and 

necrotic cell death induced by the LAAOs. The morphology of cells killed by N. naja LAAO 

however, did not resemble apoptotic cells (Figure 20A), as typical features of apoptosis could 

not be observed [308]: The nuclei stained by CellTox Green did not show any fragmentation 
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and no formation of apoptotic bodies occurred, while the membrane blebs which formed within 

the first hours rather hinted to a loss of membrane integrity. Additionally, N. naja LAAO-induced 

cell death could not be blocked by the addition of the pan-caspase inhibitor Z-VAD-FMK 

(Figure 21B), which further suggests that N. naja LAAO induces a non-apoptotic, H2O2-

dependent cell death. 

 

 

Figure 20 Cytotoxic effects of N. naja LAAO require enzymatic activity 

(A) Microscopy images (20X) of HeLa cells in absence or presence of 2.5 µg/ml N. naja LAAO taken from the same 

field of view over time using the IncuCyte live imaging device. Membranes of HeLa cells treated with N. naja LAAO 

started to form blebs (example marked by arrow) after 5 h of treatment. CellTox green dye stains nuclei of dead 

cells. (B) Quantification of dead cells over time using the IncuCyte live imaging device and CellTox green dye. HeLa 

cells were treated with different concentrations of N. naja LAAO for 24 h. Cells treated with control medium (ctrl) 

not containing the LAAO were used as control. Representative image sections at 24 h are shown below. (C) 

Quantification of cell death over time using 2.5 µg/ml WT or R320 K324A mutant N. naja LAAO. Cells treated with 

control medium (ctrl) not containing the LAAO were used as control. Representative image sections at 24 h are 

shown below. (C,D) n=3 biological replicates; results are representative for three independent experiments; error 

bars indicate standard deviation. 
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Figure 21 N. naja LAAO induced cell death is H2O2-dependend and non-apoptotic 

(A) Quantification of dead cells over time using the IncuCyte live imaging device and CellTox green dye. HeLa cells 

were treated with 2.5 µg/ml N. naja LAAO for 24 h in absence or presence of the indicated concentrations of catalase 

(Cat). Cells treated with control medium (ctrl) not containing the LAAO were used as control. Representative image 

sections of cells treated with N. naja LAAO alone and N. naja LAAO + 12.5 µg/ml catalase at 24 h are shown below. 

(B) Quantification of cell death over 24 h using 2.5 µg/ml N. naja LAAO in absence or presence of 20 µM Z-VAD-

FMK. Cells treated with control medium (ctrl) not containing the LAAO were used as control. Representative image 

sections at 24 h are shown below. (A,B) n=3 biological replicates; error bars indicate standard deviation. 

 

4.2.1.2. Mammalian IL4i1 exhibits low cytotoxicity 

The results using N. naja LAAO together with observations regarding the cytotoxicity of other 

LAAOs [153-156] indicated that LAAOs in general may have the potency to mediate H2O2-

dependent cell death. Thus, I investigated whether the mammalian LAAO IL4i1 was able 

induce cell death. However, while N. naja LAAO potently killed HeLa cells, I could not observe 

cell death upon treatment with equal concentrations of murine or human IL4i1 (Figure 22A), 

even when further increasing the enzyme concentration to 5 µg/ml (not shown). Therefore, I 

next aimed to investigate the potential toxicity in a cell system that was particularly susceptible 

to LAAO toxicity. The acute lymphoblastic leukemia cell line RS4;11 already showed 

substantial cell death upon treatment with N. naja LAAO at concentrations of 80 ng/ml (Figure 

22B). Consistent with my results in HeLa cells this was dependent on the enzymatic LAAO 

activity. Compared to N. naja LAAO, mammalian IL4i1 required much higher concentrations 

(~ 30 fold higher) in order to evoke toxic effects (Figure 22C). Concentrations higher than 

2 µg/ml of mIL4i1 were sufficient to kill the RS4;11 cells, which was not observed when 

exposing the cells to the K354A mutant (Figure 22D) that lacks the enzymatic activity (Figure 

18D). Taken together, these observations show that in contrast to venom LAAO, the 

mammalian relatives have a much lower cytotoxic activity, which most likely depends on the 

slower enzymatic activity and the reduced amino acid substrates as shown before (Figure 19), 
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suggesting that within the evolution of LAAO enzymes, mammalian IL4i1 lost most of the 

cytotoxic potential.  

 

Figure 22 Mammalian IL4i1 is only toxic at high concentrations 

(A) HeLa cells were treated with 2.5 µg/ml N. naja LAAO, mIL4i1 or hIL4i1 for 24 h. Cell death was quantified over 

time using the Incucyte live imaging device and CellTox green dye. Representative image sections are shown 

below. (B) RS4;11 leukemia cells were treated with titrations of WT or R320 K324A mutant N. naja LAAO. The 

number of viable cells was determined after 72 h. (C) RS4;11 cells were treated with titrations of N. naja LAAO, 

mIL4i1 or hIL4i1. The number of viable cells was determined after 72 h. (D) RS4;11 leukemia cells were treated 

with titrations of WT or K351A mutant mIL4i1. The number of viable cells was determined after 72 h. (A,B,D) n=3 

biological replicates (C) n=4 biological replicates; error bars indicate standard deviation. 
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4.2.2. Downstream effects of IL4i1-produced aromatic amino acid metabolites 

Since mammalian IL4i1 enzymes exhibited a much lower cytotoxic activity than the relative N. 

naja venom LAAO, I hypothesized that instead of mediating toxicity, the amino acid metabolites 

generated by IL4i1 may have certain regulatory functions. IL4i1 exhibits the strongest substrate 

affinity to Phe, however it can also metabolize the other aromatic amino acids Tyr and Trp 

[17,19,146] (Figure 19) leading to the generation of the α-keto acids phenylpyruvate (PP), 4-

hydroxyphenylpyruvate (4HPP) and indole-3-pyruvate (I3P), respectively (Figure 23A). 

However, by the beginning of this thesis project, the downstream cellular effects mediated by 

these α-keto acids were almost unknown. If studied at all, only PP was included into 

experiments, which however did not contribute to the examined immunoregulatory effects 

[17,172,184,186]. 

4.2.2.1. I3P induces stress-protective gene expression 

Due to the limited knowledge about the effects mediated by the aromatic α-keto acids PP, 

4HPP and I3P, I aimed to investigate whether the metabolites modulate gene expression on 

transcriptional level. I performed an RNAseq experiment in the human myeloid THP-1 cell line 

stimulated with PP, 4HPP or I3P, since myeloid cells may be the main producers of IL4i1 

[55,171,173]. While PP caused only minor effects on the transcriptome, the Trp metabolite I3P 

provoked a highly significant induction of certain mRNAs encoding e.g. SLC7A11, NQO1, 

CYP1B1 and AKR1C family enzymes (Figure 23B). Although 4HPP had weaker effects, 

several of these mRNAs were also regulated by the Tyr metabolite. Analysis of the gene 

ontology (GO) of the transcripts most significantly upregulated by I3P revealed the 

overrepresentation of GO terms associated with processes such as amino acid metabolism 

and the responses to cellular stress including chemical stress (GO:0062197) and oxidative 

stress (GO:0006979) (Figure 23C). When analyzing the significant transcripts detected under 

the term ‘response to oxidative stress’ in I3P treated cells, I observed that also 4HPP regulated 

a part of these mRNAs, while PP had almost no effect on their expression (Figure 23C, right 

panel). In line with the response to oxidative stress also the terms ‘reactive oxygen species 

metabolic process’ (GO:0072593), ‘cysteine biosynthetic process from serine’ (GO:0006535) 

and ‘glutathione metabolic process’ (GO:0006749) were significantly enriched, suggesting that 

I3P induces a broad network of genes involved in the protection from oxidative stress e.g. by 

increasing cystine import by upregulating SLC7A11 and cysteine biosynthesis from serine. 

Cysteine is regarded as the rate-limiting substrate for the generation of glutathione (GSH), 

which is considered to be the major intracellular antioxidant [208,214]. Additionally, 

upregulated transcripts may be involved in the elimination of ROS-dependent cytotoxic 

metabolites such as the enzymes of the aldo-keto reductase 1C (AKR1C) family, which were 

found to metabolize toxic aldehydes derived from lipid peroxidation [309,310].  
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Figure 23 I3P induces stress-protective gene expression 

(A) Overview of main amino acid metabolites generated by IL4i1 from the aromatic amino acids L-Phe, L-Tyr and 

L-Trp respectively. (B) Differentially expressed genes as determined by RNA-seq from THP-1 cells treated for 24 h 

with 200 µM PP, 4HPP or I3P compared to untreated cells. Genes marked in black/red have a p-value <0.05. (C) 

Selection of overrepresented GO terms from genes most significantly upregulated by I3P treatment (p-value cutoff 

p<10−9). Heat map of genes detected in the analysis under the term ‘response to oxidative stress’ (GO:0006979) is 

shown on the right. (D) Immunoblotting of SLC7A11 and AhR protein in lysates of THP-1 cells. Grb2 was used as 

loading control. Titrations of PP, 4HPP and I3P for 48 h are shown on the right. A time course of I3P treatment is 

shown on the left. 
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Notably, many of the induced genes are target genes of the anti-oxidative Nrf2 pathway and 

the AhR pathway, which also share common targets [311], suggesting that these pathway may 

be activated by I3P. Investigating the cysteine importer SLC7A11 on protein level, I could 

observe a dose-dependent increase induced by I3P, even at low concentrations of 25 µM, 

while 4HPP only upregulated SLC7A11 at the highest tested concentration of 200 µM (Figure 

23D). The I3P-induced SLC7A11 upregulation was detectable 24 h after treatment and further 

increased at the 48 h time point, indicating that the presence of I3P may have a long-lasting 

effect on the cell state and does not only provoke a short-lived response. I also observed an 

I3P-dependent decrease in AhR levels, which considering the induction of AhR target genes 

such as CYP1B1, may reflect the activation of AhR signaling: Upon activation the receptor first 

translocates to the nucleus and subsequently gets degraded via the proteasome upon nuclear 

export [110]. A slight decrease in AhR protein levels could also be observed with high 

concentrations of 4HPP. 

Overall, this set of experiments was a key clue indicating that the Trp and Tyr metabolites, I3P 

and 4HPP, generated by IL4i1 may participate in IL4i1-mediated downstream cellular effects 

and hinted towards a potential involvement of AhR signaling and the activation of pathways 

implicated in cellular protection from oxidative stress, which I further addressed in my thesis. 

4.2.2.2. I3P uptake can be visualized by flow cytometry 

Several Trp metabolites such as Kyn and KynA exhibit endogenous fluorescence at longer 

wavelengths as compared to Trp [312]. This property was previously used to monitor Kyn 

uptake into cells by flow cytometry [61,313]. Therefore, I investigated whether also I3P uptake 

could be visualized. First, measuring the excitation and emission spectra of I3P, I found that 

I3P has an excitation maximum at 360 – 370 nm and an emission maximum between 475 and 

490 nm (Figure 24A). The excitation maximum for Trp in contrast, lies at 297 nm and the 

emission maximum at 350 nm [312], suggesting that the conversion of Trp to I3P indeed shifts 

the endogenous fluorescence of the metabolite towards wavelengths that lie within the 

detectable range of our flow cytometer. In agreement, flow cytometry revealed a clear shift in 

fluorescence of HeLa cell treated for 24 h with I3P in the AmCyan channel as compared to 

untreated cells (Figure 24B,C), suggesting that it was possible monitor I3P within the cells. To 

exclude that I3P may cause autofluorescence due to cell damage, I verified that the increase 

of fluorescence was reversible by subsequent removal of I3P (Figure 24D), which additionally 

suggested that an intracellular flux of I3P existed. Finally, I tested I3P uptake in several cell 

lines and could robustly detect the increase in AmCyan fluorescence (Figure 24E). 

Interestingly, the cell lines showed differences in the baseline fluorescence but also in the 

extent of fluorescence shift, suggesting that there may be different kinetics of I3P uptake or 

downstream I3P metabolism, which could be investigated in future projects. 
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Figure 24 I3P uptake can be monitored by flow cytometry 

(A) Fluorescence spectrum of I3P in aqueous solution. Solid gray line represents the excitation (Ex) spectrum and 

solid blue line the emission (Em) spectrum. Dotted lines represent the spectrum control of the diluent. (B) Shift of 

fluorescence in HeLa cells treated for 24 h with 200 µM I3P is detectable by flow cytometry in the AmCyan channel 

(405 nm laser, 500-550 nm detection). (C) Quantification of AmCyan MFI in HeLa cells treated for 24 h with 200 

µM I3P or control medium. n=3; T-test was used for statistics: ****:p<0.0001. (D) Quantification of AmCyan MFI in 

HeLa cells that were left untreated, treated for 24 h with 200 µM I3P and cells that were treated for 24 h with I3P 

followed by washing and 5 h incubation in medium without I3P. One-way ANOVA with Tukey's multiple comparisons 

test was used for statistics: ns: not significant; ****: p<0.0001 (E) Quantification of AmCyan MFI in different cell lines 

treated for 24 h with 200 µM I3P or control medium. n=3; T-tests were used for statistics: ***: p< 0.001; 

****:p<0.0001. (C-E) all error bars indicate standard deviation. 

 

4.2.2.3. I3P is an activator of AhR signaling 

Based on the first hints indicating that I3P can activate AhR signaling (Figure 23), I aimed to 

further evaluate a role of I3P in the activation of the receptor. The AhR is a ligand-activated 

transcription factor associated with the sensing of environmental signals such as exogenous 

environmental toxins, but also endogenous stimuli in order to maintain cellular homeostasis 

[96]. Importantly, AhR signaling is involved in the regulation of immune responses (see 1.2.4.3) 

and the IDO/TDO-dependent Trp metabolite Kyn, as an endogenous AhR ligand, is involved 

in suppressing immune responses and promoting tumor progression [100,101]. Therefore, 

IL4i1-dependent generation of a further Trp metabolite that can act as AhR agonist may be an 

important clue to understand the role of IL4i1 in immunoregulation and cancer progression. In 

line with recent results from Sadik et al. [19], my experiments suggest that I3P indeed activates 

the AhR. I treated NIH/3T3 cells transiently transfected with an mScarlet-tagged AhR with I3P 
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or Kyn, which was used as positive control and visualized the localization of the fluorescently 

labeled protein by confocal microscopy (Figure 25A). Cells treated with Kyn and I3P showed 

increased nuclear localization of the tagged AhR protein as compared to untreated cells, 

suggesting that besides Kyn also I3P can activate AhR signaling. In addition, I analyzed the 

induction of two main AhR target genes CYP1A1 and CYP1B1 in HeLa cells by qPCR (Figure 

25 B,C) and found a significant induction of both mRNAs upon stimulation with I3P. 4HPP was 

also able to increase CYP1A1 and CYP1B1 mRNA levels, but the effect was clearly weaker 

than the I3P-mediated effect, suggesting that 4HPP is a less potent AhR agonist. A final 

verification that the observed CYP enzyme induction is completely AhR-dependent is shown 

later in this thesis using AhR knockout clones (Figure 33D). 

 

Figure 25 I3P activates the aryl hydrocarbon receptor 

(A) Fluorescence microscopy of AhR nuclear translocation induced by 1 h treatment with 1 mM of Kyn and I3P in 

NIH/3T3 cells transiently transfected with mScarlet-tagged AhR. Nuclei were stained with DAPI. Unstimulated cells 

were used as control. Images are representative for two independent experiments. (B) and (C) Quantification of 

mRNA induction of the AhR target genes CYP1A1 and CYP1B1 by qRT-PCT upon 24 h stimulation of HeLa cells 

with 200 µM of PP, 4HPP and I3P. The mRNA levels were normalized to GAPDH and the fold change compared 

to the unstimulated control (ctrl) was determined. n=3 biological replicates; error bars indicate standard deviation; 

One-way ANOVA with Dunnett's multiple comparisons test, comparing all treatments to the untreated control, was 

used for statistics: ns: not significant; **: p<0.01; ***: p<0.001; ****: p<0.0001. 
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4.2.3. Anti-ferroptotic effects of IL4i1 and its amino acid metabolites 

I previously observed that the IL4i1 metabolites I3P and 4HPP induced oxidative stress-

protective gene expression (Figure 23). Significantly upregulated transcripts were for example 

involved in cysteine production and import as well as GSH metabolism. Notably, cysteine is 

the rate-limiting substrate for the synthesis of GSH, which is one of the main intracellular 

antioxidants [208,214]. Therefore, I speculated that I3P and 4HPP may have an impact on the 

cellular redox balance. Availability of cysteine and GSH play a major role in cellular protection 

from ferroptosis, a form of oxidative cell death characterized by uncontrolled phospholipid 

peroxidation, resulting in cell membrane disruption [203-205,314] (1.3). Under steady-state 

conditions PLOOHs are permanently detoxified by GPX4, which requires GSH as substrate 

(1.3.1.1, Figure 26A). Therefore, cells depend on cysteine to generate sufficient amounts of 

GSH required for GPX4-mediated the detoxification of PLOOHs and thereby protection from 

ferroptotic cell death. 

4.2.3.1. I3P is a potent and 4HPP a weak ferroptosis suppressor 

The observations that I3P and 4HPP upregulated the expression of several genes involved in 

cysteine homeostasis and GSH production suggested that I3P and 4HPP may contribute to 

cellular protection from ferroptosis, which I addressed in collaboration with Dr. Alessandra 

Fiore a former Postdoc in my research group. Using live cell imaging, we first investigated 

whether I3P and 4HPP could interfere with ferroptotic cell death induced in HeLa cells by the 

ferroptosis inducers Erastin, blocking cystine uptake via SLC7A11, and the GPX4 inhibitor 

RSL3. We observed that I3P completely rescued both, Erastin- and RSL3-induced ferroptosis 

(Figure 26B,C). The effect was comparable to Ferrostatin-1 (Fer-1), a known and potent 

synthetic ferroptosis inhibitor [199]. In line with the protective effect, we found that I3P was 

able to completely revert Erastin- and RSL3-mediated lipid peroxidation as measured by flow 

cytometry using C11-bodipy 581/591, a lipid peroxidation sensor (Figure 26D,E). As expected, 

PP had no effect on ferroptosis while 4HPP which induced less of the stress-protective genes 

compared to I3P (Figure 23) displayed a weaker protective potential: Erastin-induced 

ferroptosis was partly inhibited, while RSL-induced ferroptosis could not be prevented by 

concurrent treatment with 4HPP (Figure 26B,C). However, when pre-treating the cells for 24 h 

with 200 µM 4HPP a partial protection from RSL3-induced cell death occurred (Supplementary 

Figure 7).  
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Figure 26 I3P and 4HPP can protect cells from ferroptosis 

(A) Simplified scheme depicting components of ferroptotic cell death and the inhibitory GPX4-glutathione-cysteine 

axis. (B) Quantification of Erastin-induced ferroptosis over 48 h using the IncuCyte live imaging device and CellTox 

green dye. HeLa cells were concurrently treated with 10 µM Erastin in absence of presence of 200 µM PP, 4HPP, 

or I3P. Fer-1 (2 µM) was used as a control for a known inhibitor of ferroptotic cell death. n=3 biological replicates; 

error bars indicate standard deviation. The results are representative for three independent experiments. 

Representative image sections showing I3P-mediated protection from ferroptosis at 48 h are shown next to the 

graph. (C) As described in (B), but using 1 µM RSL3 to induce ferroptosis. (D) Determination of lipid peroxidation 

by flow cytometry using C11-Bodipy 581/591 sensor in HeLa cells after 24 h treatment with 10 µM Erastin, 200 µM 

I3P or combinations of both. n=3 biological replicates; One-way ANOVA with Tukey's multiple comparisons test 

was used for statistics: ****: p<0.0001; Error bars indicate standard deviation. (E) As described in (D), but using 

1 µM RSL3 for ferroptosis induction. 
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Next, to get a better idea about the effective range of the metabolites, we performed titration 

experiments and evaluated the anti-ferroptotic activity of I3P and 4HPP in HeLa cells. We 

observed that I3P protected potently from Erastin-induced ferroptosis at 200 µM and 100 µM, 

but had only minimal protective effects at concentrations of 50 µM and 25 µM (Figure 27A, 

left). However, when pre-incubating the cells for 24 h with I3P before ferroptosis induction also 

a concentration of 50 µM could efficiently prevent cell death (Supplementary Figure 7A). The 

partial inhibition of Erastin-mediated ferroptosis of 4HPP required concentrations of 100 µM or 

200 µM (Figure 27A, right). When analyzing RSL3-induced ferroptosis, we found that cell death 

was almost completely blocked by I3P concentration going down to 50 µM and even 25 µM 

I3P partly prevented cell death (Figure 27B, left), while 4HPP had almost no effect in the 

simultaneous addition with RSL3 (Figure 27B, right). Finally, to exclude cell line specificity of 

the ferroptosis inhibition, we confirmed the protective effects of I3P in HT1080 cells, a human 

fibrosarcoma cell line frequently used in ferroptosis studies (Supplementary Figure 8) and our 

collaborators of Prof. Linkermann’s group in Dresden additionally validated the anti-ferroptotic 

effect of I3P using a flow cytometry-based assay in HT1080 and murine NIH/3T3 cells upon 

treatment with further ferroptosis inducers [18]. 

Taken together, our data show that at concentrations of ~100 µM 4HPP conferred partial 

ferroptosis protection, while I3P potently blocked ferroptosis. I3P was already effective at 

concentrations of 50 µM, which lies in the range of physiological the serum Trp concentration 

(~70 µM) [315]. Importantly, we confirmed that Trp itself can neither interfere with Erastin- nor 

with RSL3-induced ferroptosis (Figure 27C,D), highlighting that IL4i1-catalyzed conversion of 

Trp into I3P is required to obtain the protective effect.  
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Figure 27 Anti-ferroptotic activity of I3P and 4HPP 

Quantification of death cells 36 h after ferroptosis induction by Erastin or RSL3. The anti-ferroptotic activity of the 

indicated compounds was assessed in comparison to samples treated only with Erastin/RSL3 (-). (A) HeLa cells 

were concurrently treated with 10 µM Erastin and the indicated titrations of I3P and 4HPP. (B) HeLa cells were 

concurrently treated with 1 µM RSL3 and the indicated titrations of I3P and 4HPP. (C) HeLa cells were concurrently 

treated with 10 µM Erastin (left) or 1 µM RSL3 (right) and 200 µM of I3P or L-Trp. (A-C) n=3 biological replicates; 

error bars indicate standard deviation; One-way ANOVA with Dunnett's multiple comparisons test was used for 

statistics, comparing the effect of each metabolite to the Erastin/RSL3 alone (-) control: ns: not significant; ***: 

p<0.001; ****: p<0.0001. 

 

  



78 
 

4.2.3.2. Ferroptosis inhibition is mediated by free radical scavenging and anti-

oxidative gene expression 

We next aimed to investigate the mechanisms underlying the ferroptosis suppressive effects 

of the IL4i1-derived metabolites. As described above, I observed that I3P induced a network 

of genes involved in cellular protection from oxidative stress in THP-1 cells (Figure 23). An 

additional mechanism that has previously been reported to be involved in metabolite-

dependent protection from ferroptosis is the trapping lipid radicals, which is required for 

ferroptosis suppression by CoQH2 [227,228] and BH4 [232] (1.3.1.2). As a study from the 1990s 

suggested that I3P can act as an antioxidant [316], we tested the ability of the IL4i1-generated 

aromatic α-keto acids to scavenge free radicals using the stable radical diphenyl-2-

picrylhydrazyl (DPPH) (Figure 28). Ascorbic acid and the ferroptosis inhibitor Fer-1, which 

scavenges free radicals [199], were used as positive controls. Indeed, while PP did not show 

anti-oxidative properties (Figure 28A), 4HPP and I3P were able to scavenge the DPPH radical 

in a dose dependent way (Figure 28B,C). Notably, the I3P scavenging potential was 

comparable to the scavenging potential of Fer-1, whereas 4HPP showed a weaker radical 

scavenging activity. Overall, this suggests that not only anti-oxidative gene expression, but 

also free radical scavenging contributes to the anti-ferroptotic properties of the amino acid 

metabolites. 

 

Figure 28 Free radical scavenging activity of I3P and 4HPP 

(A) Radical scavenging properties of 200 µM PP, 4HPP, I3P, ascorbic acid (Asc) and Fer-1 relative to H2O as 

determined by the decrease in DPPH radical absorbance. (B) DPPH scavenging by the indicated concentrations of 

I3P was determined relative to H2O. (C) DPPH scavenging by the indicated concentrations of 4HPP was determined 

relative to H2O. (A-C) n=4; error bars indicate standard deviation; One-way ANOVA with Dunnett's multiple 

comparisons test was used for statistics, comparing the effect of each metabolite to the H2O control: ns: not 

significant; **: p<0.01; ****: p<0.0001. 

In order to assess the relative contribution of the two potential mechanisms involved in 

ferroptosis suppression, free radical scavenging and anti-oxidative gene expression, we 

focused on I3P, the more potent anti-ferroptotic metabolite generated by IL4i1. The following 

experiments are based on the hypothesis that in order to protect cells from ferroptosis by 
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radical scavenging I3P would need to be physically present (Figure 29). By contrast, ferroptosis 

suppression by initiation of a protected cell state via anti-oxidative gene expression would not 

require the presence of I3P at the moment of ferroptosis induction, suggesting that I3P would 

still confer protection from ferroptosis even when no longer present inside a cell after I3P 

removal. 

 

Figure 29 Conceptual model used for testing mechanisms of I3P-mediated ferroptosis protection 

When ferroptosis is induced while I3P is present inside a cell, I3P could potentially confer cellular protection by a 

dual mechanism consisting of the induction of anti-oxidative gene expression and the scavenging of free radicals, 

which requires the direct presence of I3P. The expression of anti-oxidative genes would be retained for a certain 

time even when I3P was no longer present and could still protect cells from ferroptosis after I3P removal. 

Thus, we took advantage of the endogenous I3P fluorescence and the observation that 

intracellular I3P fluorescence fades after removing I3P, suggesting that it is no longer present 

after a certain time (Figure 24). In order narrow down the exact timing of I3P decline within the 

cells, we washed out the metabolite after 24 h incubation and subsequently monitored I3P 

fluorescence over time by flow cytometry (Figure 30A,B). A strong decline in fluorescence was 

already observed within the first hour after I3P removal reaching the baseline fluorescence of 

untreated cells at ~4-5 h, suggesting the depletion of intracellular I3P. Therefore, we decided 

to induce ferroptosis 5 h after I3P removal to validate whether the metabolite was still protective 

under these conditions (Figure 30C,D). We observed that I3P retained the protective effect 

towards Erastin-induced ferroptosis, but lost its protective effect towards RSL3-induced 

ferroptosis. This result suggested that while I3P can act by a combination of ROS scavenging 

and upregulation of protective gene expression, the protection from RSL3-induced ferroptosis 
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required I3P radical scavenging, whereas for the protection from Erastin the induction of 

protective gene expression was sufficient.  

We further studied which components may contribute to the protected cell state induced by 

changes in gene expression. A crucial metabolite that is required to prevent ferroptosis is GSH, 

as it is essential for GPX4-mediated PLOOH detoxification, resulting in the generation of 

oxidized GSH (GSSG) (Figure 26A). The limiting factor for GSH synthesis is cysteine, which 

is imported into the cell in form of cystine by SLC7A11. Furthermore, GSH can be recycled 

from GSSG in an NADPH-dependent manner by the glutathione-disulfide reductase (GSR) 

[222]. As shown before, RNAseq analysis of THP-1 cells treated with I3P showed significant 

enrichment of genes associated with ‘glutathione metabolic process’ (GO:0006749) including 

GSR and the modulatory subunit of GCL, the rate limiting enzyme for GSH synthesis. In 

addition, I3P induced genes involved in several modes of cysteine acquisition (uptake and 

generation) and enhanced SLC7A11 on protein level (Figure 23). Thus, we examined whether 

I3P changes the availability of GSH in the cells (Figure 30E). Indeed, we observed that I3P 

treatment of HeLa cells led to a significant increase in the GSH/GSSG ratio, suggesting that 

cells have more GSH for PLOOH decomposition. Moreover, confirming the experiments in 

THP-1 cells, I3P treatment increased SLC7A11 levels in HeLa cells under steady state 

conditions (ctrl) (Figure 30E). Erastin treatment itself also upregulated SLC7A11 [224] likely as 

a mechanism to compensate decreased cysteine levels. However, the induction was strongly 

enhanced in the presence of I3P and also the levels of heme oxygenase-1 (HO-1), another 

Nrf2 target gene, were markedly increased suggestsing that I3P enhances the response to the 

oxidative stress induced by Erastin. 
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Figure 30 Distinct modes of anti-ferroptotic effects mediated by I3P 

(A) Overview of experimental design to determine intracellular I3P. HeLa cells were pre-treated with medium without 

or with 200 µM of I3P. After 24 h the cells were washed and medium without I3P was added. Remaining intracellular 

I3P was analyzed by flow cytometry as shown before (Figure 24) at the indicated time points. (B) Flow cytometry-

based quantification of I3P fluorescence after wash-out as described in (A). n=3 biological replicates; 2-way ANOVA 

with Sidak's multiple comparisons test was used for statistics: ns: not significant; **: p<0.01; ****: p<0.0001 (C) 

Experimental design of ferroptosis induction after I3P wash-out to discriminate between direct and indirect effects 

of I3P on ferroptosis protection. HeLa cells were pre-treated with 200 µM I3P for 24 h, followed by a wash-out step 

in parts of the samples. After 5 h ferroptosis was induced with 10 µM Erastin or 1 µM RSL3 and dell death was 

determined by live cell imaging. (D) Quantification of ferroptotic cell death in HeLa cells with or without wash-out of 

I3P before ferroptosis induction. n=2 biological replicates; the graphs are representative for three independent 

experiments. (E) GSH/GSSG ratio of HeLa cells determined after 24 h treatment with 200 µM I3P. n=4 biological 

replicates; T-test was used for statistics: *: p<0.05 (F) Immunoblotting of SLC7A11 and HO-1 in protein lysates of 

HeLa cells concurrently treated for 24 h without or with 1 µM RSL3 or 10 µM Erastin and 200 µM I3P. 
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4.2.3.2.2. HO-1 induction is not required for I3P-mediated ferroptosis protection 

In mammals, two heme oxygenase isoenzymes exist, HO-1 and HO-2. While HO-2 is 

constitutively expressed, HO-1 is a highly inducible enzyme whose expression is for example 

controlled by oxidative stress via Nrf2 [317]. However, although HO-1 is induced by the anti-

oxidative Nrf2 pathway, its role in redox stress and ferroptosis is controversial [318]. Whereas 

some studies report detrimental roles of HO-1 in the context of ferroptosis [319,320], other 

studies describe protective properties of HO-1 [252,256,321]. Both, pro- and anti-ferroptotic 

effects, may result from the HO-1 catalytic activity: HO-1-dependent heme degradation leads 

to the release of free iron, which may promote lipid peroxidation. On the other hand, the 

metabolites biliverdin and bilirubin generated from heme are known antioxidants [318,322]. 

As we observed a strong increase in HO-1 expression induced by I3P in the presence of 

Erastin (Figure 30F), we sought to investigate whether upregulation of HO-1 contributed to 

ferroptosis suppression mediated by I3P. First, we used the chemical HO-1 inhibitors Zinc 

protoporphyrin (ZnPP) and ketoconazole to block HO-1 activity [323]. We observed that the 

HO-1 inhibitors, while slightly delaying ferroptosis per se, strongly reduced the protective 

potential of I3P (Figure 31A,B). 48 h after ferroptosis induction, almost all cells treated with I3P 

died in the presence of the inhibitors, which would support the hypothesis that HO-1 

upregulation in the presence of I3P was important for the protective effect. However, when 

genetically interfering with HO-1 expression using an siRNA-mediated knockdown, we could 

not observe any difference between cells with (siHO-1) or without (siScr) HO-1 knockdown 

(Figure 31C,D). I3P treatment retained its anti-ferroptotic effect even when HO-1 was no longer 

induced. Since the knockdown was very potent, our experiments indicate that HO-1 

upregulation is not required to mediate the I3P-dependent ferroptosis suppression. Yet, our 

observations also suggest that the inhibitors may not be completely specific to HO-1 and may 

target other proteins such as HO-2 or further heme-dependent enzymes that could affect I3P-

mediated cell protection, which requires further investigation. 
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Figure 31 HO-1 induction is not required for I3P-mediated ferroptosis protection 

(A) Analysis of I3P-mediated ferroptosis protection over 48 h in absence or presence of ZnPP. Ferroptosis in HeLa 

cells was induced by 10 µM Erastin with concurrent treatment with 200 µM I3P, 10 µM of ZnPP or combinations of 

both. n=2 biological replicates; the graph is representative for three independent experiments. Representative 

image sections with CellTox staining are shown below the graph. (B) Same experimental setup as in (A) using 

100 µM ketoconazole (Ketoc.) instead of ZnPP. (C) Confirmation of HO-1 knockdown after transfections with 50 

nM siRNA (siScr negative ctrl or siHO-1) by immunoblotting. 10 h after transfection cells were re-plated and treated 

for 15 h with 200 µM I3P, 10 µM Erastin, or a combination of both. Vinculin was used as loading control. (D) 

Quantification of ferroptotic cell death over 48 h in HeLa cells transfected with siScr (left) or siHO-1 (right). 

Ferroptosis was induced with 10 µM Erastin in absence or presence of 200 µM I3P. n=3 biological replicates; the 

graph is representative for three independent experiments. Error bars represent standard deviation. 
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4.2.3.2.1 Nrf2 contibutes to I3P-mediated ferroptosis suppression  

Since I3P induced several Nrf2 target genes in THP-1 cells (Figure 23) and enhanced the 

expression of SLC7A11 and HO-1, two known Nrf2 target genes, in the presence of Erastin 

(Figure 30F), I next investigated the role of Nrf2 in I3P-mediated ferroptosis suppression. Nrf2 

is the key transcription factor that induces protective gene expression upon oxidative stress 

and is mainly regulated via the Keap1-Nrf2 axis [239,242] (1.3.1.3): Under steady state 

conditions Nrf2 is bound by Keap1, which is a substrate adaptor for the Cullin 3-based ubiquitin 

E3-ligase complex (Cul3) and facilitates Nrf2 ubiquitination. Thus, under steady state 

conditions Nrf2 is degraded by the proteasome. However, oxidative stress can promote 

modifications of cysteine residues in Keap1, which disrupts Nrf2 degradation and thereby 

enables Nrf2-dependent transcription (Figure 10). Nrf2 induces several genes involved in 

cysteine and GSH homeostasis [247] and was previously linked to ferroptosis suppression by 

several research groups [252-256]. Therefore, I aimed to investigate whether activation of Nrf2 

was required for I3P-mediated ferroptosis suppression. Together with my Master’s student 

Maria Hiller, I generated Nrf2-deficient HeLa clones using the CRISPR/Cas9 system. The 

knockouts in the two clones (C1 and C2) used in the further experiments were validated on 

genomic DNA and protein level (Figure 12, Figure 32A). I first tested whether Nrf2 knockout 

affected the upregulation of the Nrf2 target genes SLC7A11, HO-1 and NQO1 in Hela cells 

that were treated for 24 h with I3P, Erastin or a combination of both compared to untreated 

cells. (Figure 32B). As expected, HO-1 and NQO1 upregulation upon I3P or Erastin treatment 

was almost completely abrogated in the Nrf2-deficient clones. SLC7A11 was still upregulated 

in all Erastin treated conditions, however not as strong as in WT cells. By contrast, the I3P-

mediated increase of SLC7A11 levels was completely lost. Taken together, this suggests that 

I3P indeed mediates anti-oxidative gene expression via activation of Nrf2 signaling. The 

Erastin-induced, incomplete upregulation SLC7A11 on the other hand may result from amino 

acid starvation (cysteine starvation) activating the GCN2 stress kinase [61,274]. In 

accordance, I observed induction of Sestrin2 (Sesn2) which is regulated by GCN2 signaling 

[324] in all Erastin treated samples regardless of the Nrf2 expression.  

To test if Nrf2 was required for the protective effect of I3P, I induced ferroptosis with Erastin in 

WT and Nrf2-deficient HeLa cells in absence or presence of different I3P concentrations 

(Figure 32C). A high I3P concentration (100 µM) was still potent in protecting Nrf2-deficient 

clones from ferroptosis, which is likely mediated by the antioxidant properties of I3P (Figure 

28). However, at a lower concentration (50 µM), where radical scavenging decreases, I3P 

could only slightly delay but not prevent ferroptosis in the Nrf2-deficient clones, while in the 

WT cells only a part of the cells died from ferroptosis. Thus, Nrf2 activation clearly contributes 

to the inhibition of ferroptosis, which in combination with the radical scavenging effect results 

in the protective effect of I3P. 
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Figure 32 Nrf2 contributes to I3P-mediated ferroptosis suppression 

(A) Verification of Nrf2 knockout in HeLa clones (C1, C2) by immunoblotting. Cells were treated for 4 h with 5 µM 

MG132 to prevent the immediate proteasomal degradation of Nrf2. * marks an unspecific band. Grb2 was used as 

loading control. (B) Immunoblotting of SLC7A11, HO-1, NQO1 and Sesn2 in WT cells and Nrf2-deficient clones 

treated for 24 h with 200 µM I3P, 1 µM Erastin (Era) or combinations of both. Vinculin was used as loading control. 

(C) Quantification of ferroptotic cell death in WT or Nrf2-deficient HeLa cells induced by 2.5 µM Erastin. 100 µM or 

50 µM I3P were added simultaneously to ferroptosis induction. n=3 biological replicates; error bars represent 

standard deviation. Representative image sections at 48 h with CellTox staining of cells treated with Erastin and 

50 µM I3P are shown. 
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4.2.3.2.3. I3P-mediated ferroptosis suppression is independent of AhR activation 

My previous results (Figure 25) and the research from Sadik et al. [19] and Zhang et al.  [196] 

indicate that I3P is an activator of AhR signaling. Notably, there is evidence for an overlap of 

a fraction of AhR and Nrf2 target genes [311]. However, the role of AhR in ferroptosis remains 

controversial. While Kwon and colleagues [325] reported that AhR expression alongside with 

Nrf2 represents a predictive marker for Erastin resistance in pan-cancer cell lines, another 

study reported that AhR inhibition by CH223191 protected cells from ferroptosis [326]. To 

approach the question whether I3P-mediated AhR activation contributed to ferroptosis 

suppression, I first tested if kynurenic acid (KynA) shows anti-ferroptotic effects since KynA 

was found to be a downstream metabolite of I3P, that activates the AhR [19] (Figure 33A). 

However, when inducing ferroptosis in presence of KynA, all cells died exactly with the same 

kinetic as cells that were not treated with the metabolite (Figure 33B). This gave a first hint that 

AhR activation was probably not required or sufficient to mediate anti-ferroptotic effects in our 

setup. To further test this, I generated AhR-deficient HeLa cells together with my Master’s 

student Maria Hiller. AhR deficiency of the two clones (C1, C2) used for the experiments was 

confirmed in the genomic DNA and on protein level (Figure 12, Figure 33C). Functionally, I 

verified the AhR deficiency by the loss of the CYP1A1 and CYP1B1 mRNA induction mediated 

by I3P (Figure 33B). Notably, the baseline expression of the mRNAs was lower in the knockout 

clones as compared to WT cells indicating that WT HeLa cells have baseline activation of AhR-

dependent transcription under steady state conditions. Next, I tested if I3P-mediated AhR 

activation contributed to ferroptosis suppression (Figure 33C). However, AhR deficiency did 

not interfere with I3P-dependent cell protection. In contrary, the fraction of cells dying from 

ferroptosis in the presence of 50 µM I3P was even slightly decreased, suggesting that loss of 

AhR may even be advantageous for the cells. Overall, the experiments indicate that I3P-

mediated ferroptosis suppression is independent of the metabolite’s capability to activate AhR 

signaling, which nevertheless appears to be an important mechanism for other IL4i1-

dependent processes [19]. 
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Figure 33 AhR is not required for I3P-mediated ferroptosis suppression 

(A) Scheme of I3P and KynA as AhR activators. (B) Quantification of ferroptotic cell death induced by 10 µM Erastin 

in HeLa cells with concurrent addition of 200 µM I3P or KynA. (C) Immunoblot verifying AhR ko in two HeLa clones 

(C1, C2) on protein level. A lysate from WT HeLa cells was used as control. Grb2 was used as loading control. (D) 

Functional verification of the AhR ko using qRT-PCR analyzing the AhR target genes CYP1A1 (left) and CYP1B1 

(right). RNA from WT HeLa cells and AhR ko clones was isolated after 24 h treatment with 200 µM I3P or medium 

without I3P (ctrl). n=3 biological replicates; error bars indicate standard deviation; 2-way ANOVA with Sidak's 

multiple comparisons test was used for statistics: ns: not significant; ****: p<0.0001. (E) Quantification of ferroptotic 

cell death in WT or AhR-deficient HeLa cells induced by 2.5 µM Erastin. 100 µM or 50 µM I3P were added 

simultaneously to ferroptosis induction. (B,E) n=3 biological replicates; error bars represent standard deviation. 
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4.2.3.3. IL4i1 generates a ferroptosis-suppressive milieu 

In the previous experiments we could show that the metabolites I3P and 4HPP generated by 

IL4i1 from Trp and Tyr respectively, interfere with ferroptotic cell death. This implicates that 

IL4i1, when secreted to the extracellular space [17], could metabolize those amino acids to 

generate an anti-ferroptotic environment that promotes cell survival under redox stress. To test 

this, I first examined the effects of IL4i1 on gene expression in HeLa cells. Since I was 

interested in IL4i1-dependent changes of the cell environment, I added WT or enzymatically 

inactive K351A mutant mIL4i1 to complete DMEM culture medium. The medium was incubated 

for 72 h at 37 °C to allow the enzyme to metabolize amino acids and subsequently transferred 

to HeLa cells. Untreated control medium and medium supplemented with I3P were used as 

controls. After 24 h mRNA was isolated and the transcriptome was analyzed by RNAseq. 

Hierarchical clustering of significantly regulated transcripts clearly showed that untreated cells 

clustered together with cells treated with K351A IL4i1-conditioned medium, while I3P treated 

samples clustered with cells treated with WT IL4i1-conditioned medium (Figure 34A). This 

suggested that the enzymatic activity (and not direct protein interaction) was required for the 

IL4i1-dependent changes in the cells’ transcriptome. Further, I3P seemed to contribute to the 

gene expression profile mediated by IL4i1, which may additionally be complemented by other 

factors such as 4HPP and the sub-lethal levels of H2O2. When analyzing the most significantly 

regulated transcripts I found that almost all I3P-dependent transcripts were also found to be 

regulated by IL4i1, which again showed a signature of Nrf2 and AhR signaling (Figure 34B). 

 

Figure 34 Effects of IL4i1 on gene expression in HeLa cells 

(A) Hierarchical clustering of differentially expressed genes in HeLa cells determined by RNA-Seq. Cells were 

treated for 24 h with WT or K351A IL4i1-conditioned DMEM (containing 1 µg/ml IL4i1), 200 µM I3P or untreated 

control medium. n=3 biological replicates. (B) Overlap of most significantly upregulated genes (adjusted p-value 

<10-9) by I3P and WT IL4i1 conditioned medium compared to the untreated control. 
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Differential gene expression induced by IL4i1-conditioned DMEM displayed large overlap with 

the I3P-induced profile, suggesting that I3P was generated and acted on the cells. Therefore, 

I next investigated if IL4i1-conditioned medium provokes effects that we previously observed 

to be mediated by I3P (Figure 35A). First, I analyzed I3P fluorescence induced by WT or K351A 

IL4i1-conditioned medium in HeLa cells by flow cytometry (Figure 35B). As expected I did not 

observe changes in the AmCyan fluorescence in cells treated with the inactive IL4i1 mutant. 

However, cells treated with WT IL4i1-conditioned medium showed a dose-dependent 

fluorescence increase, suggesting that I3P was produced in a dose-dependent manner and 

imported into the cells. In line with this, I observed a dose-dependent increase in HO-1 and 

SLC7A11 expression on protein level induced by WT but not K351A-conditioned medium 

(Figure 35C,D). Finally, I tested if IL4i1 could protect cells from ferroptosis. DMEM conditioned 

with 1 µg/ml WT or K351A IL4i1 was transferred to HeLa cells and ferroptosis induced with 

Erastin or RSL3 (Figure 35E,F). While the mutant enzyme could not prevent cell death, WT 

IL4i1 effectively interfered with Erastin and RSL3-induced ferroptosis. Titration of the enzyme, 

revealed that concentrations down to 125 ng/ml were sufficient to protect HeLa cells, only at 

63 ng/ml IL4i1 could just delay but not prevent ferroptotic cell death (Figure 35G,H). As a last 

series of experiments, I removed IL4i1 from the conditioned medium by filtration to finally 

evaluate if IL4i1-mediated medium re-composition alone was sufficient to prevent ferroptosis 

(Figure 36A). Successful IL4i1 removal from the medium was confirmed by immunoblotting 

(Figure 36B). Even after depleting the enzyme from the medium, IL4i1-conditioned medium 

was capable of inducing SLC7A11 and HO-1 protein expression (Figure 36B) and protected 

cells from Erastin- and RSL3-induced ferroptosis.  

Taken together, my results suggest that IL4i1 has the capability to generate ferroptosis-

suppressive environment promoting cell survival under redox stress. This does not require 

direct protein-protein interactions but depends on the enzymatic LAAO activity and involves 

the generation of anti-ferroptotic metabolites. 

 



90 
 

 

Figure 35 Anti-ferroptotic effects of IL4i1 

(A) Scheme of experimental setups: Complete DMEM was conditioned with WT/ K351A mutant IL4i1 or left without 

IL4i1 for 72 h at 37°C. The conditioned medium was transferred to HeLa cells and different experiments were 

performed. (B) Analysis of I3P-uptake by flow cytometry 24 h after incubation of HeLa cells with medium conditioned 

with the indicated concentrations of IL4i1. n=3 biological replicates; 2-way ANOVA with Sidak's multiple 

comparisons test was used for statistics: ns: not significant; ***: p< 0.001; ****: p<0.0001 (C) Immunoblotting of 

SLC7A11 and HO-1 in protein lysates of HeLa cells after 24 h incubation with WT IL4i1-conditioned medium. Grb2 

was used as leading control. (D) As (C) comparing conditioned medium without IL4i1 or 1 µg/ml WT or K351A 

mutant IL4i1. (E) Quantification of cell death via live cell imaging induced by 10 µM Erastin in HeLa cells incubated 

with 1 µg/ml WT/ K351A mutant IL4i1-conditioned medium or medium without IL4i1 at the time of ferroptosis 

induction. (F) As in (E) using 1 µM RSL3 for ferroptosis induction. (G) As in (E) using titrations of WT IL4i1 for 

medium conditioning. (H) As in (G) using 1 µM RSL3 for ferroptosis induction. (E-F) n=2 biological replicates; Data 

are representative for three independent experiments. Error bars indicate standard deviation.  
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Figure 36 IL4i1-mediated changes in culture medium are sufficient to block ferroptosis 

(A) Scheme of experimental setup: IL4i1 was removed from the conditioned DMEM using a 10 kDa cut-off filter 

before starting the experiments. After filtration FBS was re-added to the medium. (B) Verification of IL4i1 removal 

by immunoblotting of DMEM conditioned with 1 µg/ml WT IL4i1 before and after filtration. (C) Immunoblotting of 

SLC7A11 and HO-1 in HeLa cells treated for 24 h with filtrated media pre-conditioned without (ctrl) or with 1 µg/ml 

IL4i1. (D) Quantification of cell death via live cell imaging induced by 10 µM Erastin. HeLa cells were incubated with 

filtrated DMEM pre-conditioned without (ctrl) or with 1 µg/ml IL4i1 at the time of ferroptosis induction. n=3 biological 

replicates; error bars indicate standard deviation (E) as in (D) using 1 µM RSL3 for ferroptosis induction. 
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4.3. Expression and regulation of IL4i1 in bone marrow-derived myeloid cells 

So far, I defined that IL4i1-mediated amino acid metabolism protected cells from ferroptosis. 

Considering the fact IL4i1 is associated with poor prognosis in cancer [19,172,173], it is 

possible that IL4i1 not only suppresses immune responses to tumors [19,188] but also 

mediates tumor cell resistance to redox stress, which could additionally result in tumor 

progression. However, in order to better understand and mechanistically dissect the interplay 

between IL4i1-secreting immune cells and different cells in the TME, more complex in vitro 

models are required. Therefore, in this part of my thesis I aimed to better characterize ‘IL4i1-

producer cells’ and the factors driving IL4i1 expression. Herein, I focused on macrophages and 

DCs, which may represent the most important IL4i1-producing populations in the TME 

[19,55,171,173,175,179]. I used the differentiation of macrophages and DCs from murine bone 

marrow as a model approach to characterize IL4i1 regulation in systems that are applicable 

for large scale experiments by providing a high yield of the cells of interest. 

4.3.1. Baseline expression of IL4i1 in BMDMs and BMDCs 

To investigate the expression of IL4i1 in macrophages and dendritic cells in vitro, I 

differentiated BMDMs using CSF-1 and BMDCs using GM-CSF (GM-DCs), FLT3L (FL-DCs) 

or a combination of GM-CSF and FLT3L leading to the generation of CD103+ DCs (CD103 

DCs) from bone marrow isolated from WT C57BL/6 mice (Figure 37A). After differentiation, I 

isolated mRNA and compared IL4i1 levels between the differentiations by qRT-PCR (Figure 

37B). Interestingly, unstimulated BMDMs had the lowest baseline IL4i1 expression. Within the 

BMDCs, FL-DCs showed the lowest IL4i1 expression, while GM-DCs and CD103 DCs 

exhibited significantly higher baseline IL4i1 mRNA levels, with CD103 DCs having the highest 

IL4i1 expression. This was also reflected on protein level (Figure 37C). Whereas IL4i1 was not 

detectable in BMDMs and FL-DCs, the protein could be detected in both, lysates and 

supernatants of GM-DCs and CD103 DCs. In line with the mRNA levels, the expression and 

secretion was most prominent in the CD103 DCs. This indicates that IL4i1 is expressed and 

secreted from certain DC populations on a baseline level without additional stimulation. 

However, this does not exclude that IL4i1 may be inducible in the other cell types by certain 

stimuli. 
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Figure 37 Baseline IL4i1 expression in bone marrow-derived macrophages and dendritic cells 

(A) Overview of different differentiation methods used to generate macrophages and dendritic cells from murine 

bone marrow as described in 3.4.2 (B) Determination of baseline IL4i1 mRNA expression via qRT-PCR in 

unstimulated BMDMs, GM-DCs (GM), FL-DCs (FL) and CD103 DCs (CD103) relative to expression level in 

BMDMs. n=3 biological replicates; error bars indicate standard deviation; One-way ANOVA with Tukey's multiple 

comparisons test was used for statistics: ns: not significant; **: p<0.01; ***: p< 0.001; ****: p<0.0001 (C) 

Immunoblotting of baseline IL4i1 protein level in 10 µg protein lysate and the corresponding sample supernatant of 

unstimulated BMDMs, GM-DCs (GM), FL-DCs (FL) and CD103 DCs (CD103). 

4.3.2. IL4i1 expression in GM-CSF differentiated dendritic cells 

The differentiation of DCs from bone marrow using GM-CSF was first described by Inaba et 

al. [327], suggesting that during the differentiation next to CD11c+ non-adherent DCs, also an 

adherent CD11c- macrophage population develops. I found previously that IL4i1 was 

expressed in the non-adherent cells, which I called GM-DCs (Figure 37C). However, there is 

evidence that also the CD11c+ cells consist of DC and macrophage populations [328]. 

Analyzing the non-adherent cells by flow cytometry, I detected a CD11c+ population with 

intermediate MHCII (MHCIIint) and high CD11b (CD11bhi) expression representing the 

macrophage population, and a CD11c+ population with high MHCII (MHCIIhi) and intermediate 

CD11b (CD11bint) expression, which represents the DCs as reported by Helft et al. [328] 

(Figure 38A). In accordance with this study, I also observed CCR7 expression in the MHCIIhi, 

CD11bint DC population. Expression of the chemokine receptor CCR7 is associated with DC 

maturation and migration [329] and often correlates with IL4i1 expression in single cell datasets 

(Table 1). To further investigate the expression of IL4i1 in the CD11c+ subpopulations, I sorted 

the cells into the macrophage and DC populations (Supplementary Figure 9): When re-plating 

the cells the macrophages attached to the dish, while the DCs, clearly exhibiting dendritic 
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processes, remained non-adherent (Figure 38B). Notably, under unstimulated conditions IL4i1 

expression was completely restricted to the DC population as determined by immunoblotting 

(Figure 38C), suggesting that IL4i1 expression as observed before in the non-adherent cells 

of the GM-CSF differentiation comes from the MHCIIhi, CD11bint DC population. 

 

Figure 38 IL4i1 expression in GM-CSF differentiated culture 

(A) Flow cytometry of BMDC culture differentiated with GM-CSF for 8 days. The CD11c+ cells consist of two main 

populations: A CD11bint, MHCIIhi population which has been reported to represent the DCs and a CD11bhi, MHCIIint 

population which represents a Macrophage (Mac) population [328]. In accordance, higher CCR7 expression was 

detected in the DC population. (B) Representative image sections (20X objective) of the CD11c+, CD11bhi, MHCIIint 

Mac population and the CD11c+, CD11bint, MHCIIhi DC population obtained by fluorescence activated cell sorting. 

(C) Immunoblot of sorted populations shows IL4i1 expression in the DC population under unstimulated conditions. 

Grb2 was used as loading control. 

4.3.3. IL4i1 expression in bone marrow-derived CD103+ dendritic cells 

Next, I analyzed IL4i1 expression in the CD103 DCs, generated by differentiation with GM-

CSF and FLT3L adapted from Mayer et al. [294], which showed the highest IL4i1 expression 

within the tested differentiations. The CD11c+ CD103+ population comprised a MHCIIint, CCR7- 

population and a MHCIIhi, CCR7+ population, which likely reflects mature CD103 DCs [294] 

(Figure 39A). To test if IL4i1 expression correlates with the CCR7+ mature CD103 DCs, I sorted 

the cells for CD103+ and CCR7- or CCR7+ populations (Supplementary Figure 10) and 

analyzed IL4i1 expression by immunoblotting (Figure 39B). IL4i1 expression was completely 

restricted to the CCR7+ population. These cells also expressed high levels of IDO1, another 

Trp metabolizing enzyme, which is consistent with a recent publication by Gargaro et al. [53]  

showing high IDO1 expression in CCR7+ DCs. Since both enzymes, IL4i1 and IDO1 are 

capable to generate AhR ligands (Figure 25), I3P and Kyn respectively, I investigated the AhR 
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expression in the two populations. AhR was hardly detectable in the CCR7+ population contrast 

to the CCR7- population. This may reflect an activation of AhR signaling in the CCR7+ 

population (Figure 23D) [110], which at this point is purely speculative and requires further 

investigation. Taken together, the experiments suggest that IL4i1 expression is associated with 

a mature CD103 DC phenotype that is CCR7+ and expresses IDO1. 

 

Figure 39 IL4i1 expression in CD103 DCs 

(A) Flow cytometry of BMDCs differentiated with GM-CSF and FLT3L at day 14. Within the CD11c+, CD103+ cells 

a MHCIIint, CCR7- population and a MHCIIhi, CCR7+ population is detectable. (B) Immunoblotting of IL4i1, IDO1 and 

AhR in CD103 DCs after sorting for CD103+, CCR7- and CD103+, CCR7+ cells. Grb2 was used as loading control. 

 

4.3.4. IL4i1 induction in bone marrow-derived macrophages 

4.3.4.1. IL4i1 is highly inducible by the combination of IL4 and TNF 

In BMDMs the expression of IL4i1 was not detectable on protein level under unstimulated 

conditions (Figure 37). Originally, IL4i1 has been found as IL4-inducible gene in B cells [161]. 

Moreover, the enzyme has been associated with the anti-inflammatory (IL4-induced) M2 

macrophage phenotype [164], however the regulation seems to be complex, as both, IL4 and 

pro-inflammatory, M1-associated stimuli were found to induce IL4i1 expression and IL4i1 was 

present in Th1 but much less in Th2 granulomas [164,168]. Yet, is not known whether these 

stimuli may intersect to drive expression of IL4i1 when macrophages encounter and integrate 

multiple signals in a complex environment. Therefore, I stimulated macrophages with different 

cytokines in the combination with IL4. Additionally, I tested the combination of TNF and IFNγ 

which was reported to induce IL4i1 in mesenchymal stromal cells derived from head-neck 

cancer [330]. While single stimulations with cytokines had only minor effects on IL4i1 mRNA 

level (the greatest induction, about 15-fold, was observed with TNF), the combination of IL4 

and TNF potently induced IL4i1 expression (Figure 40A). The increase was more than 200-

fold, which to my knowledge is the highest fold of induction that has been shown for IL4i1 on 

mRNA level. Also on protein level, the BMDMs showing no IL4i1 expression under 

unstimulated conditions exhibited clear IL4i1 expression in cell lysates 8 h after IL4 + TNF 

stimulation (Figure 40B). Additionally, the protein was detectable in the supernatant, indicating 
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that it was also secreted. As the time-dependent resolution of IL4i1 expression and secretion 

has not been studied in detail before, I next investigated the dynamics of IL4 + TNF-mediated 

IL4i1 induction. IL4i1 mRNA induction occurred in a tightly regulated timeframe, peaking 6 h 

after stimulation (Figure 40C). 24 h after the stimulation the induction had strongly declined 

and the mRNA level almost reached the baseline level. Also on protein level the highest 

intracellular expression of IL4i1 was detectable at 6 h which continuously decreased until 24 h 

(Figure 40D). At the same time IL4i1 increased in the supernatant and was clearly detectable 

10 h after stimulation, suggesting that upon stimulation IL4i1 is newly synthesized in BMDMs 

and secreted to the extracellular space. 

 

Figure 40 IL4i1 is highly inducible by the combination of IL4 and TNF 

(A) Quantification of IL4i1 mRNA levels by qRT-PCT upon 6 h treatment of BMDMs with IL4 (10 ng/ml), TNF (10 

ng/ml), IFNγ (2 ng/ml), IL6 (10 ng/ml), IL10 (10 ng/ml) or combinations of the cytokines. IL4i1 levels were normalized 

to GAPDH and the fold change compared to the unstimulated control (ctrl) was determined. n=3 biological 

replicates; error bars indicate standard deviation; One-way ANOVA with Tukey's multiple comparisons test was 

used for statistics: ****: p<0.0001 (B) Immunoblotting of BMDM cell lysates (lys) and their respective supernatants 

(sup) after 8 h treatment with the indicated cytokines (same concentrations as in (A)). Grb2 was used as loading 

control. (C) Time course of IL4i1 induction in BMDMs upon IL4 + TNF treatment (both 10 ng/ml) on mRNA level 

compared to the unstimulated ctrl. n=3 biological replicates; error bars indicate standard deviation. (D) 

Immunoblotting of a time course of IL4i1 induction in cell lysates and secretion to the respective supernatants in 

BMDMs stimulated for the indicated time with IL4 + TNF (both 10 ng/ml). Vinculin was used as loading control. 
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4.3.4.2. IL4 enhances the induction of IL4i1 by TLR ligands 

Stimulation of toll-like receptors (TLRs) can induce IL4i1 expression [164,168]. Since IL4 in 

combination with the pro-inflammatory cytokine TNF strongly stimulated IL4i1 production in 

BMDMs, I next investigated whether IL4 would enhance the induction of the enzyme by TLR 

ligands. I tested three different TLR agonists: LPS (stimulating TLR4), GpG (stimulating TLR9) 

and polyI:C (stimulating TLR3) [2]. LPS, GpG and polyI:C were able to upregulate IL4i1 on 

mRNA level (Figure 41A). LPS treatment led to the strongest induction of IL4i1 mRNA (~35-fold 

change). However, in combination with IL4 the IL4i1 mRNA induction provoked by the TLR 

ligands was significantly enhanced. This was also reflected on protein level, where under the 

IL4 + TLR ligand stimulated conditions high IL4i1 levels were detectable inside the cells 8 h 

after stimulation and in the supernatants after 24 h (Figure 41B). Next, I tested the time frame 

of IL4i1 induction for the IL4 + LPS stimulation. As observed for IL4 + TNF treatment IL4 + LPS 

led to a timely restricted induction of IL4i1 on mRNA and protein level (Figure 41C,D). 

Comparable to the IL4 + TNF treatment, the highest IL4i1 mRNA and intracellular protein level 

was detected 6 h after IL4 + LPS stimulation. Subsequently, reflecting its secretion, IL4i1 

accumulated in the supernatant, while intracellular IL4i1 constantly declined (Figure 41D). 

Overall, the dynamics of IL4i1 induction by IL4 + LPS seemed quite similar to the IL4 + TNF 

stimulation: IL4i1 was synthesized intracellularly with the levels peaking at 6 h and afterwards, 

within 24 h, almost completely secreted into the supernatant. In addition, to test if IL4i1 was 

also induced in BMDMs upon infection, I collaborated with Marcel Hahn from Prof. Ivan Dikic’s 

group at the Goethe University Frankfurt. We were able to confirm that Salmonella enterica 

infection induced IL4i1 expression BMDMs, which was strongly enhanced by addition of IL4 

directly after infection (Supplementary Figure 11). 
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Figure 41 IL4 enhances the induction of IL4i1 by TLR ligands 

(A) Quantification of IL4i1 mRNA levels by qRT-PCT upon 6 h treatments of BMDMs with IL4 (10 ng/ml), LPS (10 

ng/ml), CpG (1 µM), poly(I:C) (10 µg/ml) or combinations of IL4 and the TLR agonists. IL4i1 levels were normalized 

to GAPDH and the fold change compared to the unstimulated control (ctrl) was determined. n=3 biological 

replicates; error bars indicate standard deviation; One-way ANOVA with Tukey's multiple comparisons test was 

used for statistics: ***: p<0.001; ****: p<0.0001 (B) Immunoblotting of BMDM cell lysates (lys) and their respective 

supernatants (sup) 8 h and 24 h after treatment with the indicated TLR agonists in presence or absence of IL4 

(same concentrations as in (A)). Grb2 was used as loading control. (C) Time course of IL4i1 induction in BMDMs 

upon IL4 + LPS treatment (both 10 ng/ml) on mRNA level compared to the unstimulated ctrl. n=3 biological 

replicates; error bars indicate standard deviation. (D) Immunoblotting of a time course of IL4i1 induction in cell 

lysates and secretion to the respective supernatants in BMDMs stimulated for the indicated time with IL4 + LPS 

(both 10 ng/ml). Vinculin was used as loading control. 

4.3.4.3. High increase of IL4i1 secretion can be detected by MS-based secretome 

analysis 

As detailed above, I found that LPS alone, but especially combination with IL4 led to the 

generation and subsequent secretion of IL4i1. However, the extent of the induction compared 

to other secreted proteins was unclear. Thus, MS-based secretome analysis was performed 

in the supernatants of BMDMs in collaboration with Jonathan Swietlik from the Mann 

department at the MPIB. BMDMs were stimulated for 24 h with IL4, LPS, the combination of 

IL4 and LPS or left unstimulated and secreted proteins were analyzed by MS (Figure 42A). 

While IL4 treatment alone did not robustly induce protein secretion compared to unstimulated 

BMDMs (FDR cutoff 0.05), LPS and IL4 + LPS treatment provoked substantial protein 

secretion (Figure 42B). Along with several cytokines and chemokines such as TNF, IL6, 
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CXCL2 and CXCL10, a strong induction of IL4i1 was visible upon LPS treatment. Moreover, 

the secretome analysis confirmed an additional increase in secreted IL4i1 once BMDMs were 

additionally treated with IL4. While LPS stimulation induced a 500-fold increase in IL4i1 

secretion, IL4 + LPS treatment provoked more than 2000-fold increased IL4i1 secretion as 

compared to the unstimulated control. The proteins showing the highest increase in secretion 

upon IL4 + LPS treatment (labeled in the volcano plots) were further analyzed by hierarchical 

clustering (Figure 42C). Notably, IL4i1 was the only protein showing higher secretion upon 

IL4 + LPS treatment as compared to LPS treatment, whereas the secretion of almost all other 

proteins decreased in presence of IL4. Taken together, the experiment revealed that the 

induction of IL4i1 secretion is very prominent, even when analyzed on a global level. In 

addition, the strong upregulation of IL4i1 upon IL4 + LPS treatment appears to be very specific 

for the enzyme. 

 

Figure 42 Secretome analysis of BMDMs treated with IL4 and LPS 

(A) Overview of experimental setup: BMDMs were stimulated in triplicates with IL4 (10 ng/ml), LPS (10 ng/ml), IL4 

+ LPS (both 10 ng/ml) or with normal medium as unstimulated control. After 24 h the supernatant was collected and 

processed for analysis by LC-MS/MS (3.6.5). (B) Volcano plots showing the detected changes in the secretome 

after the indicated stimulations compared to the untreated control. Proteins marked in black/red have a FDR <0.05. 

The 10 proteins showing the highest increase in secretion upon IL4 + LPS treatment are labeled. (C) Hierarchical 

clustering and heat map of highly secreted proteins labelled in (B). 
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4.3.4.4. LPS-mediated IL4i1 induction does not depend on TNF signaling 

It is well known that TNF is induced by TLR stimulation [2]. Accordingly, I detected a strong 

increase in TNF in the secretome analysis upon LPS stimulation (Figure 42B). Since TNF in 

combination with IL4 strongly upregulates IL4i1 (Figure 40), I investigated whether the LPS-

dependent IL4i1 induction required TNF-signaling. This would suggest a model, where LPS 

would first lead to the release TNF, which could activate TNF receptor (TNFR) signaling and 

subsequently together with the IL4-mediated effects induce IL4i1 (Figure 43A). To test this, I 

generated BMDMs from mice lacking the TNFR1 (encoded by Tnfrsf1a), which should interfere 

with the TNF-mediated effects in these cells as TNFR1 is supposed to be the main receptor 

for soluble TNF in BMDMs [331]. As expected, IL4i1 mRNA induction by TNF treatment was 

suppressed when using TNF alone and in combination with IL4 (Figure 43B). In contrast, loss 

of TNFR1 did not affect LPS-mediated IL4i1 induction. IL4i1 mRNA levels seemed even 

slightly, but not significantly increased. On protein level, the effects mediated by TNF treatment 

were almost completely blocked in TNFR1-deficient BMDMs, whereas LPS potently 

upregulated intracellular production and secretion of IL4i1 in these cells (Figure 43C). The 

slight induction of IL4i1 in the IL4 + TNF treated TNFR1-deficient cells, which is still higher than 

in the IL4 treated BMDMs may result from TNFR2 signaling. IL4i1 levels in the supernatant of 

TNFR1-deficient BMDMs induced by LPS and IL4 + LPS, seemed even increased when 

compared to WT BMDMs. Taken together, the results in BMDMs lacking TNFR1 suggest that 

TNF is not required for the LPS-mediated induction of IL4i1. 
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Figure 43 LPS-mediated IL4i1 induction does not depend on TNF signaling 

(A) Model of a TNF-dependent IL4i1 induction mechanism mediated by LPS: In a first step (1) LPS mediates the 

expression and secretion of TNF, which in a second step (2), together with IL4, induces IL4i1 expression. (B) 

Quantification of IL4i1 mRNA levels by qRT-PCT upon 6 h stimulation of WT or Tnfrsf1a-/- BMDMs with IL4 (10 

ng/ml), TNF (10 ng/ml), LPS (10 ng/ml) and combinations of IL4 with TNF or LPS. IL4i1 levels were normalized to 

GAPDH and compared to the untreated WT control. n=3 biological replicates; error bars indicate standard deviation; 

2-way ANOVA with Sidak's multiple comparisons test was used for statistics: ns: not significant; ****: p<0.0001 (C) 

Immunoblotting of WT or Tnfrsf1a-/- BMDM lysates (lys) and their respective supernatants (sup) harvested 8 h and 

24 h after the indicated stimulations (same concentrations as in (B)). Grb2 was used as loading control. 

 

4.3.4.5. NF-κB is involved in TNF- and LPS-mediated IL4i1 induction 

TNF was not required for LPS-mediated IL4i1 induction, suggesting that most likely both 

mediators induce IL4i1 expression by direct downstream signaling. Notably, both LPS and TNF 

are activators of the pro-inflammatory NF-κB signaling pathway, which has been linked to IL4i1 

expression before [168,332]. The NF-κB protein family consists of two subfamilies, the ‘NF-κB’ 

and the ‘Rel’ subfamily. The two NF-κB proteins p50 (also NF-κB1) and p52 (also NF-κB1), 

derived from their p105 and p100 precursors respectively, have long C-terminal domains that 

control their activity: The C-terminus interacts with inhibitor of NF-κB (IκB) proteins to retain 

the NF-κB proteins in the cytosol [333]. Canonical NF-kB signaling pathway involves the 

ubiquitination and proteasomal degradation of IκB after its phosphorylation by IκB kinases 

upon receptor stimulation. Subsequently NF-κB can translocate to the nucleus and activate 
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transcription by forming heterodimers with cofactors such as the Rel proteins of the NF-κB 

family [334].  

Therefore, as a first way to test if NF-κB is implicated in IL4i1 induction in my system, I used 

the proteasome inhibitor MG132, which prevents the degradation of IκB and thus the activation 

of NF-κB [335,336] (Figure 44A). Pre-treatment of BMDMs for 30 min with MG132 before 

inducing IL4i1 expression, clearly blocked the upregulation of IL4i1 on mRNA and on protein 

level (Figure 44B,C), suggesting that the proteasome and thus, possibly also NF-κB signaling 

is involved in the induction of IL4i1 in the BMDMs. However, blocking the proteasome is a 

crude way to interfere with NF-κB signaling, since the proteasome is required for a multitude 

of cellular processes. Therefore, I sought evidence for NF-κB involvement using BMDMs from 

Nfkb1-/- (encoding p105/p50) mice (Figure 44D), which should show reduced NF-κB responses 

due to the interference with one part of the NF-κB transcriptional machinery (p100/p52 and Rel 

proteins are still present). Indeed, I could observe a clear and significant decrease of IL4i1 

induction on mRNA level upon IL4 + TNF, LPS and IL4 + LPS treatment (Figure 44E). In line 

with the results on transcriptional level, IL4i1 protein levels were clearly decreased (Figure 

44F). However, the loss of p50 did not completely interfere with IL4i1 induction, indicating that 

other factors, such as p52 and the Rel proteins may be required, which will need further 

investigation. Nevertheless, the almost complete abrogation of IL4i1 upregulation upon 

proteasome inhibition alongside with the clear reduction by loss of NF-κB1 suggests that NF-κB 

signaling is involved the TNF- and LPS-mediated upregulation of IL4i1 in BMDMs. 
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Figure 44 NF-κB is involved in TNF- and LPS-mediated IL4i1 induction 

(A) Scheme of hypothesized involvement of NF-κB signaling in TNF- and LPS-mediated IL4i1 induction. (B) 

Quantification of IL4i1 mRNA levels in BMDMs pre-treated for 30 min with 2 µM MG132 or the respective amount 

of DMSO. BMDMs were stimulated with IL4 (10 ng/ml), TNF (10 ng/ml), LPS (10 ng/ml) and combinations of IL4 

with TNF or LPS. IL4i1 levels were normalized to GAPDH and compared to the DMSO control. (C) Immunoblotting 

of BMDM lysates (lys) and their respective supernatants (sup) after 30 min pre-treatment with DMSO or MG132 

and subsequent 6 h stimulation with IL4, TNF, LPS or the indicated combinations (same concentrations as in (B)). 

Grb2 was used as loading control. (D) Validation of the loss of p105/p50 in BMDMs from Nfkb1-/- mice by 

immunoblotting. (E) Quantification of IL4i1 mRNA levels by qRT-PCT upon 6 h stimulation of WT or Nfkb1-/- BMDMs 

with IL4 (10 ng/ml), TNF (10 ng/ml), LPS (10 ng/ml) and combinations of IL4 with TNF or LPS. IL4i1 levels were 
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normalized to GAPDH and compared to the untreated WT control. (F) Immunoblotting of WT or Nfkb1-/- BMDM 

lysates (lys) and their respective supernatants (sup) harvested 8 h and 24 h after the indicated stimulations (same 

concentrations as in (E)). Grb2 was used as loading control. (B,E) n=3 biological replicates; error bars indicate 

standard deviation; 2-way ANOVA with Sidak's multiple comparisons test was used for statistics: **: p<0.01; ****: 

p<0.0001. 

 

4.3.4.6. IL4-mediated IL4i1 induction depends on STAT6 

I observed the most effective IL4i1 induction when BMDMs were stimulated with IL4 in addition 

the pro-inflammatory factors TNF and LPS, which appear to induce IL4i1 expression via NF-

κB signaling (Figure 44). In order to further disentangle the mechanisms of IL4i1 induction in 

BMDMs, I next focused on the IL4-mediated aspect of IL4i1 regulation. Binding of IL4 to the 

IL4 receptor α (IL4Rα) chain, leads to the recruitment of either the common γ-chain/IL2Rγ 

(IL4R type I) or the IL13Rα1 chain (IL4R type II), which further activates the JAK/STAT 

signaling pathway [337,338]. Activated JAK family kinases phosphorylate the receptor 

complexes and lead in case of IL4 signaling predominantly to the recruitment of STAT6, which 

subsequently is phosphorylated and dimerizes. STAT6 dimers can translocate to the nucleus 

to activate transcription [339]. Therefore, I investigated whether STAT6 was required for IL4-

dependent expression of IL4i1 (Figure 45A) and generated BMDMs from Stat6-/- mice. 

Strikingly, the loss of STAT6 completely interfered with IL4i1 mRNA induction under all 

stimulation conditions comprising IL4 (Figure 45B): While IL4 alone could not induce any 

increase in IL4i1 mRNA expression in STAT6-deficient BMDMs, the levels of IL4 + TNF 

induction resembled the levels of TNF stimulation without addition of IL4. The same effect on 

IL4i1 mRNA induction could be observed for IL4 + LPS stimulation. This was also reflected on 

protein level, where all IL4-dependent effects were lost (Figure 45C) in the Stat6-/- BMDMs, 

confirming the requirement of the transcription factor. 

In summary, my results show that although not detectable on protein level under steady-state 

conditions, IL4i1 is highly inducible in BMDMs. Interestingly, I found the most prominent 

upregulation of the enzyme upon co-stimulation with IL4 and pro-inflammatory, NF-κB 

activating stimuli such as TNF or LPS. Notably, the effects of the stimuli do not only add but 

appear to synergize suggesting there may be an intersection of the downstream STAT6 and 

NF-κB signaling pathways to induce IL4i1. This is clearly reflected by the IL4 + TNF 

stimulation, which induced a ~200-fold IL4i1 increase on mRNA level, while IL4 and TNF alone 

only caused increases of ~11 and ~15-fold, respectively (Figure 40A). Understanding the exact 

mechanism however, requires further investigation. Nevertheless, the specific induction of an 

immunosuppressive enzyme by a combination of stimuli that are supposed to be pro- and anti-

inflammatory may be an important clue to better understand the functions of IL4i1. 
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Figure 45 IL4-mediated IL4i1 induction depends on STAT6 

(A) Hypothesized model of IL4-mediated IL4i1 induction via the transcription factor STAT6. (B) Quantification of 

IL4i1 mRNA levels by qRT-PCT upon 6 h stimulation of WT or Stat6-/- BMDMs with IL4 (10 ng/ml), TNF (10 ng/ml), 

LPS (10 ng/ml) and combinations of IL4 with TNF or LPS. IL4i1 levels were normalized to GAPDH and compared 

to the untreated WT control. n=3 biological replicates; error bars indicate standard deviation; 2-way ANOVA with 

Sidak's multiple comparisons test was used for statistics: ****: p<0.0001 (C) Immunoblotting of WT or Stat6-/- BMDM 

lysates (lys) and their respective supernatants (sup) harvested 8 h and 24 h after the indicated stimulations (same 

concentrations as in (B)). Grb2 was used as loading control. 

4.3.5. IL4i1 induction in GM-DC and CD103 DC cultures 

Since IL4i1 was highly inducible in BMDMs, I tested whether IL4i1 was inducible by the same 

stimuli in GM-DCs and CD103 DCs that already showed a baseline expression of IL4i1 (Figure 

37). IL4i1 protein expression could be further upregulated by stimulations with IL4, TNF and 

LPS or combinations of IL4 with TNF or LPS (Figure 46). However, the effects were less clear 

than in the BMDMs. Nevertheless, cells differentiated with GM-CSF secreted more IL4i1 when 

stimulated for 24 h with IL4 or TNF and again, the combination of IL4 + TNF provoked the 

strongest increase of IL4i1 in the supernatants (Figure 46A). LPS and IL4 + LPS treatment 

also increased IL4i1 secretion, but the interpretation if IL4 could increase the effect of LPS 

remains difficult. For a better understanding, very sensitive and quantitative methods such as 

ELISAs would be required, which however are not available to this date (tested ELISAs were 

not specific; data not shown). In the CD103 DCs, treatments with TNF and LPS efficiently 
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induced IL4i1 expression and secretion (Figure 46B). Yet, in contrast to BMDMs and GM-DCs, 

higher levels of intracellular IL4i1 were detectable 24 h after stimulation, which may indicate a 

different dynamic of IL4i1 secretion in these DCs. IL4i1 induction was further enhanced by 

combining TNF or LPS with IL4, however the effect was less pronounced as observed in 

BMDMs, suggesting that IL4 may have a subsidiary role in regulating IL4i1 induction in the 

CD103 DCs while the inflammatory stimuli may be more important. This could be explained by 

the finding that IL4i1 expression was restricted to mature CCR7+ DCs (Figure 39B), which were 

found to largely increase upon stimulation with the TLR ligand CpG [294]. As the experiments 

were performed in the total cells obtained from the differentiations, it remains to be elucidated 

how distinct sub-populations contribute to the IL4i1 expression and secretion.  

 

 

Figure 46 IL4i1 induction in GM-DC and CD103 DC cultures 

(A) Immunoblotting of IL4i1 in lysates (lys) of GM-DCs (total cells, not sorted for ‘DC’ and ‘macrophage’ populations) 

and their respective supernatants (sup) 8 h and 24 h after treatment with IL4 (10 ng/ml), TNF (10 ng/ml), LPS (10 

ng/ml) or combinations of IL4 and TNF/LPS used at the same concentrations. Grb2 was used as loading control. 

(B) Immunoblotting of IL4i1 as described in (A) using lysates and supernatants of CD103 DCs. 

Overall, my results indicate that IL4i1 is expressed by different bone-marrow derived myeloid 

cells: While DCs differentiated with GM-CSF and GM-CSF + FLT3L (CD103 DCs) contain 

subpopulations expressing IL4i1 under unstimulated steady-state conditions, IL4i1 is highly 

inducible in BMDMs. IL4i1 expression in BMDMs is mediated by IL4 via STAT6 but also by 

NF-κB activating factors including TNF, LPS and further TLR agonists. Importantly, the 

experiments suggest that that concurrent stimulation of both axes of IL4i1-inducing signals 

synergize to potently activate the synthesis and subsequent secretion of IL4i1. The 

identification of IL4i1-producing myeloid cells obtained from bone marrow will allow us to better 

investigate IL4i1-dependent effects in future in vitro co-culture assays between those myeloid 

cells, T cells and tumor cells to dissect the complex interplay of processes in the TME. 
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5. Discussion and perspectives 

The secreted LAAO IL4i1 belongs to a group of amino acid-metabolizing enzymes that are 

inducible in immune cells and implicated in the regulation of immune responses [16]. However, 

in contrast to Arg1/2, iNOS or the IDO1/2 enzymes which have been subject of research for 

many years, our current understanding of the mechanisms by which IL4i1 controls downstream 

cellular effects is limited. Recent studies associated IL4i1 expression in cancer with tumor 

progression and poor survival [19,173,198,340]. In this regard, IL4i1 may act, 1) by the 

suppression of immune responses towards tumors [19,172,173,188] and 2) by directly 

affecting cancer cell biology, which has not been extensively studied before. Therefore, an 

overall goal of my thesis was to investigate underlying mechanisms by which IL4i1-mediated 

amino acid metabolism controls the biology of cells in its microenvironment. I focused on two 

main questions concerning 1) the potential toxicity of IL4i1-dependent amino acid metabolism, 

as IL4i1 is closely related to LAAOs occurring in snake venoms (Figure 7) and catalyzes a 

reaction that generates H2O2 [17,146], and 2) the role of the aromatic α-keto acids generated 

by IL4i1 from Phe, Tyr and Trp. Additionally, I investigated IL4i1 expression in bone-marrow 

derived myeloid cells, which will be useful for the generation of advanced in vitro co-culture 

models for the examination of IL4i1 biology. 

5.1. Divergent functions of IL4i1 and snake venom LAAOs 

LAAOs from snake venoms represent the most extensively studied group of LAAOs [148]. As 

several snake venom LAAOs were found to mediate cytotoxicity by H2O2 production [153-156], 

I hypothesized that, depending on the relative enzymatic activity, IL4i1 may mediate toxic 

effects. However, although studies have previously determined the enzymology of snake 

venom LAAOs [305-307] and mammalian IL4i1 [17,146], no side-by-side comparison of these 

closely related enzymes had been described. Generating a recombinant cobra (N. naja) venom 

LAAO and mammalian IL4i1, I was able to compare the enzymatic activity of the different 

enzymes towards the proteinogenic amino acids and determine their cytotoxicity. Overall, 

consistent with previous studies, murine and human IL4i1 showed the highest activity towards 

Phe followed by the other aromatic amino acids Tyr and Trp [17,19,146]. In addition, I also 

detected low activity towards methionine. N. naja LAAO potently metabolized Phe, Tyr, Trp, 

Met and Leu, agreeing with studies of other snake venom LAAOs showing preference for 

aromatic and neutral amino acid substrates [305-307]. However, compared to the mammalian 

IL4i1 enzymes, N. naja LAAO metabolized its substrates faster, suggesting that the venom 

LAAO converts amino acids to rapidly generate increased H2O2 levels. This was also reflected 

when testing the cytotoxicity of the enzymes: N. naja LAAO induced cell death of HeLa cells 

in an H2O2-dependent fashion – inactivation of the enzymatic activity by point mutations or 

H2O2 decomposition by catalase interfered with the induction of cell death. By contrast, IL4i1 

did not show toxicity in HeLa cells at any tested concentration (up to 5 µg/ml) and only in a 
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highly susceptible leukemia cell line, IL4i1 mediated cell death, however at approximately 30-

fold higher concentrations than N. naja LAAO. Overall, it seems that during the evolution of 

LAAOs, mammalian IL4i1 evolved to be a less potent member of the LAAO enzyme family. 

Therefore, I propose that mediating cytotoxicity is not a main function of IL4i1. In snake venoms 

on the other hand, LAAOs likely contribute to the poisonous effects in concert with other toxins 

such as the neurotoxic 3FTxs or phospholipases, which are considered to represent the most 

lethal venom components [150]. As the venoms evolved to maximize lethality to the snake’s 

prey [341], the common presence of LAAOs in most snake venoms underlines their 

contribution to venom function. However, the amount of LAAOs in snake venoms can largely 

vary. While the protein may have a minor function in venoms where the LAAO makes up only 

1 % of the total venom proteome in cobras (and most elapid snakes) [341], the cytotoxic effect 

of LAAOs may have a more pronounced function in the venom of viperid snakes such as the 

Malayan pit viper (Calloselasma rhodostoma) where the LAAO was found to make up 30 % of 

the total venom proteome [151]. 

Contradicting my initial supposition, instead of inducing cell death IL4i1 protected cells from 

the oxidative cell death ferroptosis by the generation of anti-oxidative amino acid metabolites 

which is discussed in detail in section 5.3. Importantly, ferroptosis suppression occurred at 

concentrations that did not have toxic effects, suggesting that instead of mediating cytotoxicity 

the protection of cells from oxidative cell death may be a relevant physiological function of 

IL4i1. However, a limitation so far is the lack of good commercially available detection reagents 

such as specific ELISAs to quantify IL4i1 levels in serum, tissues or the TME. We found that a 

commercially available ELISA that has been used before to quantify IL4i1 in mouse serum [19] 

is unspecific as it detected the same ‘IL4i1’ induction in stimulated BMDMs from WT and IL4i1-

deficient mice (data not shown). Since IL4i1 expression is found in myeloid cells in the TME 

[55,171-173,175,179] we speculate that local IL4i1 levels, especially in low-perfused tissue 

environments, e.g. in solid tumors, can reach the ng/ml range in which IL4i1 protected cells 

from ferroptosis. Although it is more likely that IL4i1 occurs in a concentration that generates 

sub-lethal amounts of H2O2 and mediates cellular protection, I cannot exclude that under 

certain conditions IL4i1 could reach potentially toxic concentrations. Nevertheless, the fact that 

mammalian IL4i1 shows a much lower toxicity than the snake venom LAAO and even protects 

cells from oxidative cell death, suggests that the function of mammalian IL4i1 diverges from a 

role as a toxin. 

5.2. Activation of AhR signaling by the aromatic α-keto acids I3P and 4HPP 

One aim of my thesis was the characterization of the downstream effects mediated by IL4i1-

generated α-keto acids. Since IL4i1 exhibits the highest substrate specificity towards Phe 

[17,146], studies investigating mechanistic basics of IL4i1-mediated immune cell regulation 
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initially only focused on the properties of the Phe metabolite PP [17,172,184,186]. However, 

none of these studies reported substantial impact of PP. Therefore, I decided to more broadly 

investigate downstream effects of aromatic amino acid metabolites generated by IL4i1. 

Transcriptome analysis of Thp1 cells exposed to PP but also the Tyr and Trp metabolites, 

4HPP and I3P respectively, revealed that mainly 4HPP and I3P may contribute to IL4i1-

mediated modulation of cell biology (Figure 23). My results suggest that especially I3P and to 

a lesser extent also 4HPP are able to activate AhR and Nrf2 signaling (the latter will be 

addressed in the next section). The link between IL4i1-mediated amino acid metabolism and 

AhR activation by I3P was independently reported by two other groups in 2020 [19,196]. 

However, Sadik et al. [19] did not detect AhR activation by 4HPP in glioblastoma cells, 

suggesting that it is possible that only high concentrations of 4HPP (200 µM) can activate the 

receptor or cell-specific downstream metabolism is required to generate a weak AhR agonist 

from 4HPP. I3P generated from Trp appears to be the main AhR agonist generated by IL4i1. 

Considering the involvement of AhR in several aspects of immunoregulation (1.2.4.3) it is likely 

that AhR activation by I3P contributes to immunoregulatory effects mediated by IL4i1 including 

decreased CD8+ T cell responses [188] or increased differentiation of Tregs [186], effects that 

have previously been associated with AhR activation [100,115,117,118]. Thus, Trp can not 

only be metabolized via the IDO/TDO axis to form the AhR agonists Kyn and KynA [100-102], 

but also via IL4i1 generating I3P, which can act as endogenous AhR agonist. As IDO1 and 

IL4i1 are often found to be co-expressed in cancers/tumor-associated myeloid cells 

[55,179,342] and IDO1 has a higher affinity towards Trp than IL4i1, Castellano and colleagues 

[342] questioned the relevance of IL4i1-mediated Trp metabolism in vivo. However, since IDO1 

is located inside cells and IL4i1 is a secreted protein [17] the enzymes may simultaneously 

drive the conversion of Trp into AhR agonists intracellularly and in the extracellular space. 

Moreover, as IL4i1 may act in parallel to IDO1, IL4i1 expression may be a relevant factor to 

consider regarding the use and efficacy of IDO1 inhibitors in the treatment of cancer, which 

have not been successful in phase III clinical trials [138,143]: It is possible that IL4i1-dependent 

Trp metabolism can compensate for the loss of IDO1 activity and thereby interfere with the 

efficacy of IDO1 inhibitors. 

5.3. Ferroptosis suppression by IL4i1-mediated amino acid metabolism 

Ferroptosis is a form of oxidative cell death driven by uncontrolled membrane lipid peroxidation 

(1.3). As lipid peroxidation can spread in an iron-dependent Fenton-like reaction [204] (Figure 

8), cells evolved several mechanisms that allow the permanent detoxification of PLOOH and 

PLOO• under steady-state conditions to interfere with their spread and prevent ferroptotic 

death (described in detail in 1.3.1). The results of my project identify IL4i1 as a previously 

unknown factor protecting cells from ferroptosis [18]. Using a catalytically inactive IL4i1 mutant, 

I found that IL4i1 suppresses ferroptosis via its enzymatic activity and does not require a 
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previously speculated receptor binding [184]. In contrast to other ferroptosis suppressors such 

as GPX4 [202,223], FSP1 [227,228] or GCH1 [232], which confer cell-intrinsic protection, IL4i1 

operates in a cell-extrinsic manner via the generation of a ferroptosis-suppressive environment 

by metabolizing amino acids. Thereby, IL4i1-expressing cells, such as tumor-associated 

myeloid cells [19,55,171-173,175,179], may promote ferroptosis resistance of cells in their 

environment, which will be further discussed in section 5.4. 

As stated above, the enzymatic activity of IL4i1 is crucial for its protective effect. 

Mechanistically, the α-keto acids I3P and 4HPP generated by IL4i1 from Trp and Tyr 

respectively, but not PP derived from Phe can suppress ferroptotic cell death. Compared to 

I3P however, 4HPP is a weaker anti-ferroptotic metabolite: while 4HPP partly suppressed 

ferroptotic death at ~100 µM, I3P protected cells at ~50 µM.  Since serum concentrations of 

Trp and Tyr are ~70 µM and ~90 µM, respectively [315], protective concentrations of their 

catabolites seem to lie within the physiological range, especially as both protective metabolites 

can act simultaneously when IL4i1 metabolizes Trp and Tyr in the extracellular space. I3P 

levels that reach the ferroptosis-suppressive concentration have previously been detected in 

vivo: I3P, in this study derived from Trp metabolism by Clostridium sporogenes in the gut, was 

reported to reach serum concentrations of 80 µM in mice [343]. On a mechanistic level, I3P 

and 4HPP seem to suppress ferroptosis by two distinct mechanisms working in concert to 

confer cellular protection, which are 1) free radical scavenging and 2) the activation of anti-

oxidative gene expression.  

Several pathways protecting cells from ferroptosis involve the detoxification of PLOO• radicals. 

The ferroptosis-suppressive enzymes FSP1 and DHODH for example confer their protective 

effects by maintaining the generation of the lipid radical scavenging molecule CoQH2 

[227,228,230], while GCH1, a further enzyme mediating ferroptosis resistance, is the rate 

limiting enzyme for the de novo synthesis of the antioxidant BH4 [232]. Thus, as I3P and slightly 

less efficiently 4HPP could scavenge the free radical DPPH, which has previously been used 

to study the antioxidant function of the synthetic ferroptosis inhibitor Fer-1 [199], the IL4i1-

produced metabolites appear to mediate parts of their protective effect by radical scavenging. 

A study from the early 1990s, previously reporting that I3P can scavenge free radicals in vitro 

[344], invites to speculate that keto-enol tautomerism of the α-keto acids generated by IL4i1 

may be of relevance for their anti-ferroptotic effect. Politi and colleagues described an increase 

in the I3P scavenging activity when the molecule was present in its enol form [344]. Notably, 

one of the first cytokines to be discovered, namely macrophage migration inhibitory factor (MIF) 

[345,346], was found to exhibit phenylpyruvate tautomerase activity showing activity towards 

4HPP [347]. Additionally, it was speculated that I3P may be a substrate of MIF [348], which 

has never been experimentally validated. It is therefore possible that MIF has an impact on the 

balance between the keto and enol tautomers of the α-keto acids generated by IL4i1 which 
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could influence their radical scavenging activity and thereby their anti-ferroptotic potential. So 

far, this is purely speculative but the investigation whether MIF influences IL4i1-dependent 

ferroptosis suppression would represent an interesting follow-up.  

Besides radical scavenging, I found that I3P and 4HPP activate the expression of several 

genes associated with oxidative stress protection including GCLM and GSR, genes involved 

in the generation and maintenance of GSH [221], which is essential for PLOOH detoxification 

via the GPX4, the main ferroptosis-suppressive protein in most cell types [202,223] (1.3.1.1). 

In addition, I3P and 4HPP induced expression of members of the AKR1C family, which can 

metabolize toxic aldehydes derived from lipid peroxidation [309,310] and have been suggested 

to confer partial resistance to ferroptosis [224]. As cysteine availability is rate-limiting for GSH 

synthesis [214], I3P-dependent upregulation of the cystine transporter SLC7A11, which is also 

the target of the ferroptosis inducer Erastin [224], may act in concert with the GSH-generating 

enzymes. I confirmed that I3P induced an elevated GSH/GSSG ratio, suggesting that I3P 

increases the availability of GSH, “fueling” GPX4 for PLOOH detoxification and protecting cells 

from ferroptotic death. Many of the transcripts and proteins regulated by I3P and also partially 

by 4HPP are target genes of Nrf2, a master transcription factor conferring protection from redox 

stress [235] and associated with ferroptosis resistance [252,254,257,258]. Genetically ablating 

Nrf2 in HeLa cells, I could show that I3P-mediated ferroptosis resistance partly depends on 

the activation of the Nrf2 pathway, especially at lower concentrations where the scavenging 

activity is not sufficient for complete protection of the cells. By contrast, I3P-dependent AhR 

activation as observed by us and others [19,196] is not required for ferroptosis suppression by 

I3P. Therefore, I3P-mediated activation of Nrf2 seems to display a further mechanism by which 

I3P mediates downstream effects and protects cells from ferroptosis. In addition, as IL4i1 

protects cells from ferroptosis at concentrations which are not toxic, sub-lethal levels of H2O2 

may additionally contribute to Nrf2 activation and cellular adaptation to oxidative stress as 

previously described [349-351].  

A further factor that may additionally contribute to the ferroptosis-suppressive effect of IL4i1, 

which I did not study in detail so far, is the involvement of amino acid deprivation. Recent 

studies from us and others suggest that amino acid deprivation can confer cellular protection 

from ferroptosis ([61,283], unpublished data from Russier et al.). However, while we found 

partial ferroptosis inhibition upon complete Trp depletion in HeLa cells [61], Conlon et al. [283] 

did not observe any protective effect by depletion of the IL4i1 substrates Trp or Phe, but a 

protective effect of Tyr starvation in one of the tested cell lines. It therefore seems that 

ferroptosis protection by amino acid starvation is cell type-dependent. Notably, ferroptosis 

resistance upon amino acid-starvation may involve the induction of proliferative arrest ([283], 

Russier et al. unpublished data). As I did not observe decreased cell proliferation in presence 

of IL4i1 (data not shown), I propose that amino acid depletion does not play a major role in 
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IL4i1-dependent ferroptosis suppression. However, this does not exclude that an IL4i1-

mediated decrease in Phe, Trp and Tyr levels could additionally contribute to the protective 

effects of the α-keto acids. Taken together, the work of my thesis therefore suggests that IL4i1 

can act as a cell-extrinsic factor mediating ferroptosis resistance by enzymatically generating 

a ferroptosis-suppressive microenvironment, which mainly involves the generation of the 

potent anti-ferroptotic metabolite I3P from Trp and the weaker 4HPP from Tyr. The metabolites 

appear to act by a dual mechanism consisting of the scavenging of free radicals and the 

induction of a compendium of oxidative stress protective genes, which are, at least to a certain 

degree, regulated by Nrf2. Additionally, concurrent amino acid depletion and the generation of 

sub-lethal amounts of H2O2 may potentially act as accessory mechanisms involved in the 

ferroptosis-suppressive modulation of the extracellular environment by IL4i1. 

5.4. Implications of IL4i1-mediated amino acid metabolism in the TME  

Mounting evidence suggests that IL4i1 is a detrimental prognostic factor in cancer 

[19,173,198,340], where the protein may mainly derive from tumor-associated myeloid cells 

[55,171-173,175,179]. However, we are just at the beginning of understanding the 

mechanisms by which IL4i1 mediates its pro-tumorigenic effects. Our current model suggests 

that IL4i1 acts by modulating the composition of the TME, which involves two simultaneously 

occurring processes that can affect the biology of cells in the environment: IL4i1 mediates 1) 

the depletion of aromatic amino acids and 2) produces modulatory α-keto acids and H2O2 in 

the TME (Figure 47).  

An important factor involved in IL4i1-associated tumor progression seems to be the 

interference with tumor immunosurveillance as IL4i1 was linked to decreased CD8+ T cell 

responses and increased tumor infiltration with regulatory immune cells in animal models and 

patients’ samples [19,172,173,188]. Sensing of amino acid depletion via the kinase hubs 

GCN2 (activation) and mTORC1 (deactivation) is suggested to mediate immunoregulatory 

effects including reduced CD8+ T cell proliferation and modulation of CD4+ T cell differentiation 

towards regulatory T cells [72,73,85] (1.2.3). However, the role of GCN2 in the inhibition of T 

cell proliferation upon tryptophan depletion proposed by Munn and colleagues [72] is 

controversial as other studies observed proliferative arrest independent of GCN2 [85,86]. 

Future studies will be required to investigate if IL4i1-mediated amino acid metabolism activates 

GCN2 signaling and whether this is involved in the immunoregulatory activity of the enzyme. 

Cousin et al. [186] observed that IL4i1 provoked decreased mTOR signaling and proposed 

that this may contribute to IL4i1-dependent Treg differentiation observed in vitro. Moreover, 

since the activation of AhR signaling is also known to promote differentiation of regulatory T 

cells [100,117,118] I3P-mediated AhR activation may additionally support the increased 

emergence of regulatory T cells that is associated with IL4i1 expression in cancer [19,173]. 
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Notably, in the context of IDO1-dependent T cell regulation, Fallarino et al. [73] reported a 

synergistic effect of Trp limitation and the generation of kynurenine metabolites, which could 

likewise occur upon IL4i1-mediated amino acid depletion and α-keto acid generation. 

Furthermore, an early study on IL4i1 by Boulland et al. [17] suggests that H2O2 production by 

IL4i1 has an immunoregulatory function by limiting the proliferative capacity of T cells. In 

summary, IL4i1 may therefore facilitate tumor immune escape by creating an 

immunosuppressive milieu which involves amino acid depletion, the activation of AhR signaling 

through I3P (and possibly 4HPP), and the generation of H2O2. So far, we do not know if IL4i1-

dependent ferroptosis suppression may additionally contribute to immunosuppressive effects, 

which we aim to investigate in future experiments.  

Besides suppression of cancer immunosurveillance, mounting evidence suggests that IL4i1-

dependent modulation of the TME can directly affect cancer cell biology. A potentially important 

mechanism contributing to malignant progression of cancer cells is the I3P-dependent 

activation of AhR signaling, which enhanced glioblastoma cell migration as reported by Sadik 

et al. [19]. In line with this observation, a further study suggests that IL4i1 promotes ovarian 

cancer cell migration and increases the invasiveness of the tumor cells [198]. Additionally, the 

results of my PhD project, showing that the IL4i1 metabolites I3P and to some degree also 

4HPP can act as free radical scavengers and activate Nrf2-dependent anti-oxidative gene 

expression, give clues about further mechanisms by which IL4i1 could promote tumor 

progression. Cancer cells are highly dependent on mechanisms controlling increased 

intracellular ROS levels accruing from their high bioenergetic activity [269,270]. Therefore, 

enrichment of I3P and 4HPP in the TME may support the survival and persistence of tumor 

cells by conferring resistance to redox stress and ferroptosis. The generation of a ferroptosis 

suppressive milieu could for example promote the emergence of tumor cells in an unfavorable 

mesenchymal cell state, which strongly depend on GPX4 [277] and show increased 

susceptibility to ferroptosis [277,352]. Accordingly, IL4i1 may help to protect cells undergoing 

epithelial-mesenchymal transition (EMT), a process considered to promote cancer 

invasiveness and metastatic activity [353]. Additionally, as ferroptosis may contribute to IFNγ-

dependent cancer immune control by CD8+ T cells [279,282], IL4i1 could also indirectly 

contribute to cancer immune escape by suppressing ferroptosis and thereby promoting cancer 

cell resistance. IL4i1 expression in tumors may also have implications for cancer therapy as 

several studies suggest that induction of ferroptosis is at least partially involved in anti-tumor 

effects of conventional therapies including irradiation, chemotherapy and immune checkpoint 

inhibition [276,279,280,354,355]. By conferring ferroptosis-resistance, IL4i1 expression may 

increase the ratio of cells escaping the treatment and thereby interfere with therapy efficacy.  

Taken together, the detrimental impact of IL4i1 in the context of cancer seems to involve an 

IL4i1-mediated modulation of the TME, which does not only promote immunosuppression, but 
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may also affect cancer cell biology to promote tumor progression. Although further research 

will be required to dissect the contribution and extent of the different pro-tumorigenic 

mechanisms supported by IL4i1, our current understanding of IL4i1-mediated biology suggests 

that the development of IL4i1 inhibitors could be useful in cancer therapy. IL4i1 inhibition may 

help to restore tumor immune control, interfere with cancer cell invasiveness and increase 

vulnerability to ferroptosis. Considering the observations that induction of ferroptosis partially 

contributes to the effect of several conventional cancer therapies, simultaneous targeting of 

IL4i1 could potentially be used to increase therapy efficacy. 

 

Figure 47 Model of IL4i1-dependent amino acid metabolism in the TME 

In the TME IL4i1 acts via amino acid depletion and simultaneous product generation. Amino acid limitation 

suppresses tumor immune control by GCN2 activation and mTOR deactivation, which is associated with 

immunoregulatory effects such as reduced T cell activation and increased regulatory T cell differentiation. This may 

be complemented by the IL4i1-dependent generation of H2O2, which was suggested to limit T cell proliferation, and 

the α-keto acid(s) I3P (and 4HPP) activating immunoregulatory AhR signaling. Generation of AhR agonists could 

also promote cancer progression by enhancing tumor cell migration. Additionally, I3P and 4HPP activate anti-

oxidative gene expression and scavenge free radicals which together confer protection from ferroptosis and may 

thereby promote the survival of tumor cells. 

5.5. IL4i1 expression in bone-marrow derived myeloid cells 

5.5.1. IL4i1 is expressed in distinct subsets of BMDCs 

A current limitation of the research investigating IL4i1 biology, is that studies focusing on 

mechanistic effects of IL4i1, including my previously presented work, are mostly based on 

recombinant IL4i1 or IL4i1 overexpression [17,18,184,186]. Therefore, it would be important 
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to confirm and further investigate mechanistic concepts in the interplay between myeloid cells 

endogenously expressing IL4i1, tumor cells and/or T cells. As our knowledge on IL4i1 

producing myeloid cells is still limited (especially on protein level), I investigated the expression 

of IL4i1 in bone-marrow derived macrophages and DCs as these cells are easy to obtain and 

applicable for large scale co-culture experiments by providing a high yield. In BMDCs, IL4i1 

expression was detectable in cells obtained from differentiation with GM-CSF or a combination 

of GM-CSF and FLT3L, which leads to the differentiation of CD103+ DCs [294]. In line with a 

previous study [328], differentiation with GM-CSF alone resulted in a mixture of CD11c+ 

‘macrophages’ and ‘DCs’. However, IL4i1 expression was completely restricted to the ‘DC’ 

population and absent in the ‘macrophage’ population, which is consistent with the observation 

that BMDMs do not express IL4i1 under unstimulated conditions. DCs obtained from the GM-

CSF culture are characterized by IRF4 and Sirpα expression [328] and therefore mostly likely 

resemble cDC2 cells, while the CD103 DCs appear to resemble a cDC1-subtype as they are 

Batf3 dependent and express Clec9a [294]. Therefore, IL4i1 expression does not seem to be 

restricted to one of the cDC1 or cDC2 subtypes, which agrees with transcriptomic studies of 

the myeloid compartment: Most information about IL4i1 expression in dendritic cells derives 

from studies using single cell RNAseq (Table 1), where IL4i1 was found to be expressed in 

migratory DCs [180,181], migratory cDC2s [182] or so-called mregDCs [175], which were 

suggested to represent a regulatory DC ‘state’ rather than a ‘subtype’ [176] as they can emerge 

from cDC1 or cDC2 cells [175]. mregDCs (also termed DC3 [178] or LAMP3+ DCs [179]) are 

conserved across solid human cancers [356] and limit anti-tumor immunity [175]. Therefore, 

mregDCs may represent an important source for IL4i1 in the TME. In general, IL4i1 expression 

in DCs correlates with CCR7 expression (Table 1), which is considered to be associated with 

DC maturation and migration [329]. Accordingly, I found that IL4i1 expression (detected by 

Western Blot) in CD103 DCs was completely restricted to a CCR7+ subpopulation that also 

showed high MHC-II expression. However, intracellular IL4i1 staining for flow cytometry would 

be required to determine if all cells of this population are IL4i1+ or if the expression is limited to 

a further subpopulation. However, due to the lack of good commercial IL4i1 antibodies, I could 

not yet address this question. A further observation was the co-expression of IDO1 in the IL4i1-

expressing population, which has previously been found in single cell data sets of tumor-

associated DCs and macrophages [55,179]. Additionally, IDO1 expression in CCR7+ cDC1 

cells has recently been reported in a study from Gargaro et al. [53], which showed the 

propagation of IDO1 expression in dendritic cells mediated by Kyn-mediated AhR activation. 

On one hand, considering that besides Kyn, also I3P produced by IL4i1 can activate AhR 

signaling, it would be interesting to investigate if IL4i1-dependent AhR activation influences the 

expression of IDO1. On the other hand, Sadik et al. [19] proposed that also IL4i1 is regulated 

via AhR, which suggests that Kyn generation by IDO1 could likewise provoke an upregulation 
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of IL4i1. However, further investigation will be required to examine whether an AhR-dependent 

link between the expression of the enzymes exist. Nevertheless, independent of the regulation, 

co-expression of IL4i1 and IDO1 may promote simultaneous Trp metabolism within the cells 

and in the extracellular space, which seems to be important information when trying to 

therapeutically target one or the other enzyme as compensatory effects may occur (previously 

discussed in section 5.2). 

5.5.2. Induction of IL4i1 in BMDMs 

Whereas IL4i1 was not detectable on protein level in unstimulated BMDMs, the expression of 

the enzyme was highly inducible by specific signals I uncovered. Although IL4i1 was described 

to be expressed in IL4-driven M2-macrophages [164], IL4 alone had only a minor potential to 

induce IL4i1 in my experiments. In addition, TNF mediated a weak increase in IL4i1 expression 

and the most robust induction on RNA and protein level was visible when exposing the 

macrophages to TLR agonists such as LPS or CpG. This partly matches the findings of 

Marquet et al. [168] suggesting that in myeloid cells IL4i1 (indirectly measured via H2O2 

generation) is mainly regulated by NF-κB and STAT1 signaling. However, I could not detect 

any effect of IFNγ on IL4i1 expression. Notably, although IL4 alone only had minor effects on 

IL4i1 induction, the combination of IL4 with TNF or TLR agonists could induce more than 200-

fold increases in the IL4i1 mRNA levels as compared to unstimulated BMDMs. So far, this 

seems to be the most potent stimulus inducing IL4i1 expression in macrophages [164,168]. It 

is important to point out that the combination of the stimuli did not only have an additive effect 

but clearly showed synergism, which I will discuss later in this section. MS-based analysis of 

the secretome revealed that the amount of secreted IL4i1 increased more than 2000-fold 

compared to the untreated control when BMDMs were concurrently stimulated with IL4 and 

LPS. My experiments also give insights into the dynamics of IL4i1 induction and secretion, 

which has not been studied in detail before. The mRNA and intracellular protein level of IL4i1 

peak at ~6 h after induction. Subsequently, within 24 h the protein is almost completely 

secreted into the supernatant, which does not require another stimulus as e.g. IL1β release 

[357]. Mechanistically, I found that the IL4-dependent part of the induction required signaling 

via STAT6, which is consistent with findings in B cells, where IL4 alone is potently inducing 

IL4i1 expression [168,169]. TNF and LPS on the other hand most likely mediate their effects 

via NF-κB (Figure 48). Nfkb1-/- BMDMs, which are partly deficient of NF-κB signaling, exhibited 

significantly reduced TNF- and LPS-dependent IL4i1 induction and the proteasome inhibitor 

MG132, preventing NF-κB activation by interfering with the degradation of IκB [335,336], 

almost completely abrogated IL4i1 induction. This agrees with a previous observation by 

Marquet et al. [168] showing that LPS-mediated induction of IL4i1 (measured by enzymatic 

activity) could be reversed when cells expressed a dominant-negative IκB mutant interfering 

with NF-κB activation. In addition, it was suggested that RelA (p65) binds to the putative 
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regulatory region in Il4i1 [332]. So far, we do not exactly understand how IL4 signaling via 

STAT6 and TNF- or LPS-activated NF-κB signaling intersect to synergistically enhance the 

induction of IL4i1 expression. Insights may come from a recent study by Czimmerer and 

colleagues [358], who reported that 24 h IL4-priming of BMDMs provoked STAT6-dependent 

epigenomic remodeling leading to enhanced NF-κB-p65 binding. Notably, the ChIP-seq data 

from this study suggests also enhanced p65 binding to the IL4i1 regulatory genomic region. 

However, our Salmonella infection experiment (Supplementary Figure 11) and further 

preliminary experiments (not shown) suggest that co-stimulation with IL4 is more effectively 

inducing IL4i1 expression than IL4-priming (12 - 24 h). Nevertheless, it is possible that STAT6-

dependent epigenomic changes as reported after 24 h IL4-priming [358] can occur much 

earlier in the Il4i1 regulatory region. Another possibility would be a direct interaction between 

STAT6 and NF-κB proteins, which has previously been speculated to synergistically activate 

gene expression [359].   

 

Figure 48 Model of synergistic IL4i1 induction by the 

combination of IL4 with TNF/LPS 

IL4 and TNF/LPS can synergistically upregulate IL4i1 

expression in BMDMs. IL4-dependent IL4i1 induction 

requires STAT6, while LPS and TNF signal via NF-κB. The 

exact mechanism by which STAT6 and NF-κB synergize to 

induce IL4i1 remains to be investigated. 

 

 

 

5.6. Perspectives 

The work of my PhD projects gives new insights into the mechanisms by which IL4i1-

dependent changes in the extracellular milieu can affect the biology of cells in its environment. 

Instead of conferring toxic effects by H2O2 production, which was an initial hypothesis of my 

project, IL4i1 generates the anti-oxidative metabolites I3P and 4HPP (in combination with sub-

lethal amounts of H2O2) and can mediate cellular resistance to ferroptosis. In addition, I 

observed that I3P can activate AhR signaling agreeing with two other studies published in 2020 

[19,196]. Thus, besides amino acid depletion, especially the α-keto acid I3P generated from 

Trp appears to be an important mediator of IL4i1 downstream effects. However, although we 

start to better understand the basic mechanisms by which IL4i1-dependent amino acid 

metabolism can influence cells in its environment, most observations derive from systems 

where IL4i1 was overexpressed or recombinant protein was used. Therefore, we know very 
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little about the processes actually happening when cells endogenously expressing IL4i1 (e.g. 

myeloid cells) interact with other cells such as other immune cells or cancer cells. It is also 

possible that depending on the cellular context, IL4i1-mediated downstream effects such as 

AhR activation, oxidative stress protection or amino acid starvation responses may have 

different weighting. Therefore, we are aiming to set up advanced co-culture systems between 

myeloid ‘IL4i1-producer’ cells, T cells and tumor cells. In the work presented herein, I started 

to characterize the expression and regulation of IL4i1 in bone-marrow derived DCs and 

macrophages, which could be used as ‘IL4i1-producer’ cells in co-culture assays as the 

cultures allow to yield high amounts of the cells of interest. We are currently developing novel 

antibodies to enable intracellular IL4i1 staining for flow cytometry to further characterize IL4i1-

expressing cell populations in our myeloid cell differentiations, but also to validate macrophage 

and DC populations expressing IL4i1 (on protein level) in vivo, which remain largely 

uncharacterized. As IL4i1 was suggested to be secreted into the immune synapse between 

antigen-presenting cells and T cells [184,185], co-cultures between ‘IL4i1-producing’ 

populations of myeloid cells (from WT or Il4i1-/- mice) and ovalbumin-specific OT-I or OT-II T 

cells could help to specifically identify IL4i1-dependent effects on T cell biology in the context 

of antigen stimulation. In this regard, it would be interesting to investigate whether I3P-

dependent anti-oxidative activity influences T cell fate and function, which we do not know at 

this point. Furthermore, 3D tumor spheroid models containing IL4i1-expressing myeloid cells 

may be useful to investigate IL4i1 biology in the context of cancer. While in 2D cultures IL4i1 

gets diluted when secreted to the supernatant, 3D models could allow the local enrichment of 

the enzyme better mimicking processes in the TME, which may be useful to investigate IL4i1-

dependent effects. A previous study from Takahashi and colleagues [258] showed that tumor 

cells in the center of 3D spheroids undergo ferroptosis. Introducing IL4i1-expressing myeloid 

cells into this system could help us to understand the role of IL4i1’s anti-ferroptotic activity in 

the context of tumor growth and cancer cell survival. These 3D models could further display a 

useful platform to study the effect of potential IL4i1 inhibitors on tumor growth in vitro.  
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7. Supplement 

 

 

Supplementary Figure 1 Plasmid map of PB-T-PAF_NnLAAO encoding Naja naja LAAO 

Plasmid map shows the PB-T-PAF vector of the PiggyBac system allowing doxycycline-inducible expression of 

Naja naja LAAO. NheI and NotI restriction sites were used for cloning. The human VEGF secretion sequence was 

added for optimal protein secretion in the human HEK293T expression cell line and a C-terminal Twin-Strep-Tag 

was added to enable efficient protein purification. BbvCI and BglII sites were used to clone a fragment encoding the 

R320A, K324A mutations into the plasmid. 
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Supplementary Figure 2 Plasmid map of PB-T-PAF_hIL4i1 encoding human IL4i1 

Plasmid map shows the PB-T-PAF vector of the PiggyBac system allowing doxycycline-inducible expression of 

human IL4i1. NheI and NotI restriction sites were used for cloning. A C-terminal Twin-Strep-Tag was added to 

enable efficient protein purification. BbvCI and SbfI sites were used to clone a fragment encoding the K354A 

mutation into the plasmid. 
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Supplementary Figure 3 Plasmid map of pSpCas9(BB)-2A-GFP (PX458)  
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Supplementary Figure 4 Plasmid map of PB-RN 
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Supplementary Figure 5 Plasmid map of pCMV-hyPBase 
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Supplementary Figure 6 Plasmid map of pcDNA3.1_hygro_AhR-mScarlet 
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Supplementary Figure 7 Ferroptosis inhibition after pre-treatment with PP, 4HPP and I3P 

(A) Quantification of Erastin-induced ferroptosis over 48 h using the IncuCyte live imaging device and CellTox green 

dye. HeLa cells were pre-treated with the indicated concentrations of PP, 4HPP and I3P. After 24 h 10 µM Erastin 

were added to induce ferroptosis and monitoring of cell death was started. Fer-1 was added concurrently with 

Erastin as a control for ferroptosis inhibition. (B) As described in (A) but using 1 µM RSL3 for ferroptosis induction. 

(A,B) n=3 biological replicates; error bars indicate standard deviation. 
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Supplementary Figure 8 Ferroptosis inhibition by I3P in HT1080 cells 

(A) Quantification of ferroptotic cell death over 48 h using the IncuCyte live imaging device and CellTox green dye. 

HT1080 cells were concurrently treated with 5 µM Erastin (left) or 1µM RSL3 (right) and 200 µM of PP, 4HPP or 

I3P. Fer-1 was used as a control for ferroptosis inhibition. (B) As in (A) but using titrations of I3P to block ferroptosis. 

(C) Quantification of ferroptosis induced after 24 h pre-treatment with 200 µM of the indicated metabolites. After 24 

h 5 µM Erastin (left) or 1µM RSL3 (right) were added to induce ferroptosis. Fer-1 was added concurrently to the 

ferroptosis inducer as a control for ferroptosis inhibition. (A-C) n=3 biological replicates; error bars indicate standard 

deviation. 
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Supplementary Figure 9 Sorting strategy for CD11c+ DCs and macrophages in the GM-DC culture 

Cells from the differentiation with GM-CSF were sorted on day 8. After gating on single cells, cells were gated for 

CD11c expression and subsequently for CD11bint and MHCIIhi  and CD11bhi and MHCIIint cells.  

 

 

Supplementary Figure 10 Sorting strategy for CD103+, CCR7+  or CCR7- CD103 DCs 

Cells from the CD103 DC differentiation were sorted on day 15. After gating on single cells, cells were gated for 

CD103 expression and subsequently for CCR7+ and CCR7- cells.  
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Supplementary Figure 11 IL4 enhances IL4i1 induction by Salmonella infection 

Immunoblot of BMDMs infected with Salmonella enterica serovar Typhimurium. 12 h before infection some BMDMs 

were primed with 10 ng/ml IL4 (ON). BMDMs were infected with Salmonella (MOI of 10) or left uninfected and some 

of the samples were additionally treated with 10 ng/ml IL4 directly after the infection. BMDMs were lysed for protein 

isolation 8 h post infection. 
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