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Abstract— Ensuring safety is a crucial challenge when de-
ploying reinforcement learning (RL) to real-world systems.
We develop confidence-based safety filters, a control-theoretic
approach for certifying state safety constraints for nominal poli-
cies learnt via standard RL techniques, based on probabilistic
dynamics models. Our approach is based on a reformulation
of state constraints in terms of cost functions, reducing safety
verification to a standard RL task. By exploiting the concept of
hallucinating inputs, we extend this formulation to determine a
“backup” policy which is safe for the unknown system with high
probability. The nominal policy is minimally adjusted at every
time step during a roll-out towards the backup policy, such that
safe recovery can be guaranteed afterwards. We provide formal
safety guarantees, and empirically demonstrate the effectiveness
of our approach.

I. INTRODUCTION

When agents operate autonomously in unknown environ-
ments, they need the ability to adapt to new situations.
This adaptiveness can be achieved using reinforcement learn-
ing [1], which allows autonomous agents to modify their
behavior according to observations of the environment. Such
reinforcement learning approaches have been demonstrated
to achieve state-of-the-art performance on various problems
where high-fidelity simulations are available [2], but they
cannot be directly applied to real-world autonomous systems
because their safe operation must always be guaranteed. This
has lead to safety being a major hurdle for the application
of reinforcement learning in real-world applications [3].

Related work: Due to this high relevance of safety in
reinforcement learning, it has been the focus of a variety
of recent approaches (see [4], [5] for surveys). A common
framework for safe reinforcement learning are constrained
Markov decision processes (CMDP) [6]. In the CMDP
setting, constraints are posed on the expected cumulative cost
along roll-outs of a policy. This allows to treat the cumulative
cost analogously to rewards, such that methods such as
trust region policy optimization can be adapted to maintain
constraint satisfaction when initialized with a safe policy [7].
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When no initially safe policy is known, a Lagrangian relax-
ation can be used to asymptotically find safe policies [8].
This dual representation of the constrained optimization
problem can also be combined with techniques such as
upper confidence reinforcement learning to guarantee learn-
ing rates, e.g., for linear CMDPs [9]. However, constraint
violation during training cannot be excluded in general,
which often prevents the usage in real-world applications.

Control theoretic methods consider safety through con-
straints on the system states, but often severely restrict
the allowed policy and system classes. For example, linear
quadratic regulators can be learned efficiently under poly-
topic constraints on the system states as shown by [10].
The limitation to linear dynamics can be relaxed in the
case of deterministic systems by employing model predictive
control (MPC) techniques, such that the performance can
be iteratively improved [11]. To allow active exploration,
MPC can be combined with reinforcement learning ideas by
ensuring safety using a suitable MPC parameterization [12].
Moreover, Monte-Carlo approximations can be used to deal
with the stochastic dynamics commonly found in reinforce-
ment learning problems [13], although this comes at the price
of a prohibitive computational complexity.

To achieve the beneficial properties of both control theo-
retical and reinforcement learning based approaches, it has
recently been proposed to employ reinforcement learning for
finding the optimal policy, while in a secondary step a control
method is used to certify safety and, if necessary, adapt the
applied action [14]. This approach can be realized using
control barrier functions [15], or a ”backup” policy, which
is locally safe in some region of the state space [16]. While
designing control barrier functions is challenging in general,
determining locally safe policies often requires solving com-
putationally expensive optimization problems on-line [16] or
can only be applied to linearized systems [17]. Therefore, the
practical applicability of such safety filters in combination
with highly flexible RL techniques is currently limited.

Our contributions: We mitigate these weaknesses by
proposing hallucinating upper confidence safety filters for
ensuring safety of arbitrary policies applied to stochastic,
nonlinear systems for which merely a model with high prob-
ability error bounds is known. To this end, we first establish a
relationship between state constraints and level sets of value
functions. Using the concept of hallucinating inputs [18], we
show that these value functions can be efficiently estimated
with standard reinforcement learning methods. Our approach
can be naturally extended to finding safe policies, by formu-
lating it as a robust reinforcement learning problem. These
safe policies can then be used for computationally efficient



on-line safety adaptation of arbitrary reinforcement learning
policies. We demonstrate the effectiveness of the proposed
method on deep RL benchmark tasks.

The remainder of this paper is structured as follows. In
Section II, we formalize the problem setting. The hallucinat-
ing upper confidence filter is explained and shown to yield
safe policies in Section IV. Finally, the performance of the
safety filter is demonstrated in simulations in Section V,
before the paper is concluded in Section VI.

II. PROBLEM STATEMENT AND BACKGROUND

We consider a discrete-time dynamical system

xk+1 = f⋆(xk,uk) + ωk, (1)

where xk ∈ X ⊂ Rdx are states, uk ∈ U ⊂ Rdu control
actions, ωk ∼ρ is process noise sampled from a zero-mean
probability distribution ρ1, and f⋆ : X × U → X denotes
the unknown deterministic transition function. The control
actions uk are determined using a policy π : X → U , with
the goal to maximize an expected cumulative return

R(f⋆,π;x)=Eω

[ ∞∑
k=0

γkr(xk,π(xk))

]
, (2a)

s.t. xk+1=f⋆(xk,π(xk))+ωk, ωk∼ρ, (2b)
x0 = x, (2c)

where r : X ×U → R is a known immediate reward function
and γ ∈ (0, 1) is a discount factor.

In practice, the policy π must additionally ensure safety
of the closed-loop dynamical system, e.g., because damage
to the system described by f⋆ must be avoided. In the
RL literature, this is typically addressed through constrained
Markov decision processes, which additionally consider a
constraint on a cumulative cost function

C(f⋆,π;x)=Eω

[ ∞∑
k=0

γkc(xk)

]
<ξ, (3)

where c : X → R is an immediate cost, ξ ∈ R is a
constant specifying the constraint, and xk is defined itera-
tively through (1) with actions uk = π(xk) and initial state
x0 = x. Therefore, an optimization problem of the form

π∗ =argmax
π

R(f⋆,π;x) (4a)

s.t. C(f⋆,π;x) < ξ (4b)

is usually solved to determine safe policies.
While this problem can be directly solved by adapting

standard RL algorithms with techniques akin to Lagrangian
relaxation [8], this approach generally cannot ensure safety
during training. Moreover, it does not reflect the fact that the
safety of many systems is defined in terms of a set of safe
states Xsafe ⊂ X and its complement Xunsafe = X \ Xsafe.
For example, an autonomously driving car should not leave
the road, which directly defines the road as Xsafe. When
using the natural indicator 1x∈Xunsafe

as cost function, satis-
fying Equation (4b) bounds the discounted probability of vio-

1We consider constant noise distributions ρ for notational simplicity, but
our approach directly extends to state and action dependent distributions.

lating the constraints by ξ. Nonetheless, this does not guaran-
tee that constraints will not be violated when deploying π∗.

Therefore, we consider safety in terms of state constraints
xk ∈ Xsafe, which we require to hold with high probability,
since the process noise ω generally prevents deterministic
guarantees. This leads to the following definition of safety.

Definition 2.1: A policy π is K-step δ-safe for a state x ∈
X if it holds that P (xk ∈ Xsafe ∀k = 0, . . . ,K|x0 = x)≥
1− δ, where states xk are defined in (1).
The concept of K-step δ-safety is commonly found in
stochastic model predictive control, where it is typically
referred to as joint chance constraint [19].

Remark 2.1: We consider finite values of K because
ensuring δ-safety over an infinite horizon, i.e., K = ∞,
is not possible for unbounded process noise ω in general.
This can be easily seen for a system with f⋆ = 0 and i.i.d.
zero mean Gaussian noise ω, which almost surely leaves any
compact safe set Xsafe eventually.
In order to obtain the optimal policy π∗

safe ensuring δ-safety,
we generally need to consider the optimization problem

π∗
safe =argmax

π
R(f⋆,π;x) (5a)

s.t. P (xk∈Xsafe ∀k=0, . . . ,K|x0=x)≥1−δ. (5b)

Solving this optimization problem is challenging since there
usually exists no closed-form expression for the probability
(5b), such that computationally expensive uncertainty
propagation methods have to be employed, e.g., generalized
polynomial chaos expansions [20].

In order to efficiently determine approximate solutions
for (5), we follow the idea of [17] and separate it into two
phases: an initial phase for determining a nominal policy
π∗ using an arbitrary method, followed by an on-line phase
in which a safety filter is employed to adapt the policy π∗

to ensure K-step δ-safety. Since we cannot ensure safety
without any knowledge about f⋆, we assume to have access
to a set of plausible models M = {f | |f − µ| ≤ βσ}
described by a nominal model µ : X × U →Rdx , the state-
action dependent uncertainty about the model σ : X ×U →
Rdx , and a constant scaling factor β ∈R+. We assume that
this set of models is well-calibrated, i.e., f⋆∈M with high
probability, as formalized in the following.

Assumption 2.1 ([18]): The statistical model is calibrated
with respect to f⋆, i.e., there exists a β ∈ R+ such that, with
probability at least 1−δf , it holds jointly for all x,u ∈ X×U
that |f⋆(x,u)− µ(x,u)| ≤ βσ(x,u), element-wise.
Since the statistical model is often obtained by applying su-
pervised machine learning to data obtained from policy roll-
outs [18], the uncertainty usually decreases with the number
of roll-outs. Thereby, this assumption typically enables less
conservative and higher performant policies over time.

Using Assumption 2.1, we investigate the following two
sub-problems for the derivation of the safety filter.

a) State Constraints as Cumulative Cost: In order to
enable the application of reinforcement learning methods,
we consider the problem of converting the K-step δ-safety
constraint (5b) for known dynamics f⋆ into a constraint on



Xunsafe

c(x) = ĉ

c(x) = ĉ− 1

C(f⋆,π,x) = ĉ

C(f⋆,π,x) = ξ̄

Cπ
ξ̄

Fig. 1. The expected cumulative cost can be 0 even if the immediate cost
c at the first state is greater than 0, as this positive cost can be compensated
by negative costs afterwards (red trajectory). Therefore, Cπ

ĉ ̸⊂ Xsafe, such
that we have to consider the tightened threshold ξ̄, which ensures that states
x ∈ Cπ

ξ̄
start with immediate cost c(x) ≤ ĉ (blue trajectory).

an expected cumulative cost function. We show that this can
be achieved by deriving a condition of the form

Eω[C(f⋆,π;f⋆(x,π) + ω)]<ξ. (6)

for suitably chosen immediate costs c, cf. Section III.
b) Safety Filter: Using this condition, we derive a

novel approach for computing safe policies πsafe for systems
with unknown dynamics f⋆. This allows us to address the
problem of ensuring the safety of a possibly unsafe nominal
policy π∗ on-line using a confidence-based filter

π̂(x) = argmin
u∈U

∥π∗(x)− u∥, (7a)

s.t. max
f∈M

Eω[C(f ,πsafe;x
′)] < ξ, (7b)

x′ = f(x,u) + ω, ω ∼ ρ, (7c)

which outputs the closest safe action to π∗. We derive
tractable formulations for this filter in Section IV.

III. EXPRESSING STATE CONSTRAINTS
THROUGH COST FUNCTIONS

To reformulate the δ-safety constraint into a constraint on
cumulative costs, we first show in Section III-A that sub-level
sets of C contained in Xsafe can be easily defined. Based on
this result, we derive sufficient conditions on the cost func-
tion, which allow to conclude safety from cumulative cost
constraints in Section III-B, providing useful design freedom.

A. Safe Sub-Level Sets of the Cumulative Cost

For deriving the sub-level set Cπ
ξ̄
={x∈X : C(f⋆,π;x)<

ξ̄}, ξ̄∈R, which is contained in the set of safe states Xsafe,
we consider an immediate cost function c : X → R satisfying

c ≤ c(x) ≤ c̄ ∀x ∈ X , c(x) ≥ ĉ if x ∈ Xunsafe (8)

for constants c, c̄, ĉ ∈ R. For example, using the indicator
function 1x∈Xunsafe

as cost, which equals 1 for x ∈ Xunsafe

and 0 otherwise, implies c=0 and c̄= ĉ=1. Using this defini-
tion, we can define an inner-approximation of the safe set of
states Xsafe through the ĉ sub-level set of the immediate cost
c, which becomes exact if c(x)<ĉ for all x∈Xsafe. More-
over, we can define the expected cumulative cost using (3).

While one might think that the definition of the immediate
cost c in (8) ensures that the ĉ sub-level set Cπ

ĉ of C is also
contained in the safe set of states Xsafe, this is not true in gen-
eral. As illustrated by the red trajectory in Fig. 1, the cumu-
lative cost C can equal ĉ even if the immediate cost c in the

initial state is greater than ĉ, since negative costs of following
states along the trajectory can compensate it. Therefore, the
sub-level set Cπ

ĉ is generally not completely contained in
the set of safe states Xsafe, such that we must consider a
tightened threshold ξ̄. Due to the lower bound c of the cost c,
this constant ξ̄ can be determined using the following lemma.

Lemma 3.1: Consider an immediate cost function
c : X →R satisfying (8). Then, it holds that Cπ

ξ̄
⊂Xsafe, where

ξ̄ = γ min
x∈X

C(f⋆,π;x) + ĉ. (9)
Proof: Due to the lower bound for c, C is

lower bounded, such that we obtain C(f⋆,π,x) ≥
c(x) + γCmin from the Bellman equation, where
Cmin = minx∈X C(f⋆,π;x) ≥ c

1−γ . Moreover, due
to condition (8) we have c(x) > ĉ for Xunsafe, which yields
C(f⋆,π,x) > ĉ + γCmin for all x ∈ Xunsafe. Therefore,
the level set Cπ

ξ̄
is completely contained in Xsafe, i.e.,

Cπ
ξ̄
⊂ Xsafe, which concludes the proof.

This lemma relies on the idea that the cumulative cost can be
lower bounded by minx∈X C(f⋆,π;x), such that any state
with immediate cost c greater than ĉ also must have an ex-
pected cumulative cost greater than ξ̄. For the example of the
indicator cost, ξ̄ can be straightforwardly computed as ξ̄=1
since C is trivially lower bounded by 0. It is straightforward
to see that this choice of cost function generally allows to ac-
curately approximate Xsafe using Cπ

ξ̄
, and indeed Xsafe=Cπ

ξ̄
is possible for deterministic dynamics with ω=0. However,
Lemma 3.1 is not limited to indicator type cost functions, but
applies to arbitrary costs c satisfying (8). This is particularly
beneficial for computing optimal policies using C, where
informative gradients may aid the convergence of common
RL techniques. Thus, Lemma 3.1 allows a flexible approx-
imation of the safe set Xsafe suitable for the optimization-
based approaches employed in the following sections.

B. Cumulative Cost Safety Conditions

In order to express K-step δ-safety through expected
cumulative costs C, it remains to derive conditions which
ensure that the system state xk stays inside the sub-level set
Cπ
ξ̄

for all k = 1, . . . ,K with probability δ. For this purpose,
we employ techniques from stochastic stability analysis [21].
In particular, we define the cost-value function of a policy
at a given state x as Vπ(x) ≡ C(f⋆,π;x).

Theorem 3.1: Consider an immediate cost function c :
X → R, which satisfies (8). Assume there exists a class K
function2 α : R → R0,+, such that

Eω[Vπ(x
′)] ≤ Vπ(x)−α(Vπ(x)−Cmin) (10)

holds for all x ∈ Xsafe with x′ = f⋆(x,π(x)) + ω. Then,

Eω[Vπ(x
′)] ≤ ξ < ξ̄ (11)

guarantees that the policy π is K-step δ(ξ)-safe.
Proof: The result directly follows from Lemma 3.1 and

Proposition A.1, which ensure δ-safety with δ=δFL(ξ).
Condition (10) effectively resembles a Foster-Lyapunov drift
condition, which is satisfied if stochastic stability can be

2A function α : R0,+ → R0,+ is a class K function, if it is
monotonically increasing and α(0) = 0.



shown with Vπ as a Lyapunov function [22]. Since stability is
a well-studied problem, it has been shown that this condition
can be satisfied for many dynamics f⋆, e.g., systems which
are asymptotically controllable with respect to the immediate
cost c [23]. In contrast to stability theory, Theorem 3.1 does
require C to be positive definite or the existence of a class K
function lower bounding C. Therefore, the conditions of
Theorem 3.1 are slightly weaker than for stability.

Due to the close relationship to stability, it is straight-
forward to see that the increase rate of α determines the
convergence rate of the system. If α is only slowly growing,
a relatively small noise realization can cause an increase
in the expected cumulative cost, and thereby, increases the
probability δ of leaving the safe set. This can be compensated
by choosing a smaller value of ξ, such that there essentially
is a larger margin between the safe initial states x0 and
the unsafe set Xunsafe. Note that the noise distribution also
affects the probability δ through (10), since flat distributions
with heavy tails generally cause higher values of Eω[Vπ(x)]
leading to smaller increase rates of α.

IV. HALLUCINATING UPPER CONFIDENCE
SAFETY FILTERS

We now derive a tractable safety filter for unknown
dynamics, for which merely a set of plausible models is
available. To this end, we first show how the safety analysis
of Section III can be extended to unknown dynamics
by reformulating it as reinforcement learning problem in
Section IV-A. Based on this reformulation, we present a
natural approach to obtain backup policies for the safety filter
by computing a safe policy through robust reinforcement
learning in Section IV-B. Finally, the pre-computed backup
policy is employed in a confidence-based safety filter for
ensuring constraint satisfaction in Section IV-C.

A. Safety Certification with Unknown Dynamics

Since we assume only the availability of a set of plau-
sible models M, but not the true dynamics f⋆, we cannot
determine Vπ and consequently cannot directly exploit Theo-
rem 3.1 for determining a safe policy. To overcome this issue,
we must be pessimistic about the dynamics. In particular, we
define the pessimistic cost-value as

V (p)
π (x) ≡ max

f∈M
C(f ,π;x). (12)

It is straightforward to see that V (p)
π (x) ≤ ξ ⇒ Vπ(x) ≤ ξ

due to Assumption 2.1. Hence, the technique for unknown
models reduces to solving (12) and verifying if its value satis-
fies the conditions of Theorem 3.1. To solve the pessimistic
verification problem (12) we reparameterize the functions
f ∈ M following [18] as

f(x,u) = µ(x,u) + βΣ(x,u)η(x,u), (13)

where η : X × U → [−1, 1]dx, Σ(x,u) = diag(σ(x,u))
and µ is the model mean function. We refer to η as the
hallucinating policy in the sequel since it acts on the outputs
of the dynamics similarly as a policy acts on its inputs.

Moreover, the set of admissible functions η is defined via

N = {η : − 1 ≤ η(x,u) ≤ 1 ∀x,u ∈ X × U}. (14)

To determine that a policy is safe, we must verify that the
value of the pessimistic estimate V

(p)
π defined as

V (p)
π (x) =max

η∈N
Eω

[ ∞∑
k=0

γkc(xk)

]
(15a)

s.t. xk+1 = f(xk,π(xk)) + ωk, ωk ∼ ρ (15b)
f(x,u)=µ(x,u)+βΣ(x,u)η(x,u) (15c)
x0=x (15d)

satisfies the conditions of Theorem 3.1. Computing V
(p)
π

requires to solve an RL problem which can be accomplished
using standard RL algorithms, where the policy is η and
the dynamics is given by (13), i.e., it can be done purely
in simulation. Using this formulation as an optimization of
the hallucinating policy η, it is straightforward to extend
Theorem 3.1 to unknown dynamics f⋆ as shown in the
following proposition.

Proposition 4.1: Consider a set of plausible models M
satisfying Assumption 2.1 and an immediate cost c, which
satisfies (8). If V (p)

π (x) satisfies

max
η∈N

Eω

[
V (p)
π (x′)

]
≤ V (p)

π (x)−α(V (p)
π (x)−Cmin) (16)

for all x∈Xsafe, where x′ is the next state defined through
the reparameterized dynamics (15b), (15c), for all x∈Xsafe,
then, maxη∈NEω[V

(p)
π (x′)] ≤ ξ < ξ̄ guarantees K-step

δ-safety of π.
Proof: Due to Assumption 2.1, V

(p)
π (x) ≤ ξ̄ implies

Vπ(x) ≤ ξ̄ with probability at least 1 − δf . Therefore,
maxη∈N V̂ (x′) ≤ ξ̄ implies that x ∈ Xsafe due to
Lemma 3.1. Moreover, it can be directly shown that

max
η∈N

Eω

[
V (p)
π (f⋆(x,π(x)) + ω)

]
≤ max

η∈N
Eω

[
V (p)
π (x′)

]
for x′ the next state defined through the reparameterized
dynamics (15b), (15c) with probability at least (1− δf ) due
to Assumption 2.1. Due to (16), this yields

max
η∈N

Eω

[
V (p)
π (f⋆(x,π(x)) + ω)

]
≤

V (p)
π (x)− α(V (p)

π (x)− Cmin),

such that we can apply Proposition A.1. Hence safety follows
with δ = δFL(ξ) + δf − δFL(ξ)δf .
When the model is known accurately, i.e., σ(x,u) = 0 for
all x,u ∈ X×U , the conditions of Proposition 4.1 intuitively
reduce to the conditions of Theorem 3.1.

B. Robust Reinforcement Learning of Safe Policies

Based on the formulation of K-step δ-safety as an opti-
mization problem in Proposition 4.1, it is natural to augment
the optimization problem to directly find δ-safe policies by
determining the policy that minimizes the pessimistic cost
estimate V (p)

π . Namely, we propose to obtain safe policies via

πsafe := argmin
π∈Π

V (p)
π = argmin

π∈Π
max
η∈N

Ex[C(f ,π;x)] (17)



where the dynamics f is the reparameterized dynamics in
(13). As (17) can be seen as a robust RL problem, we refer
to πsafe as the learned safe policy in the following. To solve
(17) we use standard robust RL techniques such as those in
[24], [25], which perform gradient descent for π and gradient
ascent for η. Moreover, if the cost c and the discount γ allow
to establish the safety of this system for some policy π, it
is straightforward to show that (17) yields a δ-safe policy.

Proposition 4.2: Assume that the learned safe policy πsafe

is obtained using (17) with sufficiently expressive function
classes Π, N , and has a unique solution. If there exists a pol-
icy π and a class K function α such that V (p)

π satisfies (16),
πsafe is K-step δ-safe for all x∈X with V

(p)
πsafe(x)≤ξ<ξ̄.

Proof: Given the policy πx defined as

πx = argmin
π∈Π

max
η∈N

C(f ,π;x),

we can lower bound the expected cost for arbitrary π ∈ Π

by Ex[V
(p)
π ] ≥ Ex[V

(p)
πx ]. Therefore, for a sufficiently

expressive policy class Π, it must follow that πx =

argminπ∈Π Ex[V
(p)
π ] holds. Moreover, we have Ex[V

(p)
πx ] ≥

Ex[C(f ,πx;x)] for arbitrary η ∈ N . Therefore, for a
sufficiently expressive function class N , it must hold that
maxη∈N Ex[C(f ,πx;x)] = Ex[V

(p)
πx ], such that πsafe =

πx is ensured due to uniqueness of the solution. Since
V

(p)
πsafe(x) ≤ V

(p)
π (x) is satisfied due to point-wise optimality

of πx and (16) can be straightforwardly reformulated to

(1− γ)V (p)
π (x) + γα(V (p)

π (x)− Cmin) ≤ c(x),

safety of πsafe immediately follows from the existence of a
δ-safe policy and Proposition 4.1.
Since there exist combinations of dynamics f⋆ and safe
sets Xsafe for which safety cannot be ensured, Proposition 4.2
cannot guarantee the πsafe to be always K-step δ-safe. How-
ever, as discussed in Section III-B, there exist system classes
for which (10) can be satisfied. Moreover, the necessary
function classes for (17) are well-known for many systems,
e.g., it is straightforward to see that continuous systems and
costs require piece-wise continuous policies in general.

C. Ensuring Constraint Satisfaction with Safety Filters
While the learned safe policy πsafe is safe during a policy

roll-out under certain assumptions, it can possibly result
in bad performance since it does not consider the reward
function r. In contrast, the nominal policy π∗ (4a) results in a
high reward of generated trajectories, but can possibly lead to
unsafe states. Therefore, we ideally want to maintain the ben-
eficial properties of both policies, while avoiding their short-
comings. The core idea for achieving this relies on a continu-
ous monitoring of every nominal action π∗(x), such that they
can be adapted to ensure a safe roll-out of πsafe afterwards.
Using the reparameterization (13) of the set of plausible
models M, this yields our confidence-based safety filter

π̂(x) = argmin
u∈U

∥π(x)− u∥, (18a)

s.t. max
n∈[−1,1]dx

Eω

[
V (p)
πsafe

(x′)
]
≤ξ, (18b)

x′ = µ(x,u)+βΣ(x,u)n+ω, ω∼ρ. (18c)

Since it cannot be ensured that the state xk satisfies
V

(p)
πsafe(xk) ≤ ξ for all k, a recovery mechanism steering

the system back into this sub-level set is required. This
can be straightforwardly achieved using the learned safe
policy πsafe, resulting in the overall roll-out policy

π̃(x) =

{
π̂(x) if V (p)

πsafe(x) ≤ ξ

πsafe(x) if V (p)
πsafe(x) > ξ

. (19)

Due to its strong foundation on the learned safe policy πsafe,
the roll-out policy π̃ inherits its theoretical safety guarantees
as shown in the following theorem.

Theorem 4.1: Consider a set of plausible models M sat-
isfying Assumption 2.1 and assume that the learned safe
policy πsafe satisfies the conditions of Proposition 4.1. Then,
the confidence-based safety filtered policy (19) is K-step
δ-safe for all states x ∈ X with V

(p)
πsafe(x) ≤ ξ < ξ̄.

Proof: Since πsafe satisfies the conditions of
Proposition 4.1, the trivial solution u = πsafe(x) is
guaranteed to ensure (18b). Therefore, (18) is feasible for
all states x ∈ X with V

(p)
πsafe(x) ≤ ξ, such that the K-step

δ-safety of π̃ follows directly from Proposition 4.1.
While the safety filter problem (18) is not compatible with
standard reinforcement learning methods, it can easily be
solved on-line in the fashion of model predictive control.
In order to see this, note that the pessimistic cost-value
V

(p)
πsafe(x) can be efficiently obtained offline using actor-

critic methods for reinforcement learning similar to V
(p)
π

in Section IV-A. Hence, (18) requires optimization merely
for one time step and consequently only for a single actual
and hallucinating adversarial action in contrast to similar
predictive safety filter approaches [16], [17], which require
optimization over a sequence of actions. Therefore, (18) can
be solved with comparatively low computational complexity
using numerical optimization schemes, which allows a
straightforward on-line application as safety filter.

Remark 4.1: For practical implementation of (18), ξ can
be considered a tuning parameter. The smaller its value is,
the higher the probability of safety is. However, a small ξ
will lead to more conservatism of the safety filter, such that it
must be carefully chosen to trade-off safety and performance.

V. EXPERIMENTAL RESULTS

In this section, we evaluate the safety filter and compare
it with three competing algorithms: the constraint-free
model-free algorithm SAC [26], a Lagrangian primal-dual
approach with SAC as the base algorithm, which we call
CMDP [8], and the model-based alternative Safe-CEM
[27]. We consider two widely used environments to test
our approach. First, we test it on an airplane pitch control
example [28], where the pitch angle θ starts at −0.2 radians
and the constraint function is simply ct = θt, such that
the angle should never exceed 0. The reward is given by
rt = −2θ2 + 0.02u2, where u is the control input. Second,
we use the Mujoco Half-Cheetah environment with the
default reward function [29]. The constraint is that the
forward speed is less than 2. Due to the Cheetah’s trot,
the penalty is on the average forward speed, calculated as
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Fig. 2. Total returns, costs, and constraint violation in the Pitch Control
environment. Only the safety filter attains no constraint violations and
achieves comparable performance to the benchmarks.
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Fig. 3. Total returns, costs, and constraint violation in the Half-Cheetah
environment. The safety filter and Safe-CEM achieve no constraint violation.
These two algorithms perform slightly worse than the benchmarks in terms
of returns, but the safety filter performs better than Safe-CEM.

v̄t = 0.1vt + 0.9v̄t−1, v̄0 = 0, where vt is the instantaneous
speed and v̄t is the average speed. Thus we use ct = v̄t − 2.
We run each environment for 100 episodes, each episode
for 1000 time steps, using γ = 0.99 as a discount factor.

To learn the model, we use deterministic ensembles of five
members following [18]. Each member is a neural network
with 3 fully connected layers of width 200 and Swish non-
linearities. For the first ten episodes, data is collected using
a random policy. Such random policy was safe in these
environments but only at the given initial conditions, i.e., it is
not the learned safe policy used by the safety filter. After the
initial exploration phase, the model is pre-trained for 100 iter-
ations using Adam with learning rate 0.0005 and weight de-
cay 0.0001. Then, after each subsequent episode, the model
is updated using the additional data collected during the
episode. We store the data using an experience replay buffer
of at most 100000 transitions. Finally, to solve the safety
filter problem (18) we use the cross-entropy method [30]
with 1000 particles and 5 iterations per time-step.

In Figure 2, we show the results in the pitch control
environment. In this setting, only the Safety Filter algorithm
avoids any constraint violation while achieving comparable
performance in terms of returns and costs. In Figure 3,
we show the results for the Half-Cheetah. Here, both Safe-
CEM and the safety filter avoid any constraint violations.
However, the safety filter achieves higher returns than Safe-
CEM. The main difference between these two environments
relies on the backup policy. While in the Cheetah it is
enough to do nothing in order to stop it, in the Pitch Control
environment this is not the case and the learned safe backup
policy is crucial to ensure safety. Thus, with these two
environments we demonstrate the scalability of our method
in the Half Cheetah environment as well as the ability to
satisfy constraints in the Pitch Control environment.

VI. CONCLUSION

In this paper, we introduced confidence-based safety
filters, a novel approach for ensuring the safety of nominal
policies learnt via standard reinforcement learning tech-
niques. The approach relies on a reformulation of state con-
straints as cumulative costs, such that safety conditions can
be expressed as cost constraints. This allows us to obtain safe
policies via robust reinforcement learning, which can be used
as “backup” policy in a safety filter. We demonstrated the
effectiveness and scalability of our approach in simulations.

APPENDIX

Lemma A.1: If there exists a function V : X →R such that

Eω[V (f⋆(x,π(x)) + ω)] ≤ θ1 (20)

for θ1 ∈ R, then, it holds that
θ2 − θ1
θ2−V

≤ P (xk+1 ∈ Vθ2 |xk = x) ≤ θ2 − θ1
V̄ −θ2

(21)

for every V ≤ θ1 < θ2 < V̄ , where V = minx∈X V (x) and
V̄ = maxx∈X V (x).

Proof: In order to prove this lemma, we follow the
ideas of [21]. It is straightforward to see that

(θ2 − V )P (xk+1 /∈ Vθ2 | xk = x) ≤ (22)

Eωk

[
Ixk+1 /∈Vθ2

(V (xk+1)− V )| xk = x
]
,

where Vθ2 = {x ∈ X : V (x) < θ2}, and Ixk+1 /∈Vθ2
= 1

if xk+1 /∈ Vθ2 and 0 otherwise, since Ixk+1 /∈Vθ2
V (xk+1) ≥

Ixk+1 /∈Vθ2
θ2. Moreover, we trivially have

Eωk

[
Ixk+1 /∈Vθ2

(V (xk+1)− V )| xk = x
]
≤ (23)

Eωk
[(V (xk+1)− V )| xk = x] .

By combining (20), (22) and (23), we therefore obtain (θ2−
V )P (xk+1 /∈ Vθ2 | xk = x) ≤ −V + θ1, which results in

P (xk+1 /∈ Vθ2 | xk = x) ≤ θ1 − V

θ2 − V
. (24)

The proof for the upper bound is analogous.
Proposition A.1: Assume there exists a function V :X →

R and a class K function α : R → R0,+, such that

Eω[V (f⋆(x,π(x)) + ω)]− V (x) ≤ −α(V (x)) (25)

holds for all x ∈ Vξ̄ for ξ̄ ∈ R. Then,
Eω[V (f⋆(x,π(x)) + ω)] ≤ ξ with ξ < ξ̄ ensures

P
(
V (xk) ≤ ξ̄ ∀k = 1, . . . ,K|x0 = x

)
≥ 1− δFL(ξ) (26)

with

δFL(ξ) =
[
1 · · · 0

][1 1T (I − [P ]+)
0 [P ]+

]K0...
1

, (27)

where the elements of P are defined as

pi,j=


θi−θj+α(θj+1+V )

θi−V − θi+1−θj+α(θj+1+V )
V̄−θj+α(θj+1+V )

if i≤j
(1−ϑ)α(θj+1+V )
θj−α(θj+1+V )−V if i=j+1.

0 if i>j+1

(28)

and M is the largest integer such that θ1 ≤ ξ̄ for θi

recursively defined by θi−1 = θi + ϑα(θi + V ) with θM+1
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sequence of sub-level sets Cπ

θi
with decreasing thresholds θi. We can bound

the probabilities for transitioning to other sub-level sets in each time step
using Lemma A.1 as exemplarily illustrated for Cπ
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, such that the probability

of leaving the Cπ
ξ̄

can be bounded using methods for Markov chains.

implicitly defined via θM+1 + (ϑ − 1)α(θM+1 + V ) = ξ
and sufficiently small ϑ∈(0, 1).

Proof: For proving this proposition, we construct a se-
quence of sub-level sets Vθj as illustrated in Fig. 4 and bound
the transition probabilities between them using Lemma A.1.
Given a sub-level set Vθj , the probability of transitioning
into sub-level set Vθj+1 can be lower bounded using θ2 =
θj − ϑα(θj+1 − V ), θ1 = θj − α(θj+1 − V ), which yields

pj+1,j =
(1− ϑ)α(θj+1 + V )

θj − α(θj+1 + V )− Cmin
.

For transitioning from the sub-level set Vθj to a sub-level
set Vθi , i ≤ j, we have

P (xt+1 ∈ Vθi \ Vθi+1 |xt ∈ Vθj ) =

P (xt+1 ∈ Vθi |xt ∈ Vθj )− P (xt+1 ∈ Vθi+1 |xt ∈ Vθj ),

such that applying Lemma A.1 to both summands with
θ2 = θi, θ1 = θj − α(θj+1 − V ) and θ2 = θi+1,
θ1 = θj − α(θj+1 − V ), respectively, yields

pi,j=
θi−θj+α(θj+1+V )

θi− V
− θi+1−θj+α(θj+1+V )

V̄ − θj+α(θj+1+ V )
.

Note that for i = M we have θ1 = ξ. Since we cannot
guarantee to directly transition from sub-level sets Vθj to
sub-level sets Vθi with i ≥ j+2, we obtain the trivial bound
pi,j = 0 in this case, which results in (28). Based on the
bounds pi,j , we can construct a left stochastic matrix similar
to the transition matrix of a Markov chain, whose first row
corresponds to an absorbing state as shown in (27). Since
the first state is absorbing and the transition probabilities to
all other states are lower bounds, multiplying this matrix K
times with itself and multiplying the initial probability
distribution from the right yields the upper bound δ for
leaving the sub-level set Vξ̄ within K time steps.
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