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Abstract

Since the 1960s, nuclear fusion has been a promising source of energy to produce electricity.
After decades of planning and construction, ITER, the largest tokamak ever built, will
start its experimental campaigns in 2025. This tokamak will provide answers to key
questions on the path toward fusion power plants as well as demonstrate the feasibility of
an energy output greater than the energy input.
Disruptions, the sudden loss of magnetic confinement in tokamaks, remains to this day

an unsolved issue. These violent events produce substantial heat and mechanical loads
that could jeopardize ITER’s structural integrity.
Protecting tokamaks from disruptions includes many intricate elements such as the

physical understanding of the phenomena at play, the development of mitigation tools,
and disruption predictors. For disruption prediction, the lack of first-principle models
calls for data-driven approaches. The development of data-driven disruption predictors
for existing machines has been studied in the past decades and good results have been
achieved. The next step in this field consists of building predictors for future devices.
To avoid damages to a new tokamak the disruption prediction systems would ideally be
available on day one. Cross-tokamaks predictions are being studied to answer this need,
and our work is conducted in this optic.
This thesis focuses on event-based predictions and the study of machine learning tools

for cross-tokamak disruption prediction. We investigate the use of shapelet-based neural
networks as they provide interpretability which is a valuable feature in the field of physics.
Our work is divided into three sections. First, we propose a new formulation of the

shapelet transform using spline interpolators to constrain their regularity. On the UCR
2018 benchmark, we show that this new formulation does not deteriorate the performance
of the shapelet while allowing the user to define the spline basis to obtain different prop-
erties. Additionally, using a reduced basis lowers the training computational cost of the
shapelets.
Next, we report on our study on JET data from the years 2000 to 2008 in which we

compare our shapelet models to two architectures from the literature. The two architec-
tures borrowed from the literature come from the APODIS model and an LSTM neural
network. Both binary and multi-class tasks are used to evaluate the three models. After
an ablation study, we attribute the good performance of our models to the shapelets,
which show promising performance for cross-tokamak applications.
Finally, we performed a zero-shot transfer learning test using JET data ranging from

the year 2012 to 2020 and a small dataset from ASDEX-Upgrade. This study targets
specifically the impurity accumulation event which has been the main cause of disruption
at JET since the installation of its metallic wall. We provide a thorough analysis of the
different models implemented making use of the interpretability of the shapelets. We find
that only the models using exclusively the normalized shapelet detected the accumulation
of impurities at ASDEX-Upgrade.
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Zusammenfassung

Die Kernfusion gilt als eine vielversprechende Energiequelle für die Stromerzeugung. Nach
jahrzehntelanger Planung und Konstruktion wird ITER, der größte jemals gebaute Toka-
mak, in 2025 seine Versuchskampagnen aufnehmen. Dieser Tokamak wird Antworten auf
wichtige Fragen auf dem Weg zu Fusionskraftwerken geben. Er wird die Machbarkeit eines
Energieoutputs demonstrieren, der größer ist als der Energieinput.
Störungen wie der plötzliche Verlust des magnetischen Einschlusses in Tokamaks, stellen

ein bis heute ungelöstes Problem dar. Diese heftigen Ereignisse erzeugen erhebliche Hitze
und mechanische Belastungen, die die strukturelle Integrität von ITER gefährden könnten.
Der Schutz von Tokamaks vor solchen Störungen umfasst viele komplizierte Elemente

wie das physikalische Verständnis der beteiligten Phänomene, die Entwicklung von Hilf-
smitteln zur Schadensbegrenzung und Störungsvorhersagen. Da für die Störungsvorher-
sage keine First-Principles-Modelle zur Verfügung stehen, sind datengestützte Ansätze
erforderlich. Die Entwicklung von datengesteuerten Störungsvorhersagen für bestehende
Maschinen wurde in den letzten Jahrzehnten untersucht und es wurden gute Ergebnisse
erzielt. Der nächste Schritt in diesem Bereich besteht in der Entwicklung von Vorher-
sagemodellen für zukünftige Experimente. Um Schäden an einem neuen Tokamak zu
vermeiden, sollten die Störungsvorhersagesysteme idealerweise vom ersten Tag an ver-
fügbar sein. Um diesem Bedürfnis gerecht zu werden, werden torkamakübergreifende
Vorhersagen untersucht, und unsere Arbeit ist in diesem Sinne ausgerichtet.
Der Schwerpunkt dieser Arbeit liegt auf ereignisbasierten Vorhersagen und der Unter-

suchung von Werkzeugen des maschinellen Lernens für die Vorhersage von Störungen für
zwei Tokamaks. Wir untersuchen die Verwendung von Shapelet-basierten neuronalen Net-
zen, da diese eine Interpretierbarkeit bieten, die im Bereich der Physik von großem Wert
ist.
Unsere Arbeit ist in drei Abschnitte unterteilt. Zunächst schlagen wir eine neue For-

mulierung der Shapelet-Transformation vor, die Spline-Interpolatoren verwendet, um ihre
Regelmäßigkeit zu beschränken. Anhand des UCR 2018-Benchmarks zeigen wir, dass
diese neue Formulierung die Leistung der Shapelet-Transformation nicht verschlechtert
und es dem Benutzer ermöglicht, die Spline-Basis zu definieren, um verschiedene Eigen-
schaften zu erhalten. Darüber hinaus senkt die Verwendung einer reduzierten Basis die
Rechenkosten für das Training der Shapelets.
Als nächstes berichten wir über unsere Studie mit JET-Daten aus den Jahren 2000 bis

2008, in der wir unsere Shapelet-Modelle mit zwei Architekturen aus der Literatur vergle-
ichen. Bei den beiden aus der Literatur entlehnten Architekturen handelt es sich um das
APODIS-Modell und ein neuronales LSTM-Netz. Zur Bewertung der drei Modelle wer-
den sowohl binäre als auch Mehrklassenaufgaben verwendet. Nach einer Ablationsstudie
führten wir die gute Leistung unserer Shapelet-basierten Modelle auf die Shapelets zurück.
Dies zeigte eine vielversprechende Leistung für Cross-Tokamak-Anwendungen.
Schließlich führten wir einen Zero-Shot-Transfer-Learning-Test mit JET-Daten aus den

Jahren 2012 bis 2020 und einem kleinen Datensatz von ASDEX-Upgrade durch. Diese
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Studie zielt speziell auf die Verunreinigungsakkumulation ab, die seit der Installation der
Metallwand die Hauptursache für Störungen bei JET ist. Wir liefern eine gründliche
Analyse der verschiedenen implementierten Modelle, wobei wir die Interpretierbarkeit
der Shapelets nutzen. Von den verschiedenen implementierten Modellen haben nur die
Modelle, die die normierten Shapelets und nicht den absoluten Wert der Eingangssignale
verwenden, Verunreinigungsansammlungen in den ASDEX-Upgrade-Daten erkannt.
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1 Introduction

1.1 General introduction

Energy has been at the center of the development of the human race. It revolutionized
our way of life, from the first discovery of fire to the invention of the steam engine during
the industrial revolution and today’s use of fossil fuels. The control of different energy
sources has allowed humans to replace manual labor with machines. It has transformed
western societies from agricultural and industrial to service economies. Most of these
transformations came from the use of fossil fuels, which the overwhelming majority of
climate scientists agree is the main cause of climate change [1].
The CO2 released from burning fossil fuels reduces the amount of heat the Earth ra-

diates out into space. Other gases have similar or worse effects, but CO2 is released in
the largest quantities. More importantly, the CO2 concentration has been increasing at
unprecedented rates since the 20th century, reaching its highest point today [2].
The various predictions [3] show an increase in CO2 emissions and effects on the climate

if no action is taken. In order to reduce our impact on the climate, it is crucial to find
alternative energy sources that do not emit as much greenhouse gas as fossil fuels. To
this end, many different strategies have been proposed, including a variety of existing
sustainable energy sources. It is in this context, that research is being conducted towards
a fusion-based power plant.
Producing commercially viable electricity from fusion energy is unfortunately still decades

away and cannot be the answer needed today to fight climate change. It is viewed as a
possible solution on a longer timescale.
Nuclear fusion, the process powering the Sun, combines light elements into heavier ones,

such as hydrogen into helium. The resulting helium nucleus is lighter than the combined
mass of the original hydrogen. Through this process, a small fraction of the mass has
been converted into energy, calculated using Einstein’s formula

E = mc2 (1.1)

with m and c being the difference in mass and the speed of light, respectively.
The fusion of two nuclei requires extremely high temperatures, such that their kinetic

energy is sufficient to overcome their Coulomb repulsion. In addition, the fusing particles
need to be confined using strong force fields. In the Sun, this is achieved through its
massive gravitational force. However reproducing those conditions on earth is not feasible,
instead, scientists have developed machines that use strong magnetic fields. One of the
devices designed around this principle is the tokamak. Tokamaks achieve fusion with a
very small density but 10 times the temperature in the core of the Sun, i.e. 150 million
degrees Celsius.
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1 Introduction

Contrary to fission, this process produces very little amount of dangerous byproducts.
Plus, fusion cannot start a reaction chain making it a lot safer to operate.
Fusion reactors are still in a research phase and have not been able to produce any net

electricity yet as no tokamak produced more energy than was put in. The ratio of energy
output and input is described by the so-called Q-factor, given by

Q =
Eout

Ein
(1.2)

So far, the highest Q achieved by a tokamak was 0.67 in 1997 at JET meaning that
out of 100 units of heating energy, the machine returned 67. The first goal is now to
achieve Q > 1 to show net energy can be made from fusion. This Q only includes the
heating energy put in the machine and not the energy of the entire system. Once Q > 1
is reached, achieving an Qtotal > 1 will allow for net electricity production.

The biggest experimental tokamak is currently being built in southern France to demon-
strate the feasibility of fusion for electricity generation with an energy output greater than
the heating input with a goal of Q ≥ 10 [4].
This colossal project, named the ITER [4], is the result of a worldwide collaboration of

over thirty countries: China, the European Union, India, Japan, Korea, Russia, and the
United States of America. With an estimated cost of around 20 billion euros, ITER is one
of the most expensive scientific research project worldwide. The first plasma is currently
planned for the end of 2025 [5].
Given the investment in terms of money, time, and work, the best preparation possible is

required. Researchers have been, and are currently trying to answer as many questions as
possible to allow for a successful operational phase. The two biggest topics are turbulence
[6] and disruptions [7]. Turbulence is one of the elements that kept tokamaks away from
the crucial net energy gain as it dissipates the energy at the core of the plasma outward,
preventing researchers to achieve high enough temperatures. It is being studied and
modeled in order to predict the best plasma regime. The second element, disruptions, is
the sudden loss of confinement of the plasma. This slows down the research and, although
it does not cause risks to the scale of an incident at a nuclear fission reactor, disruptions
can damage the machine itself. The damages can vary from small impacts, and partially
melted components, to an inoperable machine.
Preventing disruptions is of the utmost importance for ITER and future fusion reactors

and is being studied from multiple sides. There is a need to better understand disruptions
from a physics perspective. Controlling the plasma, and avoiding instabilities is another
domain. From a practical point of view, the development of predictors, or alarms is
key to the safe operation of tokamaks. This thesis deals with the development of such
predictors. With the use of machine learning, we study the prediction of disruptions and
disruption-relevant events.
In the next sections of this introduction, we will discuss the properties of fusion and

tokamaks in more detail, as well as the issue we focus on: disruptions. We then introduce
the field of machine learning, the success it has achieved in recent years, and how it has
been applied to physics. Lastly, we give an overview of the content of this thesis.

2



1.2 Nuclear fusion

1.2 Nuclear fusion

Nuclear fusion was first proposed just over a century ago in 1920 [8] as the mechanism
powering the stars. Around a decade later the first human-made fusion reactions were
achieved using a particle accelerator [9]. The experiments consisted of a metal foil with
the element of interest, shot at with deuterium nuclei. They introduce among others, the
Deuterium-Deuterium (D-D) reaction

D2 + D2 −→ He3 + n + 3.27MeV (1.3)

This work also introduces the Deuterium-Tritium reaction, which is the primary candidate
for future fusion power plants.
It has been estimated that in order to have enough collisions, enough fusion, for the

reaction to be self-sustained, the fuel would need to reach 1.5 · 108 Kelvin at a density of
1020 particles per cubic meter. Additionally, the time confinement time τE , i.e. the rate
at which the stored energy escapes the confinement, has to be greater than 2 seconds.
Under these conditions, a self-sustained thermonuclear fusion would be achieved [10].
At these conditions of density and temperature, the state of the fuel is a plasma, a state

in which the electrons can move freely and are no longer bound to their atomic nuclei.
To enclose this plasma at such extreme conditions, multiple devices relying on magnetic

confinement fusion (MCF) have been proposed. These devices trap the charged electrons
and ions of the plasma in a magnetic field. The most successful devices to this day are
the aforementioned tokamaks.

1.3 Tokamak

Tokamaks are thermonuclear devices that heat a plasma kept inside a toroidal magnetic
field, see figure 1.1. As the particles forming the plasma are charged they react to elec-
tromagnetic fields and gyrate around the magnetic lines due to the Lorentz force

F = q(E + v ×B) (1.4)

where q is the charge of the particle, E the electric field, v the particle velocity, and B
the magnetic field.
Because of the geometry of the torus, the magnetic field is stronger on the inside than

the outside, which results in a high field side and a low field side. This gradient in the
magnetic field causes the particles to drift, with the positively charged ions drifting in
one direction and the negatively charged electrons drifting in the opposite direction. This
separation of charges is avoided by twisting the field lines such that particles alternates
between the high-field side and low-field side, resulting on average in no significant drift.
The twisting of the magnetic field lines is achieved through the use of a solenoid in the
center of the torus. The current created in the plasma by the solenoid induces a poloidal
magnetic field. The combination of the toroidal and poloidal magnetic fields see figure 1.1,
results in the helix-shaped magnetic field lines, see figure 1.2.

3



1 Introduction

Figure 1.1: Schematic of the plasma geometry, toroidal and poloidal magnetic field coils,
and the central solenoid. Arrows represent the individual magnetic fields
that result in the helix-shaped magnetic field confining the plasma. Image
(adapted) courtesy of IPP, Dr. Christian Brandt.

4



1.3 Tokamak

r

R

Φ

θ
0 1ρpol

B

Figure 1.2: Annotated geometry of the plasma with the toroidal (Φ) and poloidal (θ)
angles, minor radius (r), major radius (R), and ρpol axis. A magnetic field line
is illustrated in blue. Adapted from [11].

As mentioned, the planned reaction for future tokamak reactors is the Deuterium-
Tritium (D-T) fusion

2D+ + 3T+ −→ 4He2+ + n + 17.6MeV (1.5)

Tritium is one of the most expensive materials in the world today, with low estimates of
around 30 million dollars per kilogram [12]. This very high cost comes from its half-life of
12.3 years. This short-lived element is therefore extremely hard to find in nature. Hence
the only way to obtain a sufficient amount of tritium is to breed it.
The 17.6 MeV from the D-T reaction is split into the α-particle 4He2+ carrying 3.3 MeV

and the neutron with 14.3 MeV. The α-particles, being positively charged, stay trapped
in the magnetic field while the neutrons exit the confinement. The D-T 14.3 MeV neutron
can activate the surrounding material, i.e. making it radioactive. Therefore, facilities
operating with D-T require much more expensive safety measures.
Most tokamaks today do not require tritium as they aim to study the plasma behavior

rather than achieving fusion.
To assess the progress of research a metric is used which combines multiple factors

characterizing a well-performing plasma into a single quantity n · T · τE called triple
product [13].
The triple product is a relatively simple metric to evaluate progress in fusion research.

It combines the density of the plasma, its temperature, and the confinement time. To
achieve a self-sustaining plasma, meaning a plasma producing enough heat to sustain the
fusion reaction without external heating, thresholds are calculated over the triple product.

5



1 Introduction

Ref. [13] shows the following criterion to achieve ignition, i.e. a self-sustaining plasma

n · T · τE > 3× 1021 m−3KeVs (1.6)

To put this number in context the Joint European Torus (JET) reached a triple product
of 6.1 ·1020 [14] and 4.7×1020 m−3KeVs [15], the Axially Symmetric Divertor Experiment
- Upgrade (ASDEX - U) 2.2 × 1019 m−3KeVs in 2016 [16]. In Japan, JT-60U achieved
a triple product of 5.6 × 1020 m−3KeVs [17]. Ref. [18] provides a review of the progress
made not only by tokamaks but fusion devices in general.
The size of new tokamaks stopped increasing at the end of the 20th century as we

understood that to increase the triple product further a prohibitively large. ITER was
planned at this time to be the largest tokamak ever built, with a minor radius of 2
meters and an outer radius of 6.2 meters. The projections place its triple product at
7.4 × 1021 m−3KeVs, therefore achieving ignition for the first time. With experiments,
also called discharges, lasting multiple minutes ITER will demonstrate the feasibility of
fusion reactors as power plants.
ITER is still an experimental project and will not be connected to the electrical grid,

nor produce any electricity. The excess power will be discarded. The natural step after
ITER would be a tokamak producing electricity. Currently, in the design phase, DEMO
[19] will fulfill this role.

1.4 Key issues towards ITER

In the preparation of ITER, two main issues remain: turbulence and disruptions. We
focus on disruptions as they are the topic of this thesis.
Disruptions [7] are a sudden loss of magnetic confinement. Those instabilities occur on

very fast time scales and their predictability is limited. The many different physical events
that may lead to a disruption, their different time scales, and possible combinations, make
the study of disruption especially hard.
During a disruption, the massive amount of energy stored in the plasma is released

through different processes. A fraction of the energy is transferred to the plasma-facing
components as heat. The changes in the current and magnetic field create eddy and halo
currents in the electrically conducting metal structures of the tokamak, resulting in me-
chanical loads that can cause significant damage to the machine. A third way of releasing
the stored energy during a disruption is through the generation of highly energetic rela-
tivistic electrons, called runaway electrons. It was already observed on existing machines
that beams of relativistic electrons can melt the metal tiles inside the tokamak.
The damage caused by a disruption is proportional to the energy stored in the plasma.

As tokamaks are built bigger, the deleterious effects of disruptions increase. The plasma
stored energy which is released during a disruption is given by equation 1.7.

Em =
1

2
LiI

2
p (1.7)

It grows linearly with the internal inductance Li but quadratically with the plasma
current Ip.
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ITER, as the biggest tokamak to date with a plasma current of 15 MA is therefore at
greater risk than present machines. JET can currently achieve the highest plasma current
at a maximum of 4.8 MA. This two to threefold increase for ITER would result in a four
to nine-time higher magnetic energy according to equation 1.7.
For these reasons, it is crucial to better understand, avoid, predict and mitigate disrup-

tions. Although ITER runs a great risk at full power, the experimental campaigns will
slowly bring the machine to its limit over 10 years. Only then D-T fuel will be introduced
and full-power experiments will be run. If there is still a need for the best possible dis-
ruption avoidance, prediction, and mitigation systems on day one, there will also be a lot
of opportunities to learn from the early years of operation.
Our work fits in the frame of disruption prediction. To ensure safe operation at ITER,

we investigate the use of machine learning methods to build alarms for incoming disrup-
tions or detect instabilities that might lead to disruptions.

1.5 Machine learning

Machine learning (ML) [20–22] is the field of study of algorithms that improve their
modeling performance by learning from examples. It is an interdisciplinary field relying
on, among others, statistics, optimization, and computer science. Machine learning can
be divided into a few main approaches, namely supervised learning [23], unsupervised
learning [24], and reinforcement learning [25].

1.5.1 Supervised learning

Supervised learning makes use of labeled data. The goal is to determine, given a set
of data points x, and their corresponding labels y, the function f such that f(x) =
y. One key element that the function f should satisfy is, as defined in the machine-
learning field, generalization. Constructing f as defined previously is trivial. We define
a function, not necessarily continuous, using only the points in our data. The difficult
task is to have f(x̃) = ỹ, for any new x̃ from the same distribution as x, and ỹ its
label. The trivial function above might not even be defined at f(x̃). It does not have
any generalization capability, although it perfectly reproduces the original, training, data
points. The general task is therefore to learn the original distribution of our dataset,
knowing only a finite number of realizations. Supervised learning has been successfully
applied in many domains. In medicine, ref. [26] achieved on-par or better results in
lung cancer detection than experts. In computational biology, the prediction of protein
structure has been an extremely hard task. AlphaFold 2 [27] used a neural network with
supervised training and significantly outperformed other methods on this task.

1.5.2 Unsupervised learning

Any method that makes use of data, without labels might be called unsupervised learning.
The most well-known field of unsupervised learning is clustering [28]. Clustering refers
to the task of partitioning data. The aim is to extract knowledge by identifying patterns
directly from the data without prior information, i.e. labels. It can be used as a first step
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followed by further learning and analysis. Today’s most advanced language processing
model GPT-3 [29] first learns in an unsupervised manner from gigantic text collections of
petabytes of text from the internet, before being fine-tuned to specific tasks.

1.5.3 Reinforcement learning

One last method from machine learning that produced impressive results in recent years
is reinforcement learning. Here a reward function is defined over the state of the environ-
ment, e.g. a score in a game or a binary winning/losing result. The model can interact
with the environment through a set of actions a. The learning of the actions a, given
previous environment states and actions to optimize a reward function, is called reinforce-
ment learning. In many tasks, like in chess, shogi and Go [30, 31] the impact of the very
first action on the outcome of the game is only known much later. The difficulty comes
from the delay between actions and rewards.
Reinforcement learning produced amazing results outside of the fusion community such

as ref. [32]. These results were quickly followed by applications to tokamaks and plasma
control [33–36].

1.5.4 Machine learning in fusion

The field of physics only recently adopted the use of machine learning methods. This
slow adoption has multiple explanations. As physics searches for the understanding of
the universe and the laws that govern it, the appearance of black-box models that can
do accurate predictions but not explain their reasoning was not very interesting at first.
Secondly, early machine learning methods could only use data and not the immense knowl-
edge humanity has accumulated in Physics. Machine learning has gained attraction in the
field of physics with the recent development of Physics Informed Machine learning [37].
Additionally, physicists have found the need for complex neural networks on specific tasks
that our current understanding cannot solve.
Interpretabilty of complex models has also been studied by the machine learning com-

munity, allowing for better understanding and confidence in the models [38]. The question
of interpretability also appears in healthcare [39, 40], as very deep ethical questions arise
when we start putting lives into the hands of black-box algorithms.
For disruption prediction, a false alarm, i.e. wrongly predicting a disruption, would

result in the interruption of the experiment. It slows down research which in turn costs
money. A missed alarm can be much worse. In the case of ITER, an unmitigated dis-
ruption could render the machine unusable, wasting decades of research and investments.
Given those risks, there is a natural need to understand the alarms and how they are
predicted.
Disruptions are one of the phenomena that have proven very hard to fully understand,

model, and predict. There are very few first-principle approaches allowing for the predic-
tion of disruptions. With the risk of serious damage to the largest tokamaks, the need for
disruption prediction methods steered a branch of the research towards machine learn-
ing. The first attempts focused on binary disruption predictions. Either a disruption is
incoming, or the plasma is in s stable phase and it will not disrupt. Because disruptions
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combine many different events, physics boundaries, and technical limits, researchers tried
to predict the cause or type of disruption instead of the binary stable or disruptive label.
These methods trained and applied to existing machines face a major challenge, that is
the transfer to a new machine such as ITER. As ITER will face the biggest risks with
disruptions it needs disruption alarms before starting to run full-power experiments.
Our work focused first on binary and multi-class disruption prediction on JET data from

the years 2000 to 2008, before the installation of the metallic wall. The second section
of our work investigated zero-shot transfer learning for the main cause of disruption at
JET in its metallic wall configuration, i.e. after the year 2011, and we also analyzed our
results on a few discharges from another tokamak with metallic walls: ASDEX-Upgrade.
Our models are based on neural networks and shapelets. We propose a new version of the
shapelet transform making use of splines to control the regularity of the learned shapelets.

1.6 Thesis structure

As our work is based in a plasma physics context and uses machine learning we want
to give a basic understanding of machine learning to readers with a physics background.
And we want to explain the context of our work, meaning tokamaks and disruptions,
to readers with a computer science background. To this end, in the next section 2 we
present the different elements of the models used in our work, such as shapelets, multi-layer
perceptron, and recurrent networks. We then continue the explanation of the workings of
a tokamak we started in the introduction, to finally explain plasma instabilities, causes of
disruptions, and their consequences. Section 4 and 5 contain the results of the two tasks
we conducted, i.e. binary and multi-class disruption prediction on JET data from the
years 2000 to 2008, and impurity accumulation detection at JET with a transfer learning
application to a small dataset from ASDEX-Upgrade. In section 6 we conclude our work,
and outline plans for future work.

9





2 Theory and fundamentals

Our study revolves around the use of Shapelets in neural networks for disruption prediction
tasks, using different datasets. In this chapter, we give an overview of the tools used and
describe disruptions. We first present Shapelets and the Shapelet Transform. Then we
explain the architecture of feed-forward neural networks as well as recurrent networks. The
numerous methods we used to improve the neural networks’ performances are listed and
described. Finally, we briefly present the physics of disruptions and where the different
strategies to protect the machines such as avoidance, prevention, and mitigation apply.

Notation

Throughout this thesis lower case variables v represent scalar values, bold variables v,V
represent vectors or matrices. The indices of vector and matrices start at 0. ti:j defines
the vector (ti, . . . , tj)

T

2.1 Shapelets

Shapelets were first introduced in [41] as a new primitive for data mining, particularly for
time-series. In many data mining tasks with time-series the discriminating part is only
a subsequence. The shapelets are time-series S = (t0, . . . , tN−1)

T used to identify such
subsequences via the following metric

d (T, S) = min
0≤i<M−N

√√√√N−1∑
j=0

(Ti+j − Sj)2 (2.1)

for a time-series T of length M and a shapelet S of length N . It is the euclidean distance
at the best matching location which is also referred to as shapelet similarity or transform.
This first work enumerated all possible subsequences of a data set to find the most dis-

criminative ones. Multiple improvements have been proposed to speed up the enumeration
using cheap upper-bound to prune candidate shapelets efficiently [42], ref. [43] optimized
the shapelet computation by storing parts of the shapelet transform expression. [44] in-
troduced the Fast Shapelet algorithm which reduces the dimensions of the shapelets using
SAX words [45]. The Ultra-Fast Shapelet [46] avoids the exhaustive search of shapelets
by randomly selecting a smaller number of candidates.
Some of the works listed above introduced a local standardization to the shapelet metric,
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also called z-normalization. [43] defined the normalized shapelet similarity as

d (T, S) = min
0≤i<M−N

√√√√N−1∑
j=0

(z (Ti+j ,Ti:i+N−1)− z (Sj ,S0:N−1))
2 (2.2)

with

z(X,X) =
X − µX
σX

(2.3)

with µX and σX the mean and standard deviation of X = {X0, ..., XN−1}.
For univariate time-series [46] normalizes only the shapelet, not the local slice of the

input time-series, while for multivariate time-series they also used equation 2.1.
There is no agreement in the literature on whether to use shapelets with normalization

or not. In this thesis, unless specified otherwise, we used z-normalization as described in
equation 2.2.
Reference [47] proposed to skip the enumeration of candidate shapelets altogether and

use gradient descent to learn them. The first step in doing so is to show the differentiability
of the shapelet transform. In equation 2.1, the distance is differentiable, but not the
minimum function. Ref. [47] replaced the minimum with a soft minimum:

soft-min (Y) =

∑M−N−1
j=0 Yje

αYj∑M−N−1
k=0 eαYk

Y ∈ RM−N+ , α ∈ R− (2.4)

This work applies a logistic sigmoid function σ (Y ) =
(
1 + e−Y

)−1 on the output of the
Shapelet transform for its prediction task, and computes the final prediction as a linear
combination of the logistic sigmoid outputs. Any function can be applied after the shapelet
transform as long as it is differentiable. Ref. [48] embedded the shapelet transform as the
first layer of a multi-layer percetron.
Two drawbacks of the shapelets identified in the literature are the enumeration of

shapelets, which is solved by gradient-descent learning [47], and the shapelets’ resem-
blance to the original data. When enumerating through candidate shapelets that were
extracted from the data, as in [41–44, 46], the shapelets naturally resemble the data, but
when learned, we do not have any control over the shapelets anymore. For example, in
order to describe a raise, leading to a plateau in time-series, the learned shapelet can
over-shoot and produce a peaked signal. This drawback does not necessarily affect the
results, but the reduces the interpretability of the resulting shapelets. Also, generalization
might be improved if the shapelets keep the properties of the data.
Ref. [49] used an adversarial training architecture to periodically correct the shapelets

in order to make them resemble the original data. The method works but we observe
in several cases that the regularization technique makes the shapelet smoother. So to
control the shapelet regularity, at no extra cost, avoiding the sensitive parallel learning
of a secondary generative model, we discretized the shapelets. Our shapelets are con-
structed using n degrees-of-freedom (DoF). We then interpolate between the points and
this interpolation method defines the regularity of our shapelets.
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In chapter 3, we thoroughly study the difference between standard shapelets and our
spline-based shapelets, as well as the similarity between convolutions, signed cosine simi-
larity measure, and our shapelets when the three use local normalization.

2.2 Neural network architecture

In this section, we present most of the tools used by our models. At the core, we use
neural networks, which are often simply thought of as a number of cells and layers. In
order to get competitive performance, a variety of tricks and tweaks both in the neural
network architecture and in the training procedure are however necessary. In particu-
lar, we used dropout, batch-normalization, regularization, sharpness-aware minimization,
pruning, label smoothing, and noise augmentation. In the following, we present the two
versions of neural networks we used, i.e. multi-layer perceptrons and recurrent neural net-
works. We will explain how neural networks are trained and derive the back-propagation
formula [50] to compute the gradient of the network. Finally, we will describe the various
modifications we used and listed above.

2.2.1 Artificial neurons

Before we introduce any neural network architecture, we have to understand the basic
element which is the artificial neuron.
The artificial neuron borrows from the brain’s functioning mechanism. The neurons in

the brain communicate with each other by releasing neurotransmitters from their synapses.
The neurotransmitters are released after an electrical impulse traveled through the axon.
This is called the activation of the neuron. Similarly, the artificial neurons have a number
of inputs, which are combined linearly. The result is then passed through an activation
function, whose output can be connected to other neurons.

2.2.2 Layers

From this base element, we can define a layer. A layer is a group of artificial neurons that
have the same inputs. The way each neuron of the layer is connected to the input can
define the type of layer. A dense layer connects all values of the inputs to all neurons.
The number of neurons present in a layer defines the width of the layer.
Additionally, a bias neuron can be added to each layer. It adds a trainable constant

value, allowing for shifts in the input distribution of the neurons. The output of a neuron
is given in equation 2.5

o = σ (Wx + b) (2.5)

σ is a non-linear activation function such as the sigmoid function. Without the activation
function, the neuron produces a simple linear combination of its input. A neural network
could only learn linear functions regardless of the width and depth of the network. One
or multiple layers form an artificial neural network.
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Figure 2.1: Representation of a biological neuron structure (top) and an artificial neuron
used in machine learning (bottom).

2.2.3 Multi-layer perceptron

The multi-layer perceptron is the simplest artificial neural network architecture. It is
made of a number of stacked layers, with the smallest configuration consisting of three
layers: an input layer, one hidden layer, and the output layer. Figure 2.2 displays the
representation of a multi-layer perceptron that computes the XOR function.
The XOR function is a basic function that is not linearly separable. It is a simple

example to illustrate the need for the non-linear function in the artificial neuron. Adding
an activation function, such as sigmoid (x) = 1

1+e−x or ReLU (x) = max (0, x) introduces
enough non-linearity for the network to learn any continuous function, as stated by the
universal approximation theorem [52].

2.2.4 Recurrent cells

A second class of neural networks is called recurrent neural networks (RNN). In such a
model, the output of the neurons is fed back to themselves as input. This change in input
processing compared to MLPs makes the processing of data series an integral part of the
model. The ordering of the data is taken into account by the recurrent connections. The
output of a recurrent neuron is

at = b + Vht−1 + Wxt (2.6)
ht = tanh

(
at
)

(2.7)
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Figure 2.2: Multi-layer perceptron that computes the XOR function on A and B. Weights
from ref. [51]. The weights of the connections are given by the arrows. Both
the hidden and output layers have a ReLU activation function.

The only difference to a non-recurrent neuron is the addition of the recurrent term
Vht−1.

Gated RNN

The recurrent connections can be seen as stacked layers sharing the same weights with
each intermediate layer giving the output at the intermediate time-steps. As with deep
neural networks, such an architecture suffers from vanishing gradients, i.e. the training
steps taken by the model during training become extremely small. The gradients become
smaller and smaller when being passed through deeper and deeper layers. Hence old
information will not have an impact on the predictions which means that in practice, the
simple recurrent architecture is only able to remember recently seen values.
This motivated the appearance of gated recurrent cells. The gates introduce multiplica-

tive operations with [0, 1] values to allow or block the propagation of information, working
as gates. The multiplicative values are based on the inputs as per other neurons.
We will first present the gated recurrent unit[53] (GRU), although it appeared later than

LSTM. But its simpler construction might help to understand the LSTM architecture.
The gated recurrent unit has the following construction:

rt = σ
(
b + Vrh

t−1 + Wrx
t
)

(2.8)

ut = σ
(
b + Vuh

t−1 + Wux
t
)

(2.9)

ct = tanh
(
b + Vc

(
rt � ht−1

)
+ Wcx

t
)

(2.10)

ht = ut � ht−1 +
(
1− ut

)
� ct (2.11)

with � the element-wise product. The GRU unit starts by computing two gates rt and ut

(equations 2.8 and 2.9) from the current input xt and the previous output ht−1. ct given
by equation 2.10 is a candidate output based on the input xt and a certain percentage,
defined by the gate rt, of the previous output ht−1. rt defines how strong the recurrence
effect is for ct. The final output (equation 2.11) is a weighted average of the previous
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output, by-passing the information from the current input, and the candidate output ct

which combines both the current input and a certain amount of the previous output.
The coefficient for the weighted average of the final output is given by the gate ut. The
gates control the flow of information between the past information stored in ht−1 and the
current input xt. The GRU unit exposes ht−1 directly to the output. Which is one of the
main differences to the next gated unit, the Long-Short Term Memory[54].
The Long-Short Term Memory (LSTM) unit has the following construction:

f t = σ
(
b + Vfh

t−1 + Wfx
t
)

(2.12)

it = σ
(
b + Vih

t−1 + Wix
t
)

(2.13)

ct = tanh
(
b + Vch

t−1 + Wcx
t
)

(2.14)

ot = σ
(
b + Voh

t−1 + Wox
t
)

(2.15)

st = f t � st−1 + it � ct (2.16)
ht = ot � tanh

(
st
)

(2.17)

It is very similar to the GRU unit. The first three equations are the same, up to the
scaling of ht−1 in equation 2.10 which does not appear in equation 2.14. The difference
to GRU lies in the last three equations 2.15, 2.16 and 2.17 where a more complicated
combination of the current input and past information is performed through the use of
an additional gate.
Equations 2.12, 2.13 and 2.15define the three gates of the LSTM called the forget gate,

input gate, and output gate. Equation 2.11 was previously the output of the GRU unit. In
the LSTM the similar equation 2.16 gives a cell state. The combination is not a weighted
average between the previous cell state st−1 and the candidate output ct, but both are
weighted independently by two different gates.
Finally, the output of the LSTM unit (equation 2.17) is given by the product of the

hyperbolic tangent of the new cell state st and the output gate ot.
An LSTM allows for much finer control of the flow of information by using one additional

gate and gating the final output.
As mentioned previously, the gated recurrent unit was developed after the Long-Short

Term Memory as a simplification of the latter. Ref. [55] compared different recurrent
architectures and concluded that, with the same number of weights, the LSTM and GRU
units offer similar performances. In ref. [56] the author used a performance-cost ratio
to compare the two gated units and found that GRU outperformed LSTM on a Natural
Language Processing task. Comparing with the same number of nodes, [57] found a
slight advantage regarding performances for the LSTM, with the GRU very close behind.
Overall there does not appear to be a clear agreement on which architecture performs
better, but more a consensus that both architectures offer a performance-cost trade-off
that has to be considered on a case-by-case basis.

2.2.5 Loss function

A loss function in the field of optimization defines how well a system is performing. The
loss function brings down the performance of said system to a single scalar number. This
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definition is very broad, applying to systems and performances since many actions in our
lives can be modeled as optimization problems.
In the case of supervised learning, the loss function will be used to define how close

the predictions of the system, i.e. our network, are to the ground truth. Directly taking
example from our classification problem, let’s assume we have for input X ∈ RN a pre-
diction ŷ ∈ [0, 1]2 with y0 and y1 the probability of X being respectively of the first and
second class. The true probabilities are y ∈ {0, 1}2. The Cross-Entropy, equivalent to the
log-likelihood, defines the error as

LCE (y, ŷ) = − (y0 log (ŷ0) + y1 log (ŷ1)) (2.18)

For the neural networks in this thesis, we use an extension of the cross-entropy called
focal loss [58]. The focal loss adds two parameters to the cross-entropy to deal with large
class imbalances. Originally proposed for object detection in pictures, the goal of the focal
loss is to allow a model to focus on the rare appearances of the class of interest, instead
of concentrating effort on perfectly learning all the parts of the image where our object is
not located. To do so, the first parameter included is γ ∈ R+. The modified cross-entropy
reads:

LCE-γ (y, ŷ) = − (y0 (1− ŷ0)γ log (ŷ0) + y1 (1− ŷ1)γ log (ŷ1)) (2.19)

For γ = 0, we recover the original cross-entropy. For γ > 0, we are negatively impacting
the error by the confidence of the prediction. For a very confident prediction with ŷ0 =
0.95, with a true prediction y0 = 1, we are multiplying the error by 0.05γ , essentially
reducing it to zero. The model will not try to increase the score from 0.95 to 1 as much
as with standard cross-entropy. With increasing γ, the model will focus less on increasing
already good predictions (e.g. above 0.8), and consequently more on cases where the
prediction is lower (e.g. at 0.4).
Figure 2.3 compares the standard cross-entropy loss function to the focal loss with

different γ parameters.
The second parameter is α ∈ [0, 1[C to weight the entire classes, with C the total

number of classes.
Equation 2.20 gives the general focal loss formulation for C classes.

Lfocal loss (y, ŷ) = −
C∑
c=0

ycαc (1− ŷc)γ log (ŷc) (2.20)

2.2.6 Back-propagation

In machine learning, the training process is the resolution of an optimization problem.
Optimization problems can be split into two types: convex optimization and non-convex
optimization, referring to the properties of the function to optimize. For a convex prob-
lem, the exact solution can be found but non-convex problems are much harder to solve.
Many models that are considered to be simpler than neural networks only require convex
optimization, such as the Support Vector Model [59, 60]. This is an advantage that neural
networks do not have. Neural networks require to solve a highly non-convex optimization
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Figure 2.3: Comparison of the cross-entropy loss function and focal loss for different γ
parameters. Close to zero, for the biggest error between prediction and true
label the losses are similar. When the prediction approaches the ground truth
value 1, the focal loss penalizes the error less than the cross-entropy. This
allows the model to focus on badly classified examples instead of optimizing
already good predictions.
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problem with many local minimums. Many iterative gradient-based solvers exist for non-
convex problems. In order to make use of those algorithms, one needs the gradient of the
network. The back-propagation [50] method allows to efficiently compute the gradient of
each layer of a network.
In the derivation of the gradient formula, the superscript denotes the layer number. A

single subscript is the variable index for a specific layer. For weights we use two subscripts,
the first being the index of the outgoing neuron and the second the index of the incoming
neuron.
Each layer is a standard fully connected layer with bias

zl+1
i = bl+1

i +

ml+1−1∑
j=0

wl+1
ij xlj (2.21)

with ml the number of incoming connections called the width of the hidden layers. The
layer index l = 0 corresponds to the inputs x0j which does not have weights therefore the
weights and bias layer index start at 1.
The input of the next layer is obtained after the activation function

xl+1
i = ReLU

(
zl+1
i

)
(2.22)

Before we can use back-propagation we start with a forward propagation. Forward
propagation is the iterative process of passing the input x0 through all layers of the
network.
The network returns xn with n the depth of the network. After this forward path, the

loss of the network is calculated by comparing the output to the ground truth y. For our
example, the loss function is the half mean squared error.

E =
1

2d

d−1∑
i=0

(xni − yi)
2 (2.23)

with d the number of outputs.
We calculate the gradient of the loss E with respect to the weight wlij . The gradient

with respect to the bias bli can be obtained following the same steps with minor changes.
For the weight wlij , according to the chain rule

∂E

∂wlij
=
∂E

∂zli

∂zli
∂wlij

(2.24)

The partial derivative of equation 2.2.6 is

∂zli
∂wlij

= xl−1j (2.25)

δli ≡
∂E

∂zli
(2.26)
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Equation 2.2.6 defines the term called error, and we will show that it depends on the
error term of the next layers. The output layer being the last, the error term needs to first
be calculated there and the recurrence will allow computing the error terms of previous
layers successively, hence the name back-propagation.

For the error of the last layer δni we have

δni =
∂

∂zni

 1

2d

d−1∑
j=0

(
xnj − yj

)2 (2.27)

δni =
∂

∂zni

 1

2d

d−1∑
j=0

(
ReLU

(
znj
)
− yj

)2 (2.28)

δni =
1

d
(ReLU (zni )− yi)ReLU′ (zni ) (2.29)

δni =
1

d
(xni − yi)ReLU′ (zni ) (2.30)

As ReLU (x) = max (0, x) its derivative is undefined at 0. In practice, the derivative of
ReLU is implemented as

ReLU′ (x) =

{
0 if x ≤ 0

1 otherwise

We now have for the partial derivative of the loss with respect to the last layer n

∂E

∂wnij
=

1

d
(xni − yi)ReLU′ (zni )xl−1j (2.31)

where all terms are available from the forward pass and only ReLU′ has to be applied to
zni .
Finally, δli for any intermediate layers is obtained by applying the chain rule in the

multivariate case to equation 2.2.6.

δli =
ml+1∑
k=0

∂E

∂zl+1
k

∂zl+1
k

∂zli
(2.32)

δli =
ml+1∑
k=0

δl+1
k

∂

∂zli

bl+1
k +

ml+1−1∑
i=0

wl+1
ik ReLU

(
zli

) (2.33)

δli = ReLU′
(
zli

)ml+1∑
k=0

δl+1
k wl+1

ik (2.34)
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Having computed δni and using the recurrent equation 2.2.6 the partial derivative of the
loss can be computed from the last to the first layer as

∂E

∂wlij
= xl−1j ReLU′

(
zli

)ml+1∑
k=0

δl+1
k wl+1

ik (2.35)

The error obtained can be back propagated through the network to obtain the gradient
at each layer. Hence, for any architecture based on individually differentiable layers, the
back-propagation algorithm allows to compute the gradient of the network. The gradient
can then be used by gradient-based methods to train the network.

2.2.7 Sharpness-aware minimization

Sharpness-aware minimization [61] is a fairly recent development for neural network opti-
mization. It stems from the discovery that poor testing performances of models perfectly
trained on training data can be linked to the shape of the loss landscape, see [62].
The notion of flat minima as ideal targets for neural networks can first be found in

ref. [63, 64] For simplicity, we will call a minimum in a flat (respectively sharp) region
of the loss landscape a flat (respectively sharp) minimum. The idea from [62] is that a
model trained towards a flat minimum will translate to similar performances on testing
data, while a sharp minimum leads to worse generalization on testing data.
We will give an intuitive explanation based only on the training data.
Given the input x ∈ RN , its true label probability y ∈ [0, 1]C with C the number of

classes and the prediction fw (x) = ŷ ∈ [0, 1]C . For the sake of the argument, fw is a
linear combination of its inputs. We have a test data point x′ = x + ε for a small ε.
Test data follows the same distribution as training data. For the two close points x,x′

we expect similar output. Let’s assume fw (x) = fw (x′). The small variation ε added to
the input has the same effect as a perturbation on the weights w, i.e. there exist w′ such
that fw (x′) = fw′ (x). This would mean that given a trained model, the test performance
can be estimated by the prediction on the train data by a perturbed version of the given
model. In the training loss landscape, this means that the test performance point is in
the neighborhood of the trained model’s loss.
Thus if a small perturbation of the model drastically lowers the performances on the

same data, the model will generalize poorly to other data. Therefore a flat minimum will
generalize better than a sharp minimum.
Ref. [61] suggests reformulating the neural network optimization from

min
w
L (fw) (2.36)

which does not distinguish a sharp minimum from a flat minimum, to

min
w

max
ε
L (fw+ε) (2.37)

which searches for the minimum that has the smallest maximum in its neighborhood ε.
With some assumptions, [61] shows that adding an uphill gradient ascent steps and

applying the gradient at this position to the original starting point approximates the
gradient ∇wL (fw+ε) and can thus be used to solve equation 2.37 by gradient descent.
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Figure 2.4: Illustration of a loss landscape containing both a flat and sharp local minimum
and the perturbed loss landscape for the weight perturbation ε. The black
star represents the loss of the model f (wflat) with the weights corresponding
to the flat minimum, while the black dot represents the loss of the model
f (wsharp) with weights corresponding to the sharp minimum. We see that the
perturbation is less detrimental to the model at the flat minimum than the
model at the sharp minimum.
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Further developments have been made with among others Adaptative-SAM [65] which
adapts the maximization region for each parameter depending on their scale. G-SAM [66]
maximizes a slightly different objective called surrogate gap showing better generalization.
Sharpness-aware minimization adds a forward-backward pass for each epoch resulting in
twice the computation for training. Ref. [67] suggests to only maximize a subset of the
parameters selected either randomly or by selecting the parameters most sensitive to the
sharpness. This method is, therefore, more efficient than the original SAM and the authors
report no loss in performance. Stochastic Scheduled Sharpness-Aware Minimization (SS-
SAM) [68] updates all parameters but stochastically determines at which training epoch to
apply a classic optimization step or the SAM strategy. All those recent advances appeared
in the last two years. This field is rapidly evolving and we expect a generalization and
combination of the best methods to be developed and added to popular machine learning
libraries in the next years. For the work in this thesis, we used the original SAM method.

2.2.8 Dropout

Neural networks are very powerful non-linear models, which can easily suffer from over-
fitting. Over-fitting arises when a model performs very well during training but is not able
to do as well on test data. The network did not learn the general distribution behind the
data but rather memorized every single instance in the training set. Methods to reduce
over-fitting rely on the fact that very close data points most likely have similar labels. A
slight change in the input should not change the labels too much. One of the methods
to introduce slight changes is called dropout [69]. During training, neurons and their
connections are deactivated at random. The remaining set of neurons can be seen as a
new, slightly different model. For testing, the weights are multiplied by their dropout
probability. The final model is a weighted combination of all sub-models generated via
dropouts.

2.2.9 Batch normalization

A covariance shift in data is known to hurt the predictive performances of a model[70].
Similarly, the covariance shift of individual layers during the training of a neural network
is detrimental to its performance. Ideally, the input of a neural network would be nor-
mally distributed. This facilitates training for multiple reasons. The scale of the weights
depends on the scale of the inputs. With certain non-linear activation functions (sigmoid,
hyperbolic tangent) the derivative can become very small, far away from 0. These issues
appear at each layer of the network. Ref. [71] introduces batch normalization. In order
to reduce the shift in distribution between layers, their outputs are normalized using the
current batch. In parallel, a moving average and standard deviation are computed for
each batch seen during training. After this normalization, a learnable shift and scaling is
applied.
At inference time, the batch statistics are replaced by the moving average and standard

deviation, keeping the output independent of the different batch samples.
Although this covariance shift explanation was stated by ref. [71] and has been accepted

by the community since, recent works have challenged this claim [72, 73]. It would appear
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that the reason batch normalization works is not due to the covariance shift, but no
definitive explanation has been found.

2.2.10 Weight regularization

As mentioned in section 2.2.9, the scale of the input matters. Similarly, the scale of the
weights is important too. Large weights will cause a sudden change in outputs for small
changes in the inputs. This goes against the assumption that two close input points have
similar labels. A standard method that applies to many other models, not just neural
networks, is to penalize the loss function via the scale of the weights. The regularization
loss reads

LR (y, ŷ;w) = L (y, ŷ) + ‖w‖ (2.38)

with y, ŷ the true labels and predictions. w the trainable weights subject to regularization
of the model. ‖.‖ a norm, usually L1 or L2. L is any loss on the predictions.

2.2.11 Pruning

The process of removing connections or neurons from a network, called pruning, can be
used to reduce the computational cost of the model with the goal of retaining the same
accuracy. Another use of pruning is to reduce the complexity of the model which might
lead to better generalization.
In our case, pruning is used as a selection mechanism [74]. Finding the most representa-

tive shapelets is difficult, see section 2.1. Our strategy is to use learning, plus initializing
a large number of shapelets which are slowly pruned during training.
Tensorflow provides a pruning layer but it cannot be used with the time distributed

layer required for our application to time-series. Our implementation consists of using
local 1D convolutions of width 1 after each shapelet. The absolute scale of each weight
can be seen as the importance of each shapelet. By using an L1 weight normalization
we add to the loss of the model a term dependent on the norm of the weights. Large
weights will result in a larger loss and smaller weights in a smaller loss. With L1 weight
normalization applied, the weights with the least importance will be shrunk towards 0.
We then fix the weights to 0 of the smallest weights to reach our desired pruning sparsity
rate. The pruning rate is defined as a final sparsity. The sparsity at each training step is
given by linear interpolation between no sparsity at the beginning and the final sparsity
at the end of the training.

2.2.12 Noise augmentation

As large neural networks tend to over-fit, i.e. learn the training data too precisely, we
would be interested in never showing twice the same example. In a perfect world with
infinite data and compute resources, we would always feed new data to the network.
Unfortunately, with the finite amount of data available for our task, this is not an option.
Data augmentation tackles this issue by altering available data to generate new, slightly

different, data points. In the same way a picture of a dog should still be labeled as a dog
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picture after a 5 degrees rotation, adding small random noise to the data series should
not change their label.
In our case, we know that diagnostics can have a 5% error margin. We, therefore, add

5% random noise to every input before the model trains on it.

2.2.13 Label smoothing

Continuing with the goal to increase the generalization of our models, we will now look
at the labels. As seen in section 2.2.5 we are not always interested in a model predicting
with perfect certainty a few correct labels, and being wrong the rest of the time. We
would rather have a model less certain, but more often producing reasonable predictions.

Label class smoothing

To slow down the learning before it reaches a certainty of 1.0 on a prediction we can
modify the loss function as seen earlier with the focal loss but we can also modify the
labels. For cross-entropy based loss functions, such as the focal loss, the output is a vector
of size C, the number of classes. Each element gives the probability of the class, for this
particular data point. This one-hot encoded vector created from discrete labels contains
either 0 or 1. Label smoothing[22, 75, 76] replaces these hard targets, with the soft target
ε

k−1 and 1− ε, k being the number of classes, see figure 2.5.

Time smoothing

We just saw how the target label probabilities are softened for a single data point. Simi-
larly, with time-dependent data temporal smoothing can be applied, as in ref. [77]. When
predicting for a single class over time the following probabilities {0, 0, 0, 1, 1}, the exact
time of the transition might not be as important as detecting the event at all. Both
{0, 0, 0.5, 1, 1} and {0, 0, 0, 0.5, 1} predictions would be satisfying. In both cases, the dif-
ference to the ground truth is the same. The model would keep trying to fit the training
data and its sharp transition better, possibly at the cost of generalization. To avoid it, we
apply a Gaussian filter with parameter σ over the label probabilities in time, effectively
smoothing out the transition between classes. See figure 2.5.

2.2.14 Hyper-parameter optimization

In machine learning, we distinguish between parameters and hyper-parameters. Param-
eters are trainable and learned during training. In the case of back-propagation [22],
the parameters are learned through gradient descent. Hyper-parameters are usually non-
differentiable with respect to the model’s output and define among others the model
architecture, training process, or data processing.
Machine learning methods as introduced in section 1.5 search for a function f that min-

imizes or maximizes an objective. The domain to which f belongs depends on the method
used. The different methods such as linear interpolation, polynomial interpolation, Sup-
port-Vector-Machine, or Neural-Network, all define different function spaces the model f
will belong to. The complexity of such models ranges from the simple linear interpolation
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Figure 2.5: Probability of the ground truth class and smoothed probability. Probabilities
are weighted per label by a factor ε, and in time using a Gaussian kernel of
parameter σ.

with 2 parameters to learn and no hyper-parameter, to neural networks with a number
of trainable parameters only limited by the hardware and training data available (GPT-3
[29] the largest language processing model from OpenAI has 175 billion parameters) and
10, 100, or even more hyper-parameters. The great flexibility of complex models such as
neural networks comes at the cost of a high number of hyper-parameters. The task of
hyper-parameter optimization consists of finding the best non-trainable parameters and
is still an active field of research today [78–80].
For large models, it is sometimes impractical to try multiple parameters [80], but for

smaller models with a smaller computational cost, we can use non-gradient based opti-
mization methods.
A well know gradient-free optimizer is Bayesian Optimization with Gaussian Processes

(BO-GP). From a set of points with known objective values, a Gaussian process is built
to estimate the value of the objective function at unknown locations. Combining the
estimated mean value at each location with its uncertainty, a new point that satisfies
both a good exploration of the domain and the search of the optimum is picked. After the
evaluation of the new point, a new Gaussian process is fitted and the process is repeated
until a stopping criterion is met.

2.3 Tokamak detail

In section 1.2 we introduced today’s most promising device to produce net energy and
ultimately electricity with nuclear fusion, the tokamak [13]. We gave a simple description
of its geometry and how the plasma is confined using magnetic fields.
In this section, we give further information about the tokamak. We present the limiter
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Figure 2.6: Illustration of a limiter and divertor configuration. The code used from [6]
approximates the divertor configuration by using two wires and Ampere’s cir-
cuital law.

and divertor configuration. We then introduce the safety factor which is used to describe
the field lines shapes on the flux surfaces and gives stability criteria. We describe the
signals used to observe the experiments, i.e. how can measurements be made in the
extreme environment that is the inside of a tokamak. Lastly, we give an overview of a
tokamak experiment with the current ramp-up/down and flat-top phases.

2.3.1 Limiter and divertor configuration

Tokamaks make either use of a limiter or a divertor. In the limiter configuration, the last
closed field line (LCFS) touches the limiter plate, see figure 2.6. The limiter physically
restricts the width of the plasma, but the constant collisions with the plasma cause sub-
stantial erosion and introduce impurities in the plasma. With a divertor configuration, the
plasma’s last closed flux surface is not touching the walls or a limiter. The magnetic field
is shaped to create a separatrix and one or more X-points, see figure 2.6. The divertor
gives an exhaust for particles while keeping the experiment running. The plasma collides
with the divertor but contrary to a limiter it is located further away from the plasma core
and leads to fewer impurities.

2.3.2 safety factor

As mentioned in section 1.2, the plasma is confined inside a tokamak by the combination
of a toroidal and a poloidal magnetic field. The resulting twisted magnetic field lines are
characterized by their number of poloidal turns n and their number of toroidal turns m.
Their ratio defines the safety factor q = m

n .
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Figure 2.7: Example of safety factor profile q. q is monotonically increasing and tends
towards infinity at the separatrix, i.e. normalized poloidal radius ρpol = 1.
The reference value often used is q95 taken at ρpol = 0.95. In this example
q95 = 4.4. q = 1.5 is located at ρpol = 0.5. q = 2 is located at ρpol = 0.68.
These two radii give to position of the (3, 2) and (2, 1) modes respectively.

In standard cases, q grows monotonically from the magnetic axis, the center of the
plasma, towards the edge. At ASDEX-Upgrade typical values are between 4 and 6 at the
normalized poloidal radius ρpol = 0.95.
An example of a safety factor profile is given in figure 2.7. The ρpol axis used to display

the safety factor profile gives the radial coordinate in the plasma from 0 on the magnetic
axis to 1 at the separatrix. With ρpol being calculated as

ρpol =

√
Ψ−Ψaxis

Ψsep −Ψaxis
(2.39)

with Ψ the poloidal magnetic flux and Ψaxis, Ψsep the values of the flux at the axis
and separatrix respectively. This coordinate is better suited to complex magnetic field
geometries as seen in figure 2.6 for the divertor case than the standard (normalized) radial
distance to the magnetic axis. The distance to the magnetic axis is only appropriate for
circular poloidal cross-sections. Later on, we will use the safety factor in the description
of instabilities.

2.3.3 diagnostics

A critical element of any experiment is the measurements. We explained how hot the
plasma is and the need for a complex magnetic confinement due to the extreme conditions.
It follows that no measurement device can be introduced far into the plasma.
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Figure 2.8: Line of sight for the bolometer cameras KB5H and KB5V.

The evaluation of quantities in the tokamak chamber is an active field of research. Many
diagnostics in tokamaks work with lines of sight, see figure 2.8. The quantities can be
integrated over the line of sight or from specific resonant locations. Tomography is used
to reconstruct a solution for a poloidal cross-section from integrated lines of sight[81, 82]
Diagnostics are based on laser interferometry, reflectometry, or bolometer cameras among
others.
Laser interferometry measures the phase shift of the laser passing through the plasma.

It is a line averaged metric used to measure the density of the plasma. Reflectometry uses
wave reflections in a similar fashion.
Bolometer cameras work on a different principle. To measure the radiation coming from

the plasma, bolometer cameras expose a metallic (gold at JET [83]) circuit to the plasma.
As the resistance of metals is a function of the temperature, the resistance in the exposed
gold circuit will change with the absorbed energy coming from the plasma.
Additionally, to know which section of the line of sight crossed the plasma the magnetic

field must be known. The reconstruction of the magnetohydrodynamics during a discharge
[84] is a non-trivial task [85].
The plasma does not behave the same way in all directions. The temperature, current

or density gradients are orders of magnitude larger in the radial axis than toroidally. A
quantity of interest for many signals is the plasma profile.
As an approximation, some symmetries are used for certain diagnostics. As the particles

are trapped on magnetic surfaces, the quantities on magnetic surfaces have very little
variations. Similarly, the toroidal dispersion speed is extremely fast. It follows that a
one-dimensional radial profile for given quantities gives an accurate representation of the
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plasma.
Later on, we will use peaking factors. As we want the core of the plasma to be as hot

as possible, ideal profiles are often very peaked. If the core cools down, the performance
of the plasma is degraded even if the temperature closer to the edge stayed constant. To
measure this effect the peaking factor implements the ratio of the quantity at the core to
the quantity away from the core. The definition of the core varies. Ref [86] uses r = 0.25
as the edge of the core for temperature and density, while r = 0.1 is used for radiation.

2.3.4 Current ramp-up, ramp-down and flat-top

To finish the description of the tokamak we will explain the main phases of a discharge.
First, the toroidal field is created. Then the elements that will form the plasma are
injected into the vessel as gas. Today’s experimental tokamaks use helium, hydrogen or
deuterium, and in rare cases tritium. Power plants are planned to use deuterium and
tritium. Next, the current in the central solenoid is ramped-up to generate the plasma
current which induces the poloidal magnetic field. Using the different poloidal magnets
the plasma is shaped, the X-point is created and the plasma collides with the divertor at
the proper location.
This first phase is called the ramp-up. It is followed by the flat-top phase where the

plasma current is at the discharge’s predefined value. This is the main phase of the
discharge. In a power plant fusion would happen during this phase which would last for
hours. At JET a flat-top phase lasts around 20 seconds, while at ASDEX-Upgrade it is
less than 10 seconds. Finally, the discharge comes to an end, the plasma current and
energy are ramped down and the machine is safely turned off, it is the ramp-down phase.
In figure 2.9 the three phases are marked over the plasma current.
Most of the tokamak studies focus on the main flat-top phase, but the ramp up and

ramp down still need to be carefully designed to avoid any physical limits [87].
For disruption prediction studies it is common to truncate the discharges to their flat-

top phases.

2.4 Disruptions

We presented the ideal development of a discharge but a discharge can become unstable
and disrupt before the end of the ramp-down phase. Disruptions can be characterized
by three phases. First comes an unstable phase, where the plasma exhibits abnormal
behavior compared to normal operations. After these instabilities, a thermal quench and
a current quench can occur. They are fast drops in temperature and current respectively.
In the following, we give two examples of the destabilizing events that can occur during
a discharge before describing the thermal quench and current quench. The runaway
electrons that appear after a disruption are introduced next. Finally, we present the three
phases which describe the different actions taken to protect the machine and stabilize the
plasma, namely disruption avoidance, prevention, and mitigation.
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Figure 2.9: Current evolution from start to finish of a discharge. The first phase is called
ramp up, where the plasma is formed and the current is brought to its target
value. It is followed by the flat-top phase in which fusion would occur. Finally
the energy and current in the plasma need to be lowered safely to terminate
the discharge, it is the ramp down.

2.4.1 Instability

Before the plasma disrupts, it can show a variety of different behavior. Ref. [88] analyzed
over 2000 disruptions at JET between the years 2000 and 2010 to investigate the pre-
disruption phase. This work defines four elements to describe instabilities: an event, a
chain of events, a root cause, and a class. An event is a single physical or technical event
such as the cooling of the edge, or a failure in one of the machines’ components. The
second definition, the chain of events, is the list of successive events from the start of
instability until the disruption. One can note that some chains of events happen more
often than others, and some individual events are almost always followed by a few specific
events. In other words, although any chain is possible, some paths are more likely to
occur than others. The start of the instability phase, i.e. the first event identified in the
chain is called the root cause. The root cause is important as it is the earliest event that
can be avoided to keep the plasma away from disruptions.
For the disruption classes, ref. [88] clustered identical or similar chains of events. The

classes give a higher level of description of the events leading to the disruptions.
There are a few caveats to this study. The authors note that each event may lead to a

disruption, but does not necessarily. Some events can be overlapping but the chains only
show one at a time. The study does not include timestamps for the events. Finally, the
list of events is limited to those identifiable from the signals. This last statement seems
trivial, but the fact that the plasma is only observed through a set of diagnostics limits
any study to the information available from them.
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In this study, the distinction is made between physics-related events and technical
events. Examples of the technical events are the Vertical Stability control problem (VS)
and Neutral Beam Injection problem (NBI). After a vertical stability control problem,
very few discharges have had an emergency shut-down (an event called STOP), almost
all discharges were followed by a Vertical Displacement Event (VDE) where the plasma
moves up (or down) and hits the walls. This chain of events has occurred in both inten-
tional and unintentional disruptions. In the case of an intentional disruption, a vertical
stability control problem can be caused to obtain a VDE. Vertical Displacement Events
are extensively studied in preparation for ITER. The ITER specifications set the limit
of unmitigated VDE disruptions at full power at 1 or 2 for the lifetime of the machine
[89, 90].
A problem with the Neutral Beam Injection, the main heating source at JET with a

maximum power of 25MW, was always followed by the Too little AUXiliary power (AUX)
event, which is then followed either by a density control (NC) event or a Radiative Collapse
(RC).
In both VS and NBI events, the following events became physics-related events.
For physics-based events examples are general (rotating) n=1 or 2 MHD (MHD), Inter-

nal Transport Barrier (ITB) or Impurity Accumulation. We will explain the MHD event
as it is a very common event in the disruptions studied by ref. [88], as well as the impu-
rity accumulation event. The impurity accumulation event was not very common at JET
until 2011 as the walls were made of carbon. After the change to a metallic wall, a sharp
increase in disruptions due to tungsten impurity accumulation was observed [91, 92].

MHD event

As a note, MHD is the abbreviation of magnetohydrodynamics which refers to the vast
field of study of electrically conducting fluids, such as plasmas, and their magnetic proper-
ties. We only use the term MHD as the name of the event defined by ref. [88]. This MHD
event is one of many instabilities from magnetohydrodynamics that are outside the scope
of this thesis. For an in-depth explanation of the magnetohydrodynamics phenomenon
we refer the reader to ref. [93] and ref. [94].
The MHD event occurs in many disruptions. It is the presence of tearing modes [93] in

the plasma. We briefly present tearing modes and their consequences on confinement in
our context of disruption.
Ideally, the magnetic field in the plasma is made of nested closed flux surfaces, see

figure 2.10a. Due to resistivity and current or pressure gradients, the field lines can tear
and reconnect. The newly created 3-dimensional magnetic structures are called magnetic
islands. An illustration of the appearance and growth of a tearing mode is depicted
in figure 2.10 where a mode with poloidal mode number m = 4 is shown. As islands
change the magnetic confinement and impair plasma performance, tearing modes are an
important topic of research.
The magnetic confinement constrains the plasma to flow on the flux surfaces. On a

flux surface, the pressure and temperature are constant and there is very little radial
transport. The temperature profile can be very peaked with high values in the core. With
the appearance of tearing modes, the plasma flows on flux surfaces that are no longer at
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Figure 2.10: Poloidal cuts of the magnetic field showing the growth of mode islands over
time from left to right.

constant ρpol but centered at the coordinate of the resonant flux surface. The temperature
is therefore constant on the island creating radial transport and cooling down the plasma,
as illustrated in figure 2.11. This figure shows the plateau created from the constant
temperature of the islands’ flux surfaces. As a result of this plateau, the temperature at
the core is lowered.
The tearing modes are characterized by the poloidal and toroidal numbers (m,n) in-

troduced in section 2.3.2. They describe the path of the island toroidally and poloidally,
meaning how many turns around the plasma the mode is doing before coming back on
itself. The behavior changes according to (m,n).

Although the safety factor profile is continuous, the modes are only located on resonant
flux surfaces, i.e. flux surfaces located at rational values of q. In figure 2.12 we illustrate
two field lines, one at a rational safety factor q = 2

1 , the other at an irrational safety
factor q = 2π

3 . As we can see the field line on the resonant surface winds around the
torus in a finite number of toroidal turns. A perturbation of the plasma on that closed
field line is propagated along this line of finite length. In the case of the irrational q the
field line takes infinitely many turns to wind around the torus, hence the perturbation is
propagated along an open field line of infinite length making its effect on the plasma very
small.
A (m,n) mode is located at the flux surface q (r) = m

n . The safety factor profile being
a monotonically increasing function in standard cases, a (3, 2) mode will be located closer
to the axis of the plasma than a (3, 1) mode.

The (m,n) mode numbers also give us the tendency of the mode to grow. The smaller
numbers require less energy to grow than higher numbers. We will only describe a simple
idea to understand this. Considering that traveling along a straight path requires less
energy than a curved path, the modes with the sharpest changes in direction will require
the most energy. With smaller numbers, we can see figure 2.13 that the path is less sharp
than higher numbers, hence requiring less energy for the particles to travel long, and for
the same energy the mode can grow bigger.
The risk caused by a tearing mode regarding disruptions is dependent on how close it is

to the walls and how big it is. The smaller mode numbers will grow more but be further
away from the walls, while the higher mode numbers will grow less and be closer to the
wall. As those two properties go against each other, the worst modes numbers are the
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0 island 1

ρpol

T

temperature without tearing mode

temperature with tearing mode

Figure 2.11: Temperature profile of a plasma with and without tearing mode. With a
tearing mode, the island causes radial transport which flattens the profile.
As a result, the temperature in the plasma core is lower than without tearing
modes.

ones balancing a relatively important growth while being close enough to the walls.
Modes start by rotating along with the plasma. Due to the magnetic perturbation they

cause, the induced current in the wall causes them to slow down until eventually locking,
i.e. not moving with respect to the wall. This is the Mode Locking event which happens
at the end of most of the chain of events before the disruption.
Tearing modes are very common and are a good example of the complexity of the event

classification. A tearing mode can and will happen simultaneously with other events.
Multiple tearing modes with different mode numbers can also co-exist and coupling might
appear. Having only one event label per time-slice is therefore an approximation of what
is happening in the plasma. Identifying the individual events is therefore harder, and even
experts can disagree on some cases.

Impurity Accumulation

The Joint European Torus (JET) tokamak was first built with carbon walls. In 2011 the
carbon walls were replaced by metallic walls. As they are the same walls as planned for
ITER this new configuration of JET was named JET-ILW for ITER-like wall.
During the carbon phase, a relatively rare impurity accumulation event was identified

by ref. [88]. An analysis of disruptions with the metallic walls revealed a new impurity
accumulation event [92]. At JET-C (Carbon wall JET), the impurity events were due
to low-Z impurities causing edge radiation which differ from the high-Z impurity accu-
mulation causing core radiation at JET-ILW. The low-Z and high-Z distinction refers to
the atomic number of the atoms. Carbon has an atomic number Z of 6, tungsten has an
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open field lineclosed field line

Figure 2.12: Diagram of the field lines for a ratio q = 2
1 and irrational q = 2π

3 safety factor.
The field line for a rational safety factor winds around the torus in a finite
number of turns, while the open field line would require an infinite number
of turns, hence its name open. The torus represents the resonant surface at
q = 2

1 on which the closed field line lies. The open field line with a higher q
is further away from the torus.
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poloidal angle

r

Figure 2.13: Diagram of the field lines in the presence of island chains from two modes,
for example (3, 2) at lower r and (2, 1) above at higher radius r. The field
lines are taken at a fixed height relative to the plasma axis.

atomic number of 74.

The two impurity accumulation events are clearly different as shown by early works on
event classifications at JET-ILW [95].

The high-Z impurity event is the accumulation of tungsten in the core of the plasma.
It leads to increased radiation from the core lowering the temperature and increasing the
density. The current density profile is broadened resulting in instabilities such as tearing
modes. After the locking of the modes the plasma disrupts.

Ref. [96] calculated that the required triple-product τε for ignition increases by 20% for
a tungsten concentration in the plasma of 3× 10−5, while at 1.9× 10−4 ignition becomes
impossible.

2.4.2 Thermal quench

Most of the time the thermal quench is the first major event of the disruption. It consists
of a sudden loss of heat in the plasma. A large fraction of the stored energy is expelled
towards the walls as heat. The heat loads can and have melted plasma-facing components
in existing tokamaks. The short timescale of this event is responsible for the damages
caused. For context, the thermal quenches are orders of magnitude shorter than the
confinement time τε. At JET, the thermal quench is in the orders of milliseconds, while
τε is in the orders of hundred milliseconds [97, 98].
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thermal
quench

current
quench

runaway electrons

stable
phase prevention avoidance mitigation

plasma current
thermal energy
runaway electron
current

Figure 2.14: Evolution of plasma parameters over time during a disruption. The plasma
starts in a stable phase. It transitions to an unstable phase. Disruption
prevention aims at controlling the plasma to stay away from instabilities or
bring the plasma back to a stable regime. Once the instabilities grow, we
might not be able to recover the plasma anymore. Disruption avoidance could
decide for a safe shut-down of the machine. Once the disruption is inevitable,
mitigation can be employed. The goal of mitigation actions is to reduce the
impact of the disruption.
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2.4.3 Current quench

The resistivity of the plasma is proportional to T−
3
2 [13]. As a result of the temperature

drop during the thermal quench, the resistivity of the plasma increases significantly and
the current decays. During the current quench, the last amount of energy in the plasma
is released in different forms. Toroidal eddy current is induced in the walls from the
movement of the magnetic field [99]. Similarly, toroidal and poloidal Halo currents [100,
101] appear as the plasma moves towards the wall and makes contact with it. The eddy
currents flow exclusively through the walls while the halo current flows partly through
the plasma and partly through the walls. As a result of these large induced currents and
the magnetic field, significant electromagnetic loads are applied to the tokamak structure.
These forces are estimated at hundreds of kilo-Newton during major disruptions at ITER
[102].

2.4.4 Runaway electrons

From the Current quench, the electrons’ acceleration can surpass the energy loss through
collisions. Such electrons accelerate until reaching relativistic speeds, i.e. speeds com-
parable to the speed of light. These high energetic particles, called runaway electrons
(RE), store a significant proportion of the plasma’s energy. Runaway electrons with over
50% of the plasma current have been observed at JET [93]. The substantial energy in
the runaway electron beam can be lost to the plasma-facing components in just a few
milliseconds resulting in damaged and melted wall components [103–105]. The high risk
caused by runaway electrons is being heavily investigated but as shown in figure 2.14 they
appear after the current quench and managing them is part of the mitigation effort. In
our work, we aim at predicting the occurrence of a disruption or disruptive event and we
will not consider REs.

2.4.5 Disruption avoidance

As trivial as it is, the first step to avoid a disruption is to avoid the instabilities in the
first place. For many reasons, during research, the plasma parameters are pushed into
unstable regions. Efforts are being made to identify such regions and include control loops
to steer the plasma away from these instabilities [106]. The field of avoidance is tightly
linked to plasma control [107]. Attempts to control plasma in tokamaks with highly non-
linear models such as neural networks have been made as early as 1995 [108]. There is
also a learning curve for the operators of a tokamak. Ref. [88] shows a downward trend of
disruption rate at JET from 20% disruption rate in the middle of the 1980s to less than
5% between 2007 and 2009, which can be partly attributed to a better management of
the machine.

2.4.6 Disruption prevention

The second step, if the instability region is reached, is to be able to prevent the disruption
from happening. This requires the identification of the incoming disruption. As discussed
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in section 2.4.1, not all instabilities lead to disruptions. Once an incoming disruption is
predicted, different actions can be taken to shut down the machine safely.
As for disruption avoidance, the field of disruption prevention has seen in recent years a

number of machine learning based approaches [109–117]. But at JET the disruption alarm
system is still only based on simple thresholds and does not include machine learning.
Similarly, ITER will have multiple alarm systems with some only threshold-based and
some allowing less interpretable black-box models.

2.4.7 Disruption mitigation

Lastly, after all of the above, if a disruption would occur we would need to mitigate its
damages to a minimum. The disruption mitigation systems include massive gas injection
[118] or shattered pellet injection [119, 120] as planned for ITER, see ref. [121]. Both
aim at cooling down the plasma by rapidly injecting material into the vessel, therefore,
reducing the amount of energy released during the disruption. Additionally, the increased
collisionality reduces the appearance of runaway electrons.
Studies are investigating the use of passive coils [122] to disrupt the magnetic field and

deconfine the runaway electrons faster before they can accumulate too much energy. A
great benefit of this method is that they do not require an alarm system as they do not
require to be powered on by a power supply. The disruption will induce the current into
this non-axisymmetric coil which will in turn perturb the magnetic field. Hence relying
only on physics to operate, without the need for actuators.
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3 Spline shapelets and similarities with
normalized convolutions

In this chapter, we cover two points. Firstly, we show the formulation of our spline
shapelets and benchmark it on the UCR 2018 database. Secondly, we discuss the similarity
between normalized shapelets, convolutional layers, and the recently introduced sharpened
cosine similarity.

3.1 Spline shapelets formulation

With the change from exhaustive enumeration of shapelets extracted from the data to
shapelets learned through gradient descent, a degradation of shapelet similarity to the
data has been observed [49, 123]. The interpretability of the shapelets is worsened by the
lack of resemblance to the data. Additionally, it is suspected that the generalization of the
model could also be lowered. Ref. [124] also notes that using too many shapelets reduces
the interpretability, in the same way an ensemble-classifier is harder to analyze than a
single model. The authors, therefore, aim at generating a small number of shapelets.
The different techniques to learn data-like shapelets [49, 123] show improved inter-

pretability using complex methods requiring the training of an additional adversarial or
regularizing neural network. The adversarial network attempts to differentiate between a
shapelet and the data. The main network’s goal is to produce shapelets that the adver-
sarial network cannot differentiate from the data while also achieving its initial goal, such
as classification. The regularizer network directly modifies the shapelets to fit the data
better.
We observe that the shapelets obtained with these methods have a certain regularity

that matches the regularity of the data better than standard shapelets. From this obser-
vation, we suppose that learned shapelets could resemble the data if they were restricted
during training to a subset of functions with a similar regularity as the data. To enforce
this regularity directly into the shapelets we propose to use a small number of degrees of
freedom and a reconstruction that fulfills the required regularity. This avoids building a
parallel discriminator network, making the models much simpler. The resulting shapelets
are not as constrained, but will have the desired regularity. Instead of the numerous free
parameters of a discriminator network in the case of Adversarial regularization, our only
parameters are the number of degrees of freedom and the interpolation method. Addition-
ally, the optimization process of learning the shapelets now applies to the reduced number
of degrees of freedom instead of the full-length shapelets, making it more efficient.
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3.1.1 Spline shapelet transform

We present the computation of the normalized shapelet metric with our spline inter-
polation and show that the normalization computation can be done efficiently without
reconstructing the full-length shapelets during training.

Section 2.1 defines shapelets and the shapelet transform. Recall that the formulation
of the normalized shapelets reads

d (T, S) = min
0≤i<M−N

√√√√N−1∑
j=0

(z (Ti+j ,Ti:i+N−1)− z (Sj ,S0:N−1))
2 (3.1)

with
z(X,X) =

X − µX
σX

(3.2)

with µX and σX the mean and standard deviation of X = {X0, ..., XN−1}.
We restrict the full-length continuous shapelets S to splines with n degrees of freedom.

There is a mapping C ∈ Rm×n with n < m from the coefficients Ŝ ∈ Rn of the basis
elements of the spline space to the discretized full-length shapelet S ∈ Rm.

S = CŜ (3.3)

for some interpolation matrix C ∈ Rm×n with n < m the number of degrees of freedom.
Theˆnotation is used for the spline weights of a given shapelet. The restriction of the
full-length time-series S to Ŝ is done using the left-inverse matrix D ∈ Rn×m with

DC = I (3.4)

D exists if and only if the rank of C is equal to its number of columns and less than its
number of rows. We do have n < m by definition of C. If the n splines are chosen to be
linearly independent we then have rank (C) = n and we are guaranteed the existence of
the left-inverse D.
Using this interpolation we now show the computation of the shapelet metric. We use

upper-case T and S for the full-length time-series and shapelets, and the lower-case t and
s for their normalized version.
Starting from equation 3.1 we have

d(T, S) = min
0≤i<M−N

√√√√n−1∑
j=0

t2i+j − 2
n−1∑
j=0

(ti+jsj) +
n−1∑
j=0

s2j (3.5)

d(T, S) = min
0≤i<M−N

√
n− 2ti:i+n−1Cŝ + n (3.6)

with ŝ = Ŝ−µS
σS

the coefficients for the normalized shapelet s.
Assuming we know the input T, i.e. the shapelet transform is the first layer of our

network, ti:i+n−1C can be computed before training and stored. Only the dot product
between vectors of size n is left to be computed.
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3.1 Spline shapelets formulation

The normalization of T can also be computed in advance. S needs to be normalized
during training, but the full reconstruction of S is not necessary to obtain µS and σS.

µS =
1TmS

m
=

1TmCs

m
(3.7)

σS =
STS− 2µs1

T
mS + µ2s

m
=

sTCTCs− 2µs1
T
mCs + µ2s

m
(3.8)

with
1TmC ∈ Rn CTC ∈ Rn×n

being pre-computed. The m by n matrix C and its left-inverse D do not need to be
stored.
As ti:i+n−1C can be stored and both µS and σS can be expressed without S, the shapelet

metric computation is independent from the shapelet length m during training.

3.1.2 Basis function

The properties desired for the shapelets such as periodicity or constraint derivatives (f ′′ =
0,...), can be set by the correct choice of basis elements. The full-length continuous
shapelet S, with n+ 1 degrees of freedom at positions {τ0, ..., τn} is given by

S (x) =
n∑
i=0

fi (x; τ0, ..., τn) (3.9)

The interpolation matrix C is computed by discretizing each fi into {fi (x0) , . . . ,
fi (xm)}.
For splines, we implemented the Gaussian radial basis function kernel, B-splines, natural

cubic splines, and natural periodic cubic splines, see figure 3.1. B-splines can be erratic at
the boundaries [125]. The boundaries have contributions from a single node which means,
with high degrees polynomials, the second, or higher order derivative can be large which
we observed on the shapelets. The natural cubic spline constrains the second and third
derivative to zero to address this issue. The Gaussian kernel does not have a compact
support which for a small number of degrees of freedom results in small oscillations. As
shown in figure 3.1 the Gaussian kernels cannot reproduce the f (x) = 1 function and
only converges to it with the number of nodes going to infinity. For these reasons, we
preferred the natural cubic spline over the Gaussian functions although they performed
similarly on our tests. Finally, the natural periodic spline was implemented to illustrate
the various properties that can be enforced, but not used on real data as periodicity is
not required on our datasets.

3.1.3 Benchmark

To evaluate the new formulation of the shapelets we compare the standard shapelets to
our spline-shapelets on the UCR 2018 benchmark [126]. We are particularly interested in
the shape of the shapelets learned with both methods and whether or not they correspond
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Figure 3.1: Basis functions on an evenly spaced grid with 6 degrees of freedom (DoF).
The solid bold black line is the sum of the basis functions. For the Gaussian
kernels σ = DoF+1

12 . B-splines are of the 3rd order. All basis except for the
Gaussians can represent the constant function f (x) = 1.
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3.1 Spline shapelets formulation

to the shapelets obtained by [49, 123]. We hypothesize that the shapelets learned on a
reduced number of degrees of freedom perform similarly to the full shapelets, while resem-
bling the data better, assuming the spline and degrees of freedom are chosen correctly.

UCR 2018 datasets

The UCR 2018 benchmark is widely used for testing time series classification (TSC) algo-
rithms. It combines time-series from different domains such as spectrographs, electrocar-
diographs (ECG), or motion sensors. Some sets include varying length time series, which
are padded with NaNs (not a number). We replaced them with zeros. The benchmark is
made of 128 datasets and it is recommended to use all of them to avoid cherry-picking.
With our methodology, only datasets with at least one class with more than 2 examples in
the training set could be used. We, therefore, excluded Fungi, which has only 1 example
for each of the 18 classes, and PigAirwayPressure, PigArtPressure, and PigCVP as the
three of them only have 2 examples per class. Two datasets are excluded because of their
length namely HandOutlines with a thousand training samples of length 2709 and the
StarLightCurves dataset with a thousand training samples and 8236 testing samples of
length 1024. Our models are applied to the resulting 122 out of the 128 datasets.
For this evaluation the neural networks are kept very simple: a first layer of shapelet

transform with two different lengths, followed by the dense output layer. Similarly to the
models used in ref. [49, 123], for the classifier model. All neural networks in this thesis
are implemented with TensorFlow [127].

Hyper-parameter search

We use Gaussian processes to optimize the number of degrees of freedom, the length of
the shapelets, and the learning rate.
The degrees of freedom are limited to the range [3, 8] for all datasets. We arbitrarily

chose this range without prior knowledge of the datasets.
In the search space, the two shapelet lengths have symmetrical effects. A network with

shapelets length (s1, s2) is equal to the network with lengths (s2, s1). To avoid wasting half
the resources searching the square of possible shapelet lengths, we project it to a triangle
[128] such that s2 ≤ s1 while keeping a distribution close to uniform in the triangle. The
lengths are calculated as a fraction of the time series in the range [0.1, 0.7]. The search
space for the learning rate l is [−5, 0] and the learning rate is then set as 10l.
During the hyper-parameter search, the models are trained for 1000 epochs, with early

stopping if no improvement was made in the last 100 epochs. The batch size is set to 8
for all datasets.
The hyper-parameter search initialization uses 30 evaluations with a quasi-random

scrambled Sobol sequence. The search is limited to ten hours or 60 total evaluations
with a minimum of 3 hours of run-time. The smaller datasets will do many more evalua-
tions than 60 in the 3 hours. Some data sets will reach 60 evaluations between 3 and 10
hours, while the largest datasets will be interrupted at 10 hours with a small number of
evaluations. We considered it a reasonable trade-off given the task.
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3 Spline shapelets and similarities with normalized convolutions

Results

In table 3.1 we report on the performance of our model with plain shapelets, i.e. a number
of degrees of freedom equal to the length of the shapelet, and our spline-shapelet. The
splines used for the benchmark are the natural cubic splines. For context, we include
the accuracy of eight models from the review of deep learning time-series classification
algorithms [129]. On average the plain shapelets have a rank of 4.79 and the spline
shapelets 5.13. The plain shapelets model places first in 12 of the benchmarks and the
spline shapelets in 11 of the benchmarks.
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3 Spline shapelets and similarities with normalized convolutions
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3.1 Spline shapelets formulation
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3 Spline shapelets and similarities with normalized convolutions
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3 Spline shapelets and similarities with normalized convolutions

12345678910

9.6639tlenet
6.8319mcdcnn
6.1555twiesn
5.8782cnn
5.4916mlp 5.3235encoder

5.0126Spline-shapelets
4.6513Plain-shapelets
3.3277fcn
2.6639resnet

Accuracy

Figure 3.2: Critical difference diagram with Wilcoxon-Holm post-hoc analysis. Horizontal
connections indicate models that are not statistically different. We can see that
the shapelet models place third and fourth, and are not statistically different
on the UCR 2018 benchmark. For this diagram, the six missing datasets for
the shapelet models are excluded.

Critical difference diagram

The critical difference diagram withWilcoxon-Holm post-hoc analysis is given in figure 3.2.
It uses a model pair-wise comparison of ranks to determine models with significant

differences. The clusters represented by horizontal connections between models repre-
sent models that are not statistically different from one another. As we can see the
Plain-shapelets model and Spline-shapelets models are not statistically different in our
benchmark. This validates our hypothesis that our splines with a restricted number of
degrees of freedom do not significantly change the performance of the model if the correct
number of degrees of freedom is used. The correct number of degrees of freedom is in-
trinsically linked to the dataset and task. We, therefore, include it as a hyper-parameter
that is optimized for each dataset individually.

Shapelets analysis

To visualize the shapelets we follow the method used by [49, 123]. They employ the
gradient-class activation map (Grad-CAM) [130] to display the most important shapelet
per time series. The most important shapelet is the one with the highest explanatory
capacity regarding the classification. This shapelet has the highest gradient for the correct
classification of the example at hand.
The class activation map uses a linear model after the last convolutional layers of a

neural network. The importance of one of the feature maps is given by the scale of
the weights in the linear transformation with large weights associated with an important
feature map.
Grad-CAM generalizes the class activation map to any architecture following the last

convolutional layers. The importance αck of the feature map k to the classification c is
defined as the average pooled partial derivative of the class output, with respect to the
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3.1 Spline shapelets formulation

features map pixels.

αck =
1

nm

n−1∑
i=0

m−1∑
j=0

∂yc

∂F kij
(3.10)

In our case with 1D time-series and the shapelet metric with a global softmax, the
feature F k is a scalar. Therefore the index ic of the most important shapelet to the
prediction class c is given by equation 3.11.

ic = arg max
k

∂yc

∂F k
(3.11)

The location of the shapelet in the time series is given by the location of the minimum in
the shapelet transform formula.
The partial derivative is computed using the automatic differentiation of TensorFlow.

As the gradient depends on the input, the importance is calculated per input time-series.
For a good overview of the impact of the splines, we look at 4 datasets. A first dataset

on which both shapelet methods perform well. Two sets where only one of our two models
performs well. Lastly, a dataset on which none of the shapelet models perform well.
On the first dataset, GestureMidAirD3, the plain shapelets ranked second out of the

10 methods and the spline shapelets ranked first. There are some slight differences in the
learned shapelets, but both captured the data’s smoothness appropriately, see figure 3.3.
On the second dataset, BeetleFly, the plain shapelets ranked last out of the 10 methods,

while the spline shapelets ranked first. In this case, the plain shapelets did not converge to
shapelets resembling the data at all as shown in figure 3.4. The difference is remarkable.
The spline shapelets accurately capture the sharpness of the local extremums in the time
series.
On the third dataset, Meat, the plain shapelets ranked first, while the spline shapelets

ranked fifth. The shapelets learned by the plain shapelet method are much longer than
the shapelets from the spline shapelet method, see figure 3.5. At the same length, the
restricted number of degrees of freedom would constrain the smoothness too much given
the data it is trying to match. It illustrates the importance of learning the appropriate
smoothness to produce shapelets with the correct basis.
Lastly, we show a case where both methods performed poorly. On the Yoga dataset, the

plain shapelets ranked eighth and the spline shapelets ninth. It seems that both methods
simply were not able to do correct classifications even though their shapelets are arguably
not far from the data as shown in figure 3.6. The normalized shapelets could simply not
be suited to this dataset.
We showed that unconstrained shapelets do not match the original data as well as

our spline shapelets if the spline type and degrees of freedom are chosen correctly. The
performance difference of the models is not significant, as seen with the critical difference
diagram, and both perform quite well compared to state-of-the-art architectures.
Compared to the adversarial regularization introduced by [49, 123], although our con-

straint is not as strong, we obtain relatively smooth shapelets at no cost. The only
parameter to tune is the number of degrees of freedom. Depending on the user’s knowl-
edge of the data, it could also simply be set and not searched. With degrees of freedom
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3 Spline shapelets and similarities with normalized convolutions

No spline NC-spline
GestureMidAirD3: 3 DoF, normalized shapelets and inputs

No spline NC-spline
GestureMidAirD3: 3 DoF, normalized shapelets and inputs

Figure 3.3: Comparison of the most discriminative shapelet (black) on two samples be-
longing to different classes from the GestureMidAirD3 dataset. The non-
constrained shapelet model is on the left and our shapelet model constructed
with natural cubic splines on the right.
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3.1 Spline shapelets formulation

No spline NC-spline
BeetleFly: 0 DoF, normalized shapelets and inputs

No spline NC-spline
BeetleFly: 0 DoF, normalized shapelets and inputs

Figure 3.4: Comparison of the most discriminative shapelet (black) on two samples be-
longing to different classes from the BeetleFly dataset. The non-constrained
shapelets are on the left and our shapelets constructed with natural cubic
splines on the right.
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3 Spline shapelets and similarities with normalized convolutions

No spline NC-spline
Meat: 0 DoF, normalized shapelets and inputs

No spline NC-spline
Meat: 0 DoF, normalized shapelets and inputs

Figure 3.5: Comparison of the most discriminative shapelet (black) on two samples belong-
ing to different classes from the Meat dataset. The non-constrained shapelets
are on the left and our shapelets constructed with natural cubic splines on the
right.
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3.1 Spline shapelets formulation

No spline NC-spline
Yoga: 0 DoF, normalized shapelets and inputs

No spline NC-spline
Yoga: 0 DoF, normalized shapelets and inputs

Figure 3.6: Comparison of the most discriminative shapelet (black) on two samples belong-
ing to different classes from the Yoga dataset. The non-constrained shapelets
are on the left and our shapelets constructed with natural cubic splines on the
right.
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3 Spline shapelets and similarities with normalized convolutions

much smaller than the length of the shapelet, our method even speeds up the training.
The speed-up is due to pre-computation reducing the data from the original space to
the spline knots. It is only valid if the shapelet transform is the first layer of the neural
network. This restriction is not problematic as to our knowledge shapelets have only been
used as first layers.

3.2 Convolutions and Sharpened Cosine Similarity

To finish this chapter we want to address the similarity and differences between shapelets,
convolutional layers, and the sharpened cosine similarity. Convolutions [131] improve
on the fully connected layer by processing local information which makes them much
more efficient on data where data location matters as in pictures, or time series. As our
work is focused on time-series and to simplify notations we will only use 1-dimensional
convolutions in the following.

3.2.1 Convolutional layer

The convolutions for neural networks convolve the input with a trainable filter producing
a feature map as follows

yi = ReLU
(
wTxi−n:i+n + b

)
(3.12)

for a single filter w and bias b. xi−n:i+n is the local patch from the input of length 2n+ 1.
The same w is applied to each position i. The activation function, ReLU in this case adds
non-linearity to the filter.
A pooling operation is used to reduce the resolution of the feature map and make

the convolution shift invariant. The pooling operations commonly used are maximum
or average pooling. Again, this operation is local with the pooling applied to individual
patches.

pj =
1

2m+ 1

j+m∑
i=j−m

yi (3.13)

for an average pooling of width 2m + 1 over the feature map y. Less commonly used is
the global maximum pooling, a maximum pooling over the entire feature map.
For convolutional layers, both the filter and pooling sizes are relatively small with

the most common sizes being 3 and 5. Larger receptive fields are achieved by stacking
convolutional layers.

3.2.2 Sharpened cosine similarity

In ref. [132] the authors replace the dot product of convolutional layers with the cosine
similarity

y =
wTx

|w| |x|
(3.14)
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3.2 Convolutions and Sharpened Cosine Similarity

The cosine similarity introduces the normalization by the scale of both the weight vector
w and the input x. Further work investigated the use of the cosine similarity for few-shot
learning [133] and zero-shot learning [134]. Ref. [135] introduces the sharpened cosine
similarity

y = sign
(
wTx

)( wTx

(|w|+ q) (|x|+ q)

)p
(3.15)

which introduces the sign
(
wTx

)
to preserve the sign of the cosine transform, as well as

the trainable coefficients p and q.

The parallel development of the normalized shapelets and the sharpened cosine simi-
larity shows the need for robust and transferable models for complex applications such as
zero-shot, few-shots, and transfer learning.
All three methods, convolutions, sharpened cosine similarity, and shapelets identify local

features by sliding a kernel over the data. They use pooling methods to reduce the scale
of the feature map and implement different normalization schemes. If one standardizes
the convolution layer operation we obtain(

wT − µw
)

(x− µx)

σwσx
(3.16)

which is to an affine transformation and a square root equal to the normalized shapelet
operation √

(n− 2ts + n) (3.17)

from equation 3.6 as t and s are also standardized. The indices are ignored for simplicity.
The cosine similarity brings both w and x to unit vectors while standardization makes

them 0 mean and standard deviation 1. The shapelets are traditionally longer than the
kernels of convolutional layers or cosine similarity. Shapelets are supposed to capture
the discriminative features from the input data in their entirety while the convolution
layers stack multiple layers with small kernels to capture larger features through the
combination of the layers. The resulting networks with many layers are referred to as
deep neural networks. Tuning the number of layers is the equivalent of tuning the length
of the shapelets.
The shapelets used in this work are therefore very similar to traditional convolutional

layers except for the length of the kernels and the normalization. The normalized shapelets
use a different normalization as the sharpened cosine similarity but both attempt to
increase the feature extraction generalization.
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4 Disruption prediction on JET data in
its carbon wall configuration

The first work for this thesis focused on the application of shapelet-based neural networks
to disruption prediction, targeting early signs of disruptions for prevention. We compared
the predictive capacity of the shapelets to different state-of-the-art methods from the liter-
ature. We chose two models. A first model with already a lot of research and optimization
[109, 110, 136–139], albeit for the slightly different task of disruption prediction up to 10
milliseconds before the disruption. This system was built to detect as many disruptions
as possible, without the goal to detect early instabilities. The second model represents a
more modern approach making use of state-of-the-art neural networks[111]. We selected
those two architectures because they both proved to be effective at their tasks, and are
very different. This allows for a good comparison to our models.
A difficulty with any disruption study is the complexity and time-consuming task of

data labeling. It takes experts a substantial amount of time to identify the different events
that lead to a disruption. We, therefore, relied on the work of Peter de Vries [88] who
manually analyzed over two thousand disruptions at JET. The choice of tokamak and time
period is restricted to the experiments present in ref. [88]. The data used for this study
comes from the Joint European Torus (JET) tokamak in its carbon-wall configuration.

4.1 Disruption prediction and disruption type identification

The prediction of incoming disruptions has been investigated at different tokamaks. As
there can be large differences between tokamaks, predictors are not easily applied to
different machines. This is why most research effort has been conducted using distinct
datasets, making comparison difficult. We now briefly describe a few of the methods that
have been explored.
The Advanced Predictor Of DISruption (APODIS) [109, 110] system is developed at

JET. It uses support-vector machines (SVM) on specifically designed features. It per-
forms very well for short-time predictions and its architecture allows it to be extremely
fast, which is a necessary condition for real-time predictions. The APODIS predictions
are available in the JET database but they are not currently actively used to interrupt
discharges. One of our models implemented for comparison is based on the APODIS
architecture. We describe it in further detail in section 4.3.1.
Ref. [140], also developed at JET, uses Generative Topographic Mapping (GTM) to

cluster the time-slices. It then identifies the region with stable plasma conditions, dis-
ruptive ones, or different types of disruptions. This mapping can be used to project
new discharges and the type of the closest nodes are used to classify the new data. A
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4 Disruption prediction on JET data in its carbon wall configuration

2-dimensional projection is used which limits the model’s performance but allows for ex-
cellent visualization of the clusters and projections. To obtain predictions of the levels of
the less interpretable APODIS model, this GTM-based approach uses a quite long asser-
tion time of around 200 milliseconds, a detection threshold that depends on the time, and
adds a threshold based on the locked-mode signal.
Trees and random forests have been used at the Alcator C-Mod, DIII-D, and EAST

tokamaks [113, 141–143]. These studies present an extensive analysis of the results be-
tween the different machines.
Although neural networks have seen a rise in popularity in recent years, disruption

prediction models using multi-layer perceptrons were some of the first machine-learning
models used for disruption predictions [144, 145]. The early 2000s did not have the
resources available today and recent work showed impressive results using deep recurrent
neural networks on enormous datasets [111, 146].
In parallel with these efforts on disruption prediction, the question of disruption type

identification was addressed. Knowing that a plasma will disrupt is required to protect
the machine but does not allow to recover the plasma, or take specific actions other than
stopping the experiment. The identification of the disruption types brings insight into the
predictions, can help the post-discharge analysis, and could be used to recover the plasma
through targeted actions instead of stopping the experiment.
Generative Topographic Mapping has also been used for this purpose, see ref. [95, 147].

Since the clusters are identified in an unsupervised manner, the disruption types can
easily be included by simply labeling the training time-slices. This work makes use of the
classes identified by ref. [88]. Similarly, using the geodesic distance on Gaussian manifolds,
ref. [148] predicts disruption types at JET with 85% accuracy compared to the manual
classification from ref. [88]. An important difference to note between these works and
ours is the inclusion of the disruption type classification into the disruption prediction
model. The disruption type identification models proposed in the literature often rely on
a secondary model to first detect disruptive time-slices.

4.2 Dataset

The main dataset in this chapter pre-dates the installation of the tungsten ITER-like wall
(ILW). The vast majority of the discharges classified by ref. [88] come from the years 2000
to 2008. The dataset contains a chain of events for each disruption. Those events are
ordered but do not have timestamps. From unintentional discharges, i.e. not triggered by
the experimentalists, we selected those starting from one of the eight most common root
causes: edge localized modes (ELM), Greenwald limit (GWL), internal transport barrier
(ITB), low density (and low q) (LON), Edge q close to rational (> 2) (QED), negative
central magnetic shear (MSH), MHD, and neoclassical tearing mode (NTM). As we do
not have timestamps and therefore do not know when the root cause started and ended
we decided to label the discharges by their last event, as shown in table 4.1.
This results in ten labels namely the vertical displacement event (VDE), mode locking

(ML), radiative collapse (RC), general n = 1, 2 MHD instability (MHD), internal kink
mode (KNK), low-q or q95 ∼ 2 (LOQ), Multifaceted Asymmetric Radiation From the
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4.2 Dataset

Discharge Chain of event Selected Assigned
label

58167 ITB → PRP → KNK Yes KNK
58172 ITB → PRP → MHD Yes MHD
59426 NTM → VST → VDE Yes VDE
61167 NTM → ROT → ML Yes ML
62513 ELM → MHD → ML Yes ML
61636 HUM → LON → ML No -

Table 4.1: Example of the data selection process and label assignment for different dis-
charges at JET. Discharges are first selected according to their root cause. The
8 most common root causes between 2000 and 2008 were used: ELM, GWL,
ITB, LON, QED, MSH, MHD, and NTM. The label assigned is then the last
event identified before the disruption. HUM is the label for the human error
event. For the other events not specified and for the full description of the
chain of events please refer to ref. [88].

Class Train Validation Test
safe 20 90 90
VDE 9 3 4
ML 43 15 15
RC 9 3 4
MHD 5 2 2
KNK 16 6 6
LOQ 4 2 2
other 2 2 2

Table 4.2: Number of discharges per label for the train, validation and test split. Other
includes the following types: MAR, WAL, NTM, RCY.

Edge - MARFE (MAR), plasma too close to the wall (WAL), Neo-classical tearing mode
(NTM), and high recycling (RCY). We will use a train, validation, and test split for the
training and evaluation of the different models which means that at least three discharges
per label are required. Four labels did not meet this requirement: MAR, WAL, NTM,
and RCY. Instead of removing them, we aggregated the discharges under a single other
label. It will make the classification harder but such a situation can arise when building
models for ITER.
The data is split into three subsets. The models train on the train set, the hyperpa-

rameters are tuned using the validation set and the performance of the trained models is
evaluated on the test set. The number of discharges per set is listed in table 4.2.

4.2.1 Time to disruption

Correctly identifying the start of the unstable phase preceding a disruption is another
difficult task that illustrates the complexity of disruption prediction. Although the dis-
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4 Disruption prediction on JET data in its carbon wall configuration

ruption time can be defined with a certain change of current, Td = 5 MA/s at JET, the
start of the unstable phase does not have such a definition. We list a few approximate
criteria from the literature. Ref. [109] defines as unstable the last 90 ms before the disrup-
tion time Td. The authors exclude all time-slices belonging to [Td − 1000, Td − 90] from
the training set, and uses the time-slices prior to Td − 1000 as stable. Safely terminated
discharges are also used for stable samples.
Ref. [95] uses the last 210 ms of disruptive discharges for the unstable phase. In contrast

to these small time windows close to Td, [111, 146] uses the last 10 s of disruptive discharges
as unstable. Using such a long time window is only made possible by the large amount of
data used by the authors. To place these time scales into context a single discharge lasts
from a few seconds, up to twenty seconds at JET, and the thermal quench and current
quench are of the orders of milliseconds and tenths of milliseconds respectively. Ref. [149]
provides details on the timescale and energy losses in disruptions at JET.
Ref. [150] developed a method for automatic detection of the start of the unstable

phase using statistical indicators. It is a promising approach but we found that on our
data there is still a threshold to be optimized for each discharge individually instead of
on the global dataset. The original method used signals that are not available on our
discharges, for example peaking factors computed from newer bolometer cameras [83],
therefore our unsuccessful experience might be related to the discrepancy in signals.
For our prevention task an earlier disruption time T̃d is manually selected for all dis-

charges which is at least 17 ms earlier than Td and on average 123 ms. the previous two
seconds from T̃d are considered unstable. Up to T̃d − 2 s all time-slices are considered
stable.

4.2.2 Signals

Today’s tokamaks, as experimental devices, have tens to hundreds of diagnostics [151].
The plasma state is observed through the various signals coming from the many diagnostics
varying in accuracy, frequency, localization, and so on. Not every diagnostic is useful for
every task, hence the first step of any data-driven approach in fusion is to select the
appropriate diagnostics.
The signals for this dataset were selected with a few requirements. They had to be

close to the signals used by other work in the literature, such as the signals from APODIS
see ref. [109, 110]. We made sure the signals were available both at JET and ASDEX-
Upgrade, to prepare for potential follow-up work on a cross-tokamak application. Ideally,
the signals would be accessible in real-time to give a good overview of the capabilities of
the models for a live application in a tokamak.
At our stage of research and development, it is not of first importance to have real-time

signals as we are not investigating if our models can be applied in a live environment,
but whether or not the method works. Also, having post-experiment analysis tools is
a must to prepare for future discharges and design future tokamaks. Therefore a good
interpretable disruption prediction model can be useful even if it does not only make use
of real-time diagnostics.
We selected seven signals: plasma current, locked mode activity, safety factor q95,

plasma inductance, height of magnetic axis, core-line integrated density, and normalized
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beta. The only signal we did not mention yet or is not necessarily understandable from
the name outside the field of fusion is the normalized beta.
β is a measure of the plasma performance, see equation 4.2.2, defined as the ratio of

the mean plasma pressure 〈p〉 and the magnetic pressure B2

2µ0
where B is the mean total

magnetic field strength and µ0 the magnetic permeability in a vacuum.

β =
〈p〉

B2/ (2µ0)
(4.1)

The normalized beta βN , see equation 4.2.2, is normalized with the minor radius a, the
toroidal magnetic field BT , and the plasma current Ip.

βN = β
aBT
Ip

(4.2)

It is used to define how close the plasma is to physical limits as the Greenwald density
limit [152] or magneto-hydrodynamic instabilities [93].
As some signals exhibit different behaviors during ramp-up and ramp-down compared

to the flat-top phase, and disruption prediction is mainly focused on the flat-top phase
we excluded the ramp-up and ramp-down on each discharge.
The signals are uniformly re-sampled with a 500Hz sampling frequency as it matches

the cycle frequency of the JET real-time network (ATM) [153]. The resampling is causal
meaning that the new value si of a signal at time ti is computed using the previous values
{s0, ...si} and not values from later time-steps. In this way, we are not leaking information
from the future to current time-steps.
The data is standardized with mean 0 and standard deviation 1 using the training

set. The mean and standard deviation of the validation and test set are scaled using the
training set’s values.

4.2.3 Problem formulation

We formulate the classification problem as a sequence-to-sequence problem. For each
vector xit ∈ R7 of discharge i at time-step t, we want to assign a discrete label yit ∈ Y with
the sample space Y = {safe, disruptive} (or Y = {safe,VDE,ML,RC,MHD,KNK,LOQ,
other}). The labels are first one-hot encoded, turning a discrete target yit into a vector
ẑit ∈ {0, 1}

2 (or ẑit ∈ {0, 1}
8). ẑit is the probability of each label with their sum being

equal to one. The discrete probabilities are then smoothed as described in section 2.2.13
resulting in the continuous target probabilities zit ∈ [0, 1]. The three models trained for
this study approximate f ∈ C

(
Rin,Rout) such that f(xit) = zit. Rin will be described

for each model individually. Rout is either R2 or R8 for the binary and multi-class case
respectively.

4.2.4 histogram

In order to observe the 7-dimensional data and compare the different classes, we start by
looking at the one-dimensional histograms. Figure 4.1 displays the histogram of the 7
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4 Disruption prediction on JET data in its carbon wall configuration

signals split between the safe time-slices in blue, and disruptive time-slices in red.
The top and bottom 1% of the data have been discarded to build the histograms. The

data is made of over 90% of safe time-slices we, therefore, displayed the density of the
histograms to enhance visualization.
As we can see from the 6 signals, excluding the locked mode amplitude, the values taken

by both classes are almost the same, albeit with a different, but non-zero, probability.
The locked mode is slightly different. Around 0.0004T the density of the safe time-slices

in blue becomes extremely small and goes to 0 for higher values, while the density for
disruptive samples remains between 0.2 and 0.3%. But the majority of the values from
the disruptive time-slices still have a similar distribution to the stable time-slices.
It is well known that the locked-mode amplitude can be used very effectively to predict

disruptions with a small warning time[154, 155]. As discussed in section 2.4.1 the vast
majority of disruptions at JET end with a locked mode. Since this is the last event before
disruption and we consider the last two seconds of a disruptive discharge as unstable, the
histogram matches the expectations. The data from the first 1.5-1.9 seconds of these sig-
nals are still in the range of stable operations, although other instabilities might already
have appeared. Only a few time-slices, the last ones, do not follow the stable distribu-
tion. As we are interested in earlier signs of incoming disruptions, we included a wider
time window as the disruptive region than the time window for which the locked mode
amplitude becomes larger.
Figure 4.1 shows a trend with higher normalized β and lower plasma internal inductance

Li being linked to more disruptive than safe discharges. Again, this holds proportionally
to the safe discharges but cannot be used alone to identify disruptions.

4.2.5 t-SNE

We explained the complexity of the event classification in chapter 2 section 2.4.1 and
the visualization of the histograms in section 4.2.4 for the binary safe-disruptive splits
illustrated it showing no clear separation.
Ref. [112] used the t-SNE[156] algorithm to demonstrate the importance of the time

component for disruption prediction. By comparing the t-SNE visualization on single
time-slices with the t-SNE plot of samples concatenating multiple time-slices, the authors
showed the clusters appear significantly clearer in the latter case.
To get a sense of the multi-class classification results we can expect, we used t-SNE

visualization in the same way, i.e. concatenating multiple time-slices for each sample
point. The goal is to use an unsupervised method to reveal clusters in our data.
With 7 signals, a single point is represented by a vector of size N ∗ 7, aggregating N

time-slices. We add a stride parameter s. Our vector contains N individual timestamps,
spaced by s milliseconds. This drastically reduces the computational cost of t-SNE.
Coloring is done a posteriori.
Figure 4.2 shows the t-SNE plot of all classes. We identify roughly 4 clusters. The top

right corner contains almost exclusively safe samples. Below it, to the right, we can find
a cluster of disruptive time-slices made of ML, LOQ, RC, and other. At the bottom is
a cluster with a very high proportion of KNK disruptive samples. Lastly in the upper
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Figure 4.1: Density histograms of the seven signals from the carbon dataset. The stable
samples are shown in blue while the disruptive samples are in red. Disruptive
samples are from the last two seconds of a disruptive discharge.
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4 Disruption prediction on JET data in its carbon wall configuration

half, from the center towards the left, we find a mix of almost all classes both safe and
disruptive except KNK.
In comparison with the 1-dimensional histogram, we do find patterns, validating the

fact that a data-based approach is appropriate and that multiple signals discriminate
better. But the different classes are strongly entangled.
Since we are visualizing all classes at the same time and managed to isolate some

clusters, we next display the t-SNE plots of fewer classes.
In figure 4.3 we display the result of the t-SNE visualization using a subset of the

classes. We see clearly that the locked-mode class (ML) is present around most other
types of disruptions. The mixing of the classes shows the difficulty of the task at hand.
Two similar disruptions might share labels but the single label assigned to them does not
reflect it. This is obviously a flaw and emphasizes the importance of having good labeled
data in the fusion community to build robust data-based models.

4.3 Models

Most disruption prediction studies involving machine learning use different datasets there-
fore their performance metrics cannot be directly compared. For a fair comparison of the
different architectures on the task we defined, built, and trained on our data two other
models named A-SVM and LSTM, with similar architectures as ones in the literature.

4.3.1 A-SVM: APODIS-replica, stacked Support-Vector Machine

The first model we use for comparison is based on APODIS [109, 110]. Its purpose is to
protect the machine from damages and therefore predict disruptions with enough time
for mitigation actions to take place. At JET the minimum time necessary for mitigation
actions is defined as 10 ms. The model is aimed at real-time application which requires a
prediction time under 2 milliseconds. It makes use of SVMs, and the input features were
hand-designed, combining expert knowledge with machine learning. Ref. [136] compared
two feature extraction methods: one using all time-slices of 30 milliseconds windows,
the second extracting a feature based on the frequency domain for each 30 milliseconds
window. They report very close performances between the two methods with slightly
better results for the frequency domain feature. Following this work, APODIS combined
both methods with a slight change using the mean of the signals instead of their raw
values for the first feature. For the first method, APODIS computes the mean of the time
window instead of concatenating all values. The size of the time window was also changed
to 32 milliseconds.
The input is a selection of diagnostics available in real-time, which are further processed

to extract the previously mentioned features from the time-series. SVMs being not suited
to handle time sequences, the time component of the data is included in the feature
processing. Each data point is constructed from a 32 milliseconds time window and the
input consists of three consecutive 32 milliseconds windows: (µ0:32, σ0:32), (µ32:64, σ32:64),
and (µ64:96, σ64:96). Each time window is passed through a separate SVM. The output
classification of the three SVMs is passed on to a fourth SVM which outputs the final
classification.
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safe
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MHD

KNK
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other

Figure 4.2: t-SNE plot of the JET carbon dataset. Each sample is a 10 × 7 dimensional
point combining 10 time-slices with a stride of 20 milliseconds. The safe class
is sub-sampled by a factor of 100 resulting in 18957 samples. All disruption
classes are sub-sampled by a factor of 10 resulting in 13466 samples. The
t-SNE algorithm is run with 1500 iterations, perplexity set to 1012, and 250
iterations of early exaggeration. The coloring of the samples is down a poste-
riori.

69



4 Disruption prediction on JET data in its carbon wall configuration
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Figure 4.3: t-SNE plot of the JET carbon dataset for hierarchical subsets of the classes.
Each sample is a 10 × 7 dimensional point combining 10 time-slices with a
stride of 20 milliseconds. The coloring of the samples is down a posteriori.
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Figure 4.4: Model architecture of A-SVM (left) and LSTM (right). The layer in green can
be repeated. The number of repetitions is defined by a hyper-parameter.

A-SVM is implemented using Scikit-learn [157].

4.3.2 LSTM: A classic neural network architecture for time series

As a second model for our benchmark, we implemented a standard LSTM network. Re-
cently, attention networks [158] have surpassed LSTMs, but they remain a prominent
architecture for time series. Ref. [111] used an LSTM network to do binary classification
on the biggest dataset ever used in the field. They detail their efficient use of powerful
computing clusters to train the models on close to 9000 discharges.
Our model is made of a first layer of LSTM cells, followed by a fully connected layer.

Finally, another dense layer gives the prediction. The architecture replicates the one used
by ref. [111] in its simpler version. Their bigger model used convolution filters to process
1-dimensional signals when available. As for some of their data, the discharges from our
period, 2000 to 2008, did not have the specific 1-dimensional profiles.
The LSTM network makes use of dropouts, weight regularization, and label smoothing.

The loss function is set to the focal loss. The model is trained using back-propagation
[22] and the ADAM optimizer [159].
A common issue with LSTMs is that the internal states can need a few iterations to

get set, it needs a "warm-up" time. Values can be fed to the network before the first
prediction. We opted for another solution. The first 10 timesteps are ignored. It does not
put the LSTM model at a disadvantage compared to the other two models since they too
cannot produce predictions on the first few time-slices.

4.3.3 SHP-MLP: Shapelet-based multi-layer perceptron

Our model combines a shapelet transform layer with pruning and a simple multi-layer
perceptron. Three blocks of 30 shapelets per input signal compose the first layer of the
model. Each block has a different size to capture different event sizes in the signals. The
lengths used are 30, 60, and 120 milliseconds. The vector of all shapelet distances is
concatenated to the mean of the input signal. It is followed by a batch normalization
layer. We add a pruning layer, allowing for a selection of the shapelets during training
by reducing the weights connecting to the less important shapelets to zero. One fully
connected layer and a dense output layer finalize the model.
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parameter range
Safe under-sampling [0.05, 1.0]
VDE over-sampling [1, 5]
ML over-sampling [1, 3]
RC over-sampling [1, 5]
MHD over-sampling [1, 5]
KNK over-sampling [1, 5]
LOQ over-sampling [1, 5]
Other over-sampling [1, 5]
γ1 [10−6, 106]
C1 [10−6, 106]
γ2 [10−6, 106]
C2 [10−6, 106]
safe sub-sampling [0.15, 0.85]
label smoothing [0, 0.35]
time smoothing [0, 30]

Table 4.3: Hyper-parameters for the A-SVM model. The first layer of support-vector ma-
chines share the coefficients γ1 and C1, while γ2 and C2 are the coefficients
of the last aggregating support-vector machine. The over-/under-sampling pa-
rameters are applied to discharges. The safe sub-sampling applies to individual
slices including the safe time-slices of discharges that ultimately disrupt.

parameter range
Safe under-sampling [0.05, 1.0]
VDE over-sampling [1, 5]
ML over-sampling [1, 3]
RC over-sampling [1, 5]
MHD over-sampling [1, 5]
KNK over-sampling [1, 5]
LOQ over-sampling [1, 5]
Other over-sampling [1, 5]
number of LSTM cells [16, 256]
number of dense layers [1, 2]
number of dense units [32, 256]
learning rate [10−3, 100.4]
label smoothing [0, 0.35]
time smoothing [0, 30]

Table 4.4: Hyper-parameters for the LSTM model. For the parameters defined as 10x the
parameter search is done in log-space, i.e. on the exponent.
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Figure 4.5: Model architecture of our SHP model. The red layer is optional depending on
whether the model uses the mean of the signals as input or not.

The input of our SHP-MLP model is a slice of 128 milliseconds. The 128 milliseconds
are analyzed by the shapelets and the model returns a single prediction corresponding to
the last timestamp of the 128 milliseconds sequence.
SHP-MLP makes use of dropouts, weight regularization, pruning, and label smoothing.

As with the LSTM model, the loss function is set to the focal loss. The model is also
trained using back-propagation and the ADAM optimizer.

4.4 Results

The results are split into three sections. First, we present the results for the binary
classification task. For this task, the models are either trained directly on the binary
dataset or trained on the multi-class data and evaluated on the binary task. We then
show the results on the multi-class task, where only models trained on multi-class data
apply. Finally, to better understand the predictive differences, these two sections are
followed by an ablation study.

4.4.1 Binary classification

In this section, we report on the predictive results for the binary prediction task. The
models are trained in a supervised manner, with a prediction label for each time-slice, but
the predictions shown here are per discharge. Assuming a safe-disruption classifier is used
to trigger either a safe shut-down of the machine or disruption mitigation mechanisms,
as soon as one time-slice is classified as disruptive the experiment will be interrupted.
Meaning that a discharge can be:

1. Successful and terminate properly (true negative)

2. Successful but interrupted (false positive)

3. Disruptive and interrupted (true positive)

4. Disruptive and not interrupted (false negative)

The orders of magnitude are 106 data points, from 102 individual discharges.
The results are shown in table 4.6. The models with suffix binary are trained on binary

data, while the models without suffixes are trained using multi-class labels.
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parameter range
Safe [0.05, 1.0]
VDE [1, 5]
ML [1, 3]
RC [1, 5]
MHD [1, 5]
KNK [1, 5]
LOQ [1, 5]
Other [1, 5]
number of shapelets [2, 30]
shapelet stride [1, 5]
degrees of freedom [3, 15]
soft-min α [10−15, 10−2]
dense units [32, 512]
kernel regularizer [10−8, 100.2]
activity regularizer [10−8, 100.2]
sparsity [0.8, 0.99]
epochs [20, 60]
learning rate [10−3, 100.4]
label smoothing [0, 0.35]
time smoothing [0, 30]

Table 4.5: Hyper-parameter list for our shapelet model SHP. See table 4.3 for parameter
description. Soft-min α refers to the soft-min parameter α used in the dif-
ferentiable shapelets [47]. Kernel regularization and activity regularization is
applied to the dense layers. Sparsity defines the percent of shapelets pruned
at the last epoch. The sparsity at intermediate epochs is linearly interpolated
from 0 at the start. For all parameters defined as 10x, the parameter search is
done in logspace, i.e. on the exponent.
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Metrics description

The first metric in table 4.6 is the area under the receiver operating curve (AUC - ROC)
[160]. For a predictor with continuous outputs, such as our models, a threshold has to be
defined to obtain the discrete classes. This threshold offers a trade-off between detecting
all disruptions at the cost of many false alarms and detecting few disruptions but without
any false alarms. The receiver operating curve draws, for every possible threshold, the
false positive rate (FPR) and true positive rate (TPR) pair. Both rates are in [0, 1]. The
integral of the ROC curve (AUC - ROC) lies between 0 and 1. A score of 0.5 indicates
a random classifier on balanced data. The higher the value, the better. With an AUC
- ROC of 1 corresponding to a perfect classifier. A model predicting binary labels at
random has an AUC - ROC of 0.5. The AUC - ROC below 0.5 indicates the model is
predicting the opposite of the true labels.
The ROC curves only use the true positive rate (TPR) and false positive rate (FPR)

and are therefore not taking the imbalance in the dataset into account. For this purpose,
the third column of table 4.6 contains the area under the Precision-Recall curve (AUC -
PR) [161]. Here recall is a synonym for true positive rate. Precision is the ratio of true
positive samples in all the positive predictions, i.e. out of all the disruptions, the model
detects how many are actual disruptions. A random classifier has an AUC-PR equal to the
ratio of positive samples in the data, i.e. with X% disruptions in the dataset, a random
classifier’s AUC-PR would be X.

Threshold selection

Those two metrics judge the performance of the model for all possible thresholds. While
the number of disruptive time-slices is orders of magnitude smaller than the number of
safe time-slices, the number of discharges for each of the two classes is similar. To pick
an optimal threshold θ∗, we can therefore use the geometric mean

θ∗ = arg min
θ

TPRθ × (1− FPRθ)

The geometric mean, true positive rate, and false positive rate at θ∗ at reported in ta-
ble 4.6.

hyperparameter runs

For a fair comparison of all models, we made sure the hyper-parameter tuning converges to
stable results by running each tuning three times. Each run starts with a different random
seed. The hyper-parameter search with the multi-point expected improvement (q-EI) BO-
GP is initialized with 50 quasi-random points, using a scrambled Sobol sequence. The
initialization is followed by fifty steps with eight parallel evaluations. The hyper-parameter
tuning is implemented with the BoTorch library [162].
As will be shown in the next section the results from the final models are stable, but

to avoid favoring one model over another, we combine the three runs of each model into
a voting committee. The prediction threshold is set for each model individually and the
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Model AUC-ROC AUC-PR G-mean True positive
rate

False positive
rate

A-SVM binary 0.91±0.01 0.82±0.03 0.92±0.01 86.70±5.37 22.60±5.23
LSTM binary 0.86±0.01 0.75±0.02 0.85±0.01 71.43±4.05 19.97±4.80
SHP binary 0.98±0.00 0.96±0.01 0.95±0.01 97.10±0.00 14.43±5.51
A-SVM 0.88±0.02 0.75±0.05 0.84±0.02 80.97±9.41 19.27±10.55
LSTM 0.84±0.01 0.71±0.02 0.83±0.01 79.03±7.15 29.63±7.05
SHP 0.97±0.01 0.93±0.01 0.94±0.01 90.47±3.57 9.23±3.67

Table 4.6: Mean±standard deviation of the Area Under the Curve (AUC) for both
receiver-operating curve (ROC) and Precision-Recall (PR) curve, Geometric-
mean (G-mean), true positive rate (TPR), and false positive rate (FPR), for
the 3 instances of each models. The validation set is used to define the decision
threshold optimizing the binary geometric mean of the true positive and false
positive. All other metrics, i.e. AUC-ROC, AUC-PR, TPR and FPR are from
the previously unseen test set. Results are reported for the binary classification
task for binary models denoted by the "binary" suffix and multi-class models
without suffix.

discrete labels are used for votes. The the label with the majority is assigned as final
prediction for the committee voting ensemble.

For the multi-class prediction, if models disagree on the disruption type the time slice is
considered disruptive but no disruption type is assigned and the time slice is not included
in the multi-class statistics.

Results of the individual hyper-parameter tuning runs

We start by analyzing the results of the training of individual models (table 4.6). We can
see that in all cases the best performances are obtained with our SHP models. Best cases
meaning the lowest value in false positive rate and higher in all other metrics.

The standard deviation indicated as ±σ is very small for AUC-ROC, AUC-PR, and the
geometric mean, indicating the robustness of the hyperparameter tuning. The standard
deviation for the true positive rate and the false positive rate is higher. With the almost
constant geometric mean, this indicates that the lowering of the true positive rate goes
in pair with the lowering of the false positive rate. No model shows a significantly worse
TPR and FPR than average, at the same time.

Comparing the performance of both binary-trained and multi-class-trained models on a
binary task, we are interested in the variation of the results. Is it harmful to the prediction
to distinguish the disruptions per event, or on the contrary, do the models benefit from
it. Looking at the AUC-ROC, AUC-PR, and geometric mean, we see a small drop in
performances for models trained on the multi-class dataset.
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Model G-mean TPR FPR
A-SVM binary 0.81 0.83 0.2
LSTM binary 0.75 0.71 0.21
SHP binary 0.94 0.97 0.08

Table 4.7: Results of binary committee-voting models on the binary task. All metrics,
including the geometric mean are from the unseen test set.

Result of the committee voting ensembles

The committee voting results are shown in table 4.7. The A-SVM and LSTM true positive
rate and false positive rate stay similar to the average of all runs. While the true positive
rate of the SHP binary model is also close to the average, the false positive rate is reduced
significantly from 14% to only 8%. The three models do not wrongly classify the same
time-slices. So the committee voting removes many of those wrong predictions. This is
only true in the case of SHP binary, as the multi-class model SHP does not see the same
improvement. For the multi-class SHP, both the true positive rate and false positive rate
increase slightly from 90.47% and 9.23% to 94% and 11%.

4.4.2 Multi-class classification

Knowing that the models perform relatively well on the simpler binary task, we investigate
the multi-class prediction capability. For multiple reasons, judging the performances of
the multi-class classifiers is a more complex task than binary classifiers. First of all, the
continuous predictions need to be turned into a single label requiring multiple thresholds.
A multivariate ROC curve is more complex to analyze. Additionally, the previous trade-
off between safe discharges interrupted too early and non-detected disruptions is now
between multiple classes which is harder to measure.
Since not all labels have the same meaning there is a natural binary split between the

disruption labels and the safe label. We used this property in the following strategy. A
single threshold θ∗ is defined for the binary safe-disruptive task. For predictions, first, a
time-slice is classified as safe or not. In a second step and for the disruptive predictions
only, we look at the highest score given by the model for a disruptive class, see equation 4.3.

yclass =

0 y0 > 1− θ∗

arg max
i∈J1,n−1K

yi else (4.3)

With y ∈ [0, 1]n the prediction vector and y0 the probability of the safe label. The result
yclass is the index of the predicted class.

Confusion matrices

To analyze the confusion matrices we will first describe the ideal/target confusion matrix.
The first row, corresponding to the safe label should have a one in the safe prediction. All
safe discharges should be classified as such. All other categories should be 0, as no safe
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4 Disruption prediction on JET data in its carbon wall configuration

Model G-mean TPR FPR
A-SVM 0.81 0.83 0.2
LSTM 0.74 0.8 0.31
SHP 0.91 0.94 0.11

Table 4.8: Results of multi-class committee-voting models on the binary task. All metrics,
including the geometric mean are from the unseen test set.

SHP A-SVM LSTM SHP-only
2.96 2.47 2.97 3.41

Table 4.9: Frobenius distance to the ideal matrix.

discharge should be classified as disruptive. The equation 4.3 would give a true prediction
for only one label per discharge. With one disruptive label per discharge, the diagonal of
the confusion matrix should be ones.
Most disruptive discharges start with a stable phase meaning that they have some

time-slices labeled as safe. It translates to the first column of ones. For a few disruptions,
the flat-top phase does not reach two seconds before disrupting. In that case, the two
seconds prior to disruption used as warning time means the entire discharge is classified
as disruptive. It is the case for several KNK disruptions. All other elements should be 0.
The ideal matrix given our methodology is given in figure 4.6.
Our models are trained to produce the ideal matrix. This is much more restrictive than

what happens in reality with multiple events succeeding each other, or even overlapping.
This simplification is due to the lack of time stamps for the events. For the results, we
can expect multiple disruptive types per discharge. Having the ideal matrix would be a
sign of over-fitting.
For comparison, in the hand-written digits dataset MNIST, the best models have over

99.8% accuracy, and it is well known that the last few digits are very bad and non-
recognizable by humans. Therefore a model with 100% accuracy could be described as
over-fitting for these few digits that should not be identified.
In our case, we know the target function is the right direction for our model to train,

but not the best.
The multi-class task results are presented in figure 4.7.
For the models SHP, A-SVM, and LSTM the first column is made mostly of ones as

expected. Only SHP and LSTM have predictions for KNK discharges that do not include
a single safe time-slice. Regarding the other class, it is unlikely that the discharges are
classified as such since only six discharges with four different labels constitute this class.
No models use the other label but the discharges are still identified as disruptive under
different labels.
The distance between each matrix to the ideal matrix is listed in table 4.9. The A-SVM

model performs best, followed by SHP and LSTM with very close values, SHP-only is
ranked last.
For the matrices in figure 4.7, each model has a different false positive rate as they

are individually optimized to maximize the geometric mean of the TPR and FPR. The
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Figure 4.6: Ideal confusion matrix for the training data. Values are percentages of the
classes. All safe discharges should only be labeled as safe. All disruptive
discharges should have a single disruptive label as defined in section 4.2.3.
Additionally because only the last two seconds of disruptive discharges are
considered disruptive, a safe label should be assigned for earlier time-slices
resulting in a the first column with safe labels for all disruptive discharges.
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Figure 4.7: Confusion matrix for the different committee-voting models on the unseen test
data. Using the disruptive threshold, time-slices are first considered safe or
disruptive as per the binary classification task. If a time-slice is disruptive, it is
assigned the multi-class label with the highest probability. Although we train
with a single disruptive class per discharge having a transition between two
labels might not be physically incorrect. As most discharges are longer than
two seconds, they start with safe labels before being labeled as disruptive. We
correctly find very high percentages of safe labels for all discharges.
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4.4 Results

Model TPR FPR
A-NN binary 0.91 0.17
SHP-only binary 0.94 0.08
A-NN 0.97 0.22
SHP-only 0.94 0.10

Table 4.10: Binary true positive rate (TPR) and false positive rate (FPR) For the A-NN
and SHP-only models from the ablation study, trained for binary and multi-
class classification. The "binary" suffix denotes the models trained for the
binary task.

A-SVM disruption type prediction comes at the cost of close to twice the false positive
rate of the SHP model. The false positive rate of the LSTM is three times higher than
for SHP although they have very similar distances to the ideal matrix.

4.4.3 Ablation study

We showed that on our dataset, the Shapelet-based neural network outperforms the A-
SVM and LSTM models. We note that there is a similarity between the A-SVM archi-
tecture and SHP. Both take as input the mean of the input signals, concatenated to a
second feature. To explain the difference in performances, the key factor could be the feed-
forward neural network in SHP compared to the SVMs in A-SVM, and not the shapelets
themselves. To test this hypothesis, two models were built. One uses the features from
A-SVM, i.e. the mean of the signal and the standard deviation of the Fourier transform
coefficient, and a feed-forward neural network, called A-NN. The second model, called
SHP-only, only uses the shapelets, not the mean of the signals, and is also followed by a
feed-forward neural network.
The results are shown in table 4.10.
We compare the performances only on the binary task, but for both binary and multi-

class models. The lowest true positive rate, at 0.91, is obtained by A-NN binary, combined
with the second highest false positive rate. The SHP-only and SHP-only binary models
obtain similar results with both 0.94 TPR and respectively 0.10 and 0.08 FPR. A-NN
obtains the best TPR at 0.97 but the worst FPR at 0.22. Compared to SHP-only (binary)
it gains only 0.03 in TPR for a 0.12 (0.14) worse FPR. This is more than double the false
positive rate of the shapelet models for very few disruptions detected. The shapelet-based
model remains better, even without the mean of the signal as input.
We want to emphasize this point, SHP-only normalizes the input as part of the normal-

ized euclidean distance calculation and has no information regarding the absolute value
of the signals. Meaning that this predictor is capable of binary safe-disruptive predictions
without knowing the absolute values of the signals. This can be key to building predictors
for new machines, such as ITER. The signals can have a different scale, with for example
much higher current, but the behavior captured by the normalized shapelets is similar
allowing for accurate cross-tokamak predictions without re-training.
Unfortunately, the type of disruption cannot be predicted by the shapelets alone.
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5 Cross-tokamak impurity accumulation
detection at JET and ASDEX-Upgrade

In this chapter, we report on the application of our shapelet-based models to the task of
disruptive impurity accumulation detection. As mentioned in section 2.4, the main cause
of disruption at JET changed after the installation of the metallic wall. High-Z impurity
accumulation became the most common cause of disruption and is expected to also appear
at ITER due to its similar tungsten wall. This makes the prediction of such disruptions
a priority.
To evaluate our models we used two different machines: JET and ASDEX-Upgrade.

Because of the low number of discharges annotated for this task coming from ASDEX-
Upgrade, we used the JET data both for training and as a first proxy for cross-tokamak
evaluation. We then applied the different models to the ASDEX-Upgrade discharges
without any changes. This zero-shot transfer learning illustrates the scenario of training a
model on existing machines and applying it to ITER on day one, i.e. before any knowledge
is obtained from operating ITER.
We present the datasets, their signals, and how we designed our training, validation,

testing, and cross-tokamak splits. The datasets’ characteristics are first observed through
histograms and t-SNE visualization. From this initial study, we found that using a simple
threshold on a specific signal might produce a very basic and accurate predictor. This
predictor will be used as a baseline compared to our shapelet models. We compare our
models with and without access to the signals’ absolute values and show that as hypothe-
sized on the carbon wall data, the normalized shapelets produce good results with regard
to cross-tokamak applications where other methods fail.

5.1 Cross-tokamak prediction

One of the ambitious goals of disruption prediction for ITER is to have a reliable predictor
before the machine starts operating. In machine learning, this setup is known under the
term transfer learning and has shown to be a particularly difficult task, often requiring
tailored and task-specific solutions.
A key assumption underlying all applications of machine learning, except transfer learn-

ing, is that the data is independent and identically distributed. Applying machine learn-
ing to a set of physics experiments that differ in their hardware specifications, parameter
regimes, etc. would immediately break this fundamental assumption if done naively. And
even if the operational space of multiple machines can be mapped onto the same latent
space there may still exist machine-specific limits that are not universal, which also makes
predictions very hard. Facing this challenge head-on and building on the existence of good

83



5 Cross-tokamak impurity accumulation detection at JET and ASDEX-Upgrade

predictors for single machines, research is starting to turn towards cross-tokamak transfer
learning.
There exist multiple strategies to build neural networks for new machines. These include

training them on existing machines and directly applying them to a new one, an approach
called zero-shot transfer learning [111, 113, 163]. Or adding a few so-called "glimpses"
of the new machine [111, 114] into the training set. Alternatively, novel models can
be trained on-the-fly, a strategy referred to as "from scratch" where models are quickly
updated in between discharges [115, 139, 164, 165].
The zero-shot transfer learning methods build a model on a given machine and apply

it directly to a newer machine without any changes. It is the hardest task and is often
used in the literature to show a worst-case scenario before introducing a different method.
The next method consists of adding "glimpses" of the new machine to the training data
of the model. For this, a small percentage of the discharges from the target dataset is
excluded and used to tune the models. This method often shows drastic improvements
over the zero-shot transfer learning. The third method, "from scratch" is fundamentally
different. For this strategy, small models capable of learning in just a few minutes are
trained between the experiments. As there can be half an hour or more between two
experiments a model can be trained using the data that was just produced. In the case
of a disruption, the model should be retrained to detect it. This method also addresses
the issue of performance deterioration over time. Since discharge parameters change
over time as physicists explore new scenarios, the various predictors built on older data
slowly become obsolete. The "from scratch" strategy only uses the last n discharges and
removes older ones. Finally, combining two methods ref. [116] trains models with the
update strategy "from scratch" but initialized with an existing device.
A study of the influence of discharges from a new machine to complement the dataset

from existing machines has been presented in ref. [112] using the three tokamaks Alcator
C-Mod, DIII-D, and EAST. The combined data from two machines are used to build
a predictor for the third device, including different scenarios where some data from the
third tokamak is also available as "glimpses". Ref. [117] carried out a similar study with
data from the tokamaks J-TEXT and EAST while developing a more advanced feature
extractor in their neural network.

5.2 JET-ITER like wall and ASDEX-Upgrade datasets

For this study, we compiled three datasets. Two from JET in its ITER-like wall config-
uration and one from ASDEX-Upgrade. The first dataset from JET referred to as the
JET-Early dataset, contains 130 discharges from the year 2012. The second dataset, re-
ferred to as JET-Late, contains 302 discharges from the years 2015 to 2020. The last
dataset from ASDEX-Upgrade referred to as the AUG dataset, contains 19 discharges
from the years 2013, 2020, and 2021.
For these datasets, three disruptive events are identified resulting in four possible labels:

safe, impurity accumulation, edge cooling, and pre-disruptive. Each event comes with its
timestamps, contrary to the data used in chapter 4. In this work, we only predict the
impurity accumulation class and therefore aggregate the three other labels under a single
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5.2 JET-ITER like wall and ASDEX-Upgrade datasets

Class Train Validation Test
safe 12 13 13
impurity accumulation 30 31 31

Table 5.1: Number of discharges per label for the train, validation and test split for the
JET-Early dataset.

one: safe. In this chapter, the safe label is a non-impurity accumulation time-slices, i.e.
safe time-slices as well as time-slices with the edge cooling and pre-disruptive label.
As all predictors have an aging effect, i.e. performance degrades over time as the

discharges’ scenarios evolve we use JET-Early to build our models, JET-Late to test
them for slightly different discharges but still on the same machine and lastly, we analyze
the predictions on the AUG dataset to evaluate a true cross-tokamak application.

5.2.1 JET-Early

The JET-Early dataset is made of 130 discharges from number 81852 (01.17.2012) to
number 83635 (16.07.2012) and is similar to the dataset used in ref. [140]. While in
the previous chapter discharges containing only safe labels did not disrupt at all, in this
dataset the safe label is used as anything that is not of the type of events we are looking
for. For example, discharge number 81990 does not have a single impurity accumulation,
edge cooling, or pre-disruptive label but still disrupts due to a density limit.
We reiterate, in this chapter safe means anything other than the disruptive event we

investigate. JET-Late and AUG use the same labeling as described here.
26 discharges contain exclusively safe labels, 92 contain a disruptive impurity accumu-

lations event, 11 contain a disruptive edge cooling event and 28 contain a pre-disruptive
event. First, we insist on disruptive events as some discharges might have impurity ac-
cumulation which does not completely degrade the plasma and would therefore not be
classified as an impurity accumulation we are interested in. Second, the numbers per class
do not add up to the 130 discharges as some discharges can have an edge cooling event
followed by an impurity event, counting twice in the list above.
In terms of time-slices, 595587 (88.2%) are of the safe label, 72814 (10.8%) impurity

accumulations, 1255 (0.7%) Edge cooling and 5896 (3.3%) pre-disruptive.
The discharge count of the train, validation, and test set for this dataset is given in

table 5.1.

5.2.2 JET-Late

JET-Late is made of 302 discharges from number 89063 (11.17.2015) to number 98005
(18.09.2020). 146 contain only safe labels, 73 contain disruptive impurity accumulations,
26 contain disruptive edge cooling and 57 contain pre-disruptive labels. From these 302
discharges, 1269745 (93.9%) time-slices are labelled safe, 36934 (2.7%) are of the impurity
accumulation class, 11184 (0.8%) edge cooling and 34056 (2.5%) pre-disruptive.

There is no training split for this dataset as all discharges are used to evaluate the
models trained on JET-Early.
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5.2.3 AUG

In the AUG dataset, the fourteen discharges between number 29284 to 30006 are from
2013 and five between number 37380 and 39348 are from 2020 and 2021. All nineteen
discharges have disruptive impurity accumulations. This small dataset does not include
discharges without impurity accumulations.
14076 (67.6%) time-slices are of the safe label and 6737 (32.4%) are of the impurity

accumulation label. The small number of discharges gives for a much larger proportion of
impurity accumulation labels.
As discharges at ASDEX-Upgrade are shorter than at JET, some time-series are not

long enough for our models. Those short discharges are padded with their last value and
random noise to fit the minimum length.
Again no training split is required for this dataset.

5.2.4 Signals

Twelve signals available both at JET and ASDEX-Upgrade were selected for these datasets:

1. Safety factor q95

2. Normalized beta βN

3. Plasma inductance Li

4. Electron density peaking factor Ne

5. Normalized total radiated power

6. Greenwald fraction

7. Electron temperature peaking factor Te

8. LH power fraction

9. Power fraction

10. Core radiation peaking factor

11. Divertor radiation fraction

12. Plasma current error fraction

The q95, βN , and Li are similar to the signals selected for the carbon wall data in chap-
ter 4 and similarly, the signals are selected such that they are also available at ASDEX-
Upgrade. These signals are normalized to be more robust to machine differences and
plasma conditions. For example, the electron density is normalized with the Greenwald
limit [152]. Peaking factors are core-vs-all metrics, see section 2.3.3.
Multiple power-related diagnostics were added as they are relevant for the disruptive

classes of interest. The plasma current is normalized with the target plasma current as

Ierror =
Ip − Itarget

Itarget
(5.1)
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5.3 Problem formulation

The LH power fraction describes the ratio of power input to the power needed to
transition from the Low (L) confinement mode to the High (H) confinement mode. The
H-mode was discovered in 1982 at ASDEX-Upgrade [166]. It is an improved magnetic
confinement mode that enables higher core temperature to be achieved. Scaling laws can
give a necessary power above which the plasma can reach the H-mode [167].
All signals are made machine independent either by the nature of the signal itself, e.g.

βN , or by normalizing to other quantities of the plasma, e.g. using the Greenwald fraction
instead of the density. This is made to facilitate the transfer between the two machines
but as we will show some discrepancies persist. To build and evaluate our different models
the data is normalized using the training split of JET-Early as reference.

5.3 Problem formulation

For this study, we focus only on the disruptive impurity accumulation events. We used
the same binary formulation as for the carbon but instead of aggregating the disruption
together, we aggregate the safe, edge cooling, and pre-disruptive labels together. We want
to identify the disruptive impurity accumulation event against all other events.
We again formulate the classification problem as a sequence-to-sequence problem. For

each vector xit ∈ Rinput of discharge i at time-step t, we want to assign a categorical
label yit ∈ Y with the sample space Y = {safe, impurity accumulation}. For the input
dimension, we designed predictors with a single dimension or use hyper-parameter tuning
to define which signals to use. The labels are first one-hot encoded, turning the categorical
target yit into a vector ẑit ∈ {0, 1}

2. ẑit gives the probability of each label with the sum of
the probabilities equal to one. The discrete probabilities are then smoothed as described
in section 2.2.13 resulting in the continuous target probabilities zit ∈ [0, 1].
As we have time-stamps for the disruptive events in the database we are not trying to

classify the end of a disruptive discharge as disruptive until it disrupts. We target only
the time windows containing the impurity accumulation event which can stop before the
end of the discharge. For many discharges, the time between the end of the impurity
event and the disruption remains very short.

5.4 Histogram and t-SNE visualization

5.4.1 Histogram analysis

We start by looking at the histogram of the individual signals, see figure 5.1. Contrary to
the carbon wall data, this dataset presents a much clearer split between impurity accumu-
lations and safe labels. Although most signals show a reasonable difference between the
two labels, the core radiation peaking from the bolometer cameras stands out. Almost all
safe labels have core radiation values below five while most of the impurity accumulation
labels are above five. Since we are interested in the high-Z impurity accumulation in the
core of the plasma which will strongly radiate and the core radiation signal measures the
ratio of radiation coming from the core compare to the rest of the plasma the results
match our expectations.
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5 Cross-tokamak impurity accumulation detection at JET and ASDEX-Upgrade

Compared to the carbon wall data, we are expecting quite high performance from the
predictors as we already see a good separation of the single signal histograms.
The histograms of the JET-Late dataset exhibit similar properties for half of the signals,

while for the other half either one class or both have different distributions (figure 5.2).
The q95 also has its highest density between 3 and 4 but has many more high values,
with higher densities above 5. For the internal inductance, Li the impurity accumulation
density is very similar, but the safe samples shifted to higher and lower values with much
fewer samples between 1×10−6H and 1.2×10−6H which was the interval with the highest
density for the JET-Early dataset. The Greenwald fraction is more concentrated between
0.25 and 0.85. The LH power threshold has many more values above 2 for the safe samples.
The core radiation is very similar, except for a few impurity accumulation samples around
2.5. In the JET-Early dataset, the plasma current error fraction was mostly negative with
values in [−0.05, 0] while the plasma current error fraction is centered around 0.
We show the histograms for the discharges from ASDEX-Upgrade in figure 5.3. If the

individual signals have the same distribution as the data from JET, the cross-tokamak
prediction is trivial. If no signals have the same distribution either a combination of
the signals or other feature invariant with respect to the absolute values of the signals,
such as the normalized shapelets, would be required to be trained at JET and applied at
ASDEX-Upgrade.
By design, the two tokamaks operate with different q95 profiles but the physics behind

it is the same for both machines. The different signals differ from the two JET dataset
to various degrees but one substantial difference is in the core radiation histogram. For
JET-Early and JET-Late values below five belong to safe time-slices with a very high
probability while on the AUG dataset the transition between safe and impurity accu-
mulation labels happens at around 1.5. The simple Threshold model is therefore highly
unlikely to be appropriate for cross-tokamak applications. For ITER, it could only be
used after sufficient data has been gathered from experiments. We will later see how
these differences affect our models.

5.4.2 t-SNE visualization

For the t-SNE visualization (figure 5.4) we colored each time-slice with the original labels,
including the edge cooling label and pre-disruptive label. The 4 classes are quite well
separated. The pre-disruption labels are split into two groups, one clustered around safe
labels, and a second closer to the impurity accumulation label. The distinct separation of
the classes from t-SNE also confirms that the classification on JET-Early should be fairly
accurate. We note the small number of edge cooling labels compared to the other classes.

5.5 Models

We built five models for this study. As the core radiation signal exhibits very good
predictive capability, the first model is a simple threshold over the core radiation signal.
Next are our four shapelet-based models. Two are also only using the core radiation
signals, while the two other use hyper-parameter tuning to select the best set of signals.
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Figure 5.1: Histograms for the JET-Early dataset.
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Figure 5.2: Histograms for the JET-Late dataset.
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Figure 5.3: Histograms for the AUG dataset.
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Figure 5.4: t-SNE plot of the JET-Early dataset. Each sample corresponds to a 12 di-
mensional point from a single time-slice. Coloring of the samples is done a
posteriori.
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5.5 Models

For each pair, one model uses the mean of the input signal time window while the other
exclusively uses the normalized shapelets.

5.5.1 Threshold model

The core radiation signal is constructed from the bolometric camera’s signal which mea-
sures the radiation coming from the plasma. The cameras named KB5H and KB5V have
twenty-four lines of sight horizontally and vertically respectively. Height lines are aimed at
the divertor region, while the other sixteen cover the rest of the plasma, see section 2.3.3.
This signal is the peaking factor of the radiated power measured by the bolometer

cameras. The peaking factor of plasma profiles is defined by ref. [86] as a metric of the
difference in temperature, density, or radiation in the plasma core, against the rest of the
plasma. This is of particular interest as a few phenomena are related to changes in the
core. A hollow density or temperature profile, i.e. a core density or temperature being
lower can be a sign of a poorly performing plasma. Similarly, higher radiation coming
from the core than the rest of the plasma is a sign of high-Z impurity accumulation which
can lead to disruptions.
For instance, the destabilization of the plasma by high-Z impurity that leads to disrup-

tions is characterized by increased core radiation and the hollowness of the temperature
profile. Which is measured by an increase in the peaking factor of the radiated power and
a decrease in the peaking factor of the electron temperature.
In section 5.4.1 we saw that the core radiation signal is strongly correlated with the

impurity accumulation class. So much so that a simple threshold could be able to correctly
detect this class. We therefore create a basic model, named Threshold, by selecting the
threshold θ such that the following classification is optimized:

yimpurity = 1core radiation≥θ (5.2)

The training and validation set is used to optimize a single hyper-parameter: the
smoothing of the core radiation signal. The search space is [−500, 500] with the sign
defining the filter: positive for mean filtering, negative for median filtering. The window
size is the absolute value. The best filter is a causal mean filtering of 19 time-slices, equal
to 38 milliseconds. It is very close to the 40 milliseconds used in [140], but they used
median filtering.

5.5.2 Shapelet-based models

Two other models are built on the single core radiation signal alone. They are both
shapelet-based neural networks with one having access to the mean of the input signal
named SHP-1 Mean and the other using exclusively the shapelet transform on the input
named SHP-1.
In chapter 4 the mean of the input signals was concatenated to the shapelet transform

output. To avoid having the mean parallel to the shapelets and to enforce a stronger cou-
pling we modify the inclusion of the input means. Inspired by the Squeeze-and-excitation
block [168], we multiply the output of the shapelet transform by a non-linear combination
of the mean values. The model architecture is shown in figure 5.5.
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mean shapeletn shapelet2n shapelet4n

batch normalization

pruning

batch normalization

squeeze-and-excite

linear scaling

batch normalization

recurrent

batch normalization

dense

softmax

 repeated

optional

multiply

Figure 5.5: Model architecture of the shapelet-based model for impurity accumulation
detection. The red layers are optional. Layers in green are repeated according
to a hyper-parameter. The shapelet subscript indicates the length of the
shapelet. The shapelets of length 2n and 4n are included if they are smaller
than the time window of the shapelet transform.
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The second half of the network is common to the version without mean. It consists
of one or multiple recurrent layers with batch normalization and a dense output layer.
Both recurrent and dense layers use dropout regularization. The list of hyper-parameters
can be found in table 5.2. Regarding the shapelet length, the hyper-parameter is in the
range [100, 500] but in case the difference between input length and LSTM time-steps is
smaller than the shapelet length, the shapelet length is reduced to match the available
time window.
The last two models, named SHP-12 Mean and SHP-12, are the same as the previous

two shapelet-based neural networks except that they take multiple signals as input. The
signals are selected through hyper-parameter tuning. The list of hyper-parameters can be
found in table 5.2.

5.5.3 Shapelet heuristic initialization

Choosing an appropriate shapelet initialization can improve the learning process. Multiple
methods have been proposed, they can be initialized directly from random sequences in
the training data, using the centroids of a K-Means clustering of the training data [169] or
using a first shapelet discovery method on a quantized version of the training data [124].
In chapter 4 a simple random initialization is used, while in this chapter we can make

use of the time-stamps to select one candidate shapelet at each class transition, i.e. start
and end of an impurity accumulation event. The centroids of the K-Means clustering of
this set of candidates can be used as initialization for the shapelets. A hyper-parameter
defines whether to use this heuristic initialization or random values.

5.5.4 Training metric

The neural networks’ training is performed with the focal loss, back-propagation, and the
ADAM optimizer [159] with a 30 epochs early stopping patience. For early stopping, as
to select the final models, we can use global metrics over the entire dataset instead of
losses defined on individual batches. The metric we optimize is

Lglobal (θ) =
√

F1slice (θ) +
√

F1discharge (θ) (5.3)

F1slice (θ) is the F1 score per time-slice and F1discharge (θ) is the F1 score per discharge.
We want the model to learn to predict the time-slices correctly, while still having good
performance per discharge. The opposite would be for example a model that predicts
perfectly the impurity accumulation, but a few time-slices of every single safe discharge
is wrongly classified as impurity accumulation. Those few time-slices would not change
the per slice F1 score significantly as it is just a time-slices compared to hundreds of
thousands. To avoid it we combine both metrics.

5.6 Results

In this section, we start by looking at the models’ performance through the true and false
positive rates for the three different datasets. We will then explain how we can inter-
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parameter range
input length [300, 750]
batch size [8, 64]
LSTM time-steps [50, 650]
input median filtering [0, 50]
normalization {z-normalization, yeo-johnson}
prediction filtering size and type {[0, 200], {mean,median}}
include diagnostic {False,True}11
safe undersampling [0.05, 1.0]
impurity accumulation oversampling [1.0, 5.0]
safe weight [0.1, 1.0]
impurity accumulation weight [1.0, 20.0]
data augmentation noise level [0.0, 0.1]
number of shapelets [3, 15]
shapelet length [100, 500]
degrees of freedom [3, 5]
batch normalization {False,True}
squeeze-and-excite {False,True}
squeeze-and-excite ratio [0.1, 2.0]
multiple shapelet lengths {False,True}
shapelet initialization heuristic {False,True}
recurrent cell {GRU,LSTM}
number of recurrent layers [1, 3]
number of recurrent cells [8, 128]
recurrent dropout rate [0.0, 0.5]
dense dropout rate [0.0, 0.5]
kernel regularizer [10−8, 100.2]
activity regularizer [10−8, 100.2]
sparsity [0.0, 0.9]
sharpness-aware minimization ρ [0.1, 0.25]
focal loss γ [0.1, 5.0]
epochs [80, 300]
learning rate [10−4, 101.3]
label smoothing [0.0, 0.35]
time smoothing [0.0, 50.0]

Table 5.2: Hyper-parameter list for the shapelet-based neural networks. The input length
defines the time window size of the input to the network. LSTM time-steps
defines the number of time-steps before the gradient is updated, this method
is known as truncated back-propagation through time. The difference between
input length and LSTM time-steps is the length of the sequence on which the
shapelet transform is applied. include diagnostic contains a boolean value for
each diagnostic defining whether it is used or not. The include diagnostic
hyper-parameter is not present for SHP-1 and SHP-1 Mean. For all parameters
defined as 10x, the parameter search is done in logspace, i.e. on the exponent.

96



5.6 Results

Per-slice Per-discharge
TPR FPR TPR FPR

Threshold 91.3 1.8 100 30.8(4)
SHP-1 63.4 2.7 100 15.4(2)
SHP-12 71.6 3.6 100 38.5(5)
SHP-1 Mean 92.6 1.9 100 30.8(4)
SHP-12 Mean 87.4 2.5 100 23.1(3)

Table 5.3: True positive rate (TPR) and False positive rate (FPR) for all classifier on the
JET-Early dataset. Threshold is the classifier described in equation 5.2. There
are 13 safe discharges meaning each false positive equates to a 7.7% increase
in the false positive rate. The number of wrongly classified discharges is in
parenthesis.

pret the predictions by analyzing the learned shapelets and finally visualize the models’
decisions on a few discharges.

5.6.1 JET-Early results

The Threshold model performs already very well as shown by its results in table 5.3.
The per slice results take every single time-slice into account, while the per discharge
results count the number of discharges with or without the impurity accumulation task
as single elements. The Threshold model presents a true positive rate per slice of 91.3%,
a very low false positive rate per slice of 1.8%, but a higher 30.8% false positive rate
per discharge. The test set of the JET-Early data collection only contains thirteen safe
discharges. A 30.8% false positive rate is therefore a misclassification of four out of thirteen
safe discharges. The per discharge true positive rate is 100%.

The results of the one-signal neural networks SHP-1 and SHP-1 Mean on the JET-Early
dataset are in table 5.3. Starting with SHP-1 Mean the results are almost identical to the
Threshold model with a 92.6% true positive rate and 1.9% false positive rate per slice,
and the same four per discharge false positives. The per discharge true positive rate is
100%.
The model without mean, SHP-1 differs quite a bit with only 63.4% true positive rate

per slice and 2.7% false positive rate per slice. Although the per slice performance is
worse, the per-discharge performance is actually better with the same 100% true positive
rate and only 2 (15.4%) false positive discharges. For one of the two discharges, discharge
number 83346, the same 750 milliseconds as the other models are classified as impurity
accumulation. For the second discharge, number 83403, they classify the same 50 millisec-
onds at the end of the discharge, but the shapelet model without mean also misclassifies
83 milliseconds at 15.2 seconds into the discharge. The higher false positive rate mostly
comes from the model not turning back to a safe label after an impurity accumulation
event and from a few events that are wrongly detected as disruptive impurity accumu-
lations. The lower per slice true positive rate while still having a perfect per-discharge
positive detection comes from events that are not detected in their entirety.
For SHP-12 and SHP-12 Mean the results on the JET-Early dataset table 5.3 show in
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Per-slice Per-discharge
TPR FPR TPR FPR

Threshold 86.1 1.4 97.5 17
SHP-1 55.8 2.8 98.7 58.7
SHP-12 62.5 8.4 94.9 74.0
SHP-1 Mean 86.0 1.5 97.5 16.6
SHP-12 Mean 85.5 4.1 100 40.4

Table 5.4: True positive rate (TPR) and false positive rate (FPR) for all classifier on the
JET-Late dataset. Threshold is the classifier described in equation 5.2.

both cases deterioration of the per slice performance compared to the models with a single
signal. SHP-12 has three more per discharge false positives than SHP-1 and SHP-12 Mean
has one less per discharge false positives than SHP-12.

5.6.2 JET-Late results

The first application outside the JET-Early dataset the models were trained on concerns
the JET-Late data. As we saw from the histograms the two datasets are very similar but
still contain some differences.
There are significant differences in true and false positive rates when applying the

models trained with JET-Early to the JET-Late dataset, see table 5.4.
All models have around 5 to 10% lower per slice true positive rates with a deterioration

in per slice false positive rate that is most notable in SHP-12 and SHP-12 Mean. The per
discharge true positive rate is still extremely high with the only model below 97.5% being
SHP-12 at 94.9%. The per-discharge false positive rate on the other hand is significantly
worse. Furthermore, with 229 discharges without the impurity accumulation label, the
false positive rate can be better estimated than for JET-Early. The Threshold and SHP-
1 Mean models have very similar predictions with a per discharge false positive rate of
17% and 16.6% respectively. SHP-1, SHP-12, and SHP-12 Mean have much higher rates.
As we will explain later the SHP-1 model is detecting a second event linked to plasma
confinement mode transition that can cause impurities to accumulate in the core. This
event was not anticipated when building the models and illustrates the complexity of
labeling tokamak discharges and the limitations of simple global metrics such as the true
and false positive rates. A detailed discharge analysis allows for a better understanding
of the capabilities of the models.

5.6.3 AUG results

Lastly, we investigate a true cross-tokamak prediction task by applying our models to
the AUG data. From the histograms, we already noted important differences in the
signals compared to JET, although we tried to select normalized and machine-independent
quantities. As shown in table 5.5, the Threshold, SHP-1 Mean and SHP-12 Mean models,
i.e. all models using the absolute values of the signals, have a 0% true and false positive
rate. These models are failing and cannot detect any impurity accumulation events. The
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Per-slice
TPR FPR

Threshold 0 0
SHP-1 80.4 43.5
SHP-12 83.8 80.9
SHP-1 Mean 0 0
SHP-12 Mean 0 0

Table 5.5: True positive rate (TPR) and false positive rate (FPR) for all classifier on the
AUG dataset. Threshold is the classifier described in equation 5.2.

two models based only on shapelets, SHP-1 and SHP-12 detect some of the events with
80.4% and 83.8% per slice true positive rate, but with a very high false positive rate
especially for SHP-12. SHP-1 has a per slice false positive rate of 43.5% and SHP-12 has
a per slice false positive rate of 80.9%. These numbers are obtained from only nineteen
discharges, all having impurity accumulations. A larger number of discharges including
discharges without impurity accumulations would result in more significant statistics and
allow for per-discharge analysis.
Next, we analyze the models and explain how SHP-1 and SHP-12 differ resulting in the

large difference in the false positive rate on AUG.

5.6.4 Interpretability

A benefit of the shapelets is their interpretability. The transformation from the shapelet
metric is easy to understand and the matching between the shapelet and data can be
visualized. Although these statements are true for early shapelet-based models [41] where
a decision tree was applied to the shapelet metric, the inclusion of shapelets into neural
networks can deteriorate this interpretability. Additionally, learning the shapelets [47] has
the unintended consequence that the shapelets no longer directly come from the training
data, but can now take any shape. To enforce regularity in the shapelets and therefore
make them better fit the data we used a restricted number of degrees of freedom and
constructed the shapelets with splines. Our implementation of the shapelets is extensively
covered in chapter 3.
To visualize the shapelet contribution to the predictions we combine two methods. As in

[49, 123] we use grad-CAM [130] to compute the importance of each shapelet and display
the shapelets at the time with the highest activity. Additionally, we use grad-CAM to
color the time-series with their importance at each time-step, as done in [129].
The importance of a signal at a given time-step is computed by combining the con-

tribution of each shapelet using the Grad-CAM. The grad-CAM originally developed for
images defines the importance of a feature map as

αck =
1

nm

n−1∑
i=0

m−1∑
j=0

∂yc

∂F kij
(5.4)

with αck the importance of the feature map F k to the prediction yc, calculated as the
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average of the partial derivative for the nm pixels. The heatmap giving the importance
of a pixel from the input image to the prediction for a class c is then

Lcij = ReLU

(
p−1∑
k=0

αckF
k
ij

)
(5.5)

which is the sum over the feature maps of a pixel value of a feature map multiplied by
the importance of this feature map. The ReLU function is applied to keep only positive
contributions to the prediction.
For our shapelet-based models applied to time-series the heatmap is computed as

Lct =

p−1∑
k=0

ReLU
(
αckF

k
t Mt

)
(5.6)

with t the time-slice index, αck the importance of the k-th shapelet and F kt the result of
the shapelet transform. Mt ∈ {0, 1} indicates whether or not the shapelet, at its best
location, overlaps with the time-slice t.
Using shapelets and recurrent layers means the contribution of the shapelets is slightly

different than for the original Grad-CAM. Here the index t corresponds to the time index
for which the shapelet transform returned a value but the shapelet transform is also
computed over a sequence. So we have a global time index t which goes from lin−shp, the
length of the shapelet transform time window, to the end of the discharge, and a local
time index t′ which gives the position of the shapelet in the shapelet transform. If at
time-step t the best local position of the shapelet is found at t′, it is possible that the best
position of the shapelet at the global time-step t+1 is t′−1. When computing Lct the same
shapelet can therefore contribute multiple times to the same location as it kept matching
the same location while the global time-step t was moving forward. It is captured by M
which can be non-zero at multiple locations. We included the ReLU function inside the
sum to directly exclude negative contributions of individual shapelets.
The colors displaying the importance of the signals in this chapter are computed with c

as the index of the impurity accumulation class. We only show the positive contribution
of the shapelets to the impurity accumulation class, not the safe class.

Analysis of the learned shapelets

We first start by visualizing the shapelets learned by the different models. As SHP-12 and
SHP-12 Mean have 90 and 66 shapelets, respectively, we only show the shapelet for the
core radiation signal which is used by SHP-1 and SHP-1 Mean. The shapelets are shown
in figure 5.6 for SHP-1, 5.7 for SHP-1 Mean, 5.8 for SHP-12, and 5.9 for SHP-12 Mean.
Comparing the length of the shapelets of the models with and without mean we see

that SHP-1 and SHP-12 used longer shapelets of length 194 and 220 time-steps (388 and
440 milliseconds respectively). SHP-1 Mean uses the shortest shapelets at 34 time-steps
and SHP-12 Mean is the second shortest at 125 time-steps.
We can also see that the shapelets from models without mean, figure 5.6 and 5.8 evolve

more over the training epochs than the shapelets of the models with mean, see figure 5.7
and 5.9.
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Figure 5.6: Shapelets learned by SHP-1. Shapelets are shown for all training epochs and
in red for the last epoch. The triangular markers are the coefficients for each
spline. The transparency of the shapelet is based on the multiplicative coef-
ficient of the shapelet monitored by the pruning layer. The more transparent
the less the shapelet contributes to the output.
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Figure 5.7: Shapelets learned by SHP-1 Mean. Shapelets are shown for all training epochs
and in red for the last epoch. The triangular markers are the coefficients for
each spline. The transparency of the shapelet is based on the multiplicative co-
efficient of the shapelet monitored by the pruning layer. The more transparent
the less the shapelet contributes to the output.
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Figure 5.8: Shapelets learned by SHP-12. Shapelets are shown for all training epochs and
in red for the last epoch. The triangular markers are the coefficients for each
spline. The transparency of the shapelet is based on the multiplicative coef-
ficient of the shapelet monitored by the pruning layer. The more transparent
the less the shapelet contributes to the output.
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Figure 5.9: Shapelets learned by SHP-12 Mean. Shapelets are shown for all training
epochs and in red for the last epoch. The triangular markers are the co-
efficients for each spline. The transparency of the shapelet is based on the
multiplicative coefficient of the shapelet monitored by the pruning layer. The
more transparent the less the shapelet contributes to the output.
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SHP-12 Mean stands out as the model making the least use of the shapelets on the
core radiation profile compared to the three others. But it should be noted that SHP-1
and SHP-1 Mean only use the core radiation signal so these two models do not have other
signals to rely on.
Looking at the shapelets themselves we see figure 5.6 that for SHP-1 most shapelets

converged towards shapelets with a positive derivative which matches with the increase
radiation in the core of the plasma as high-Z impurities accumulate. A similar convergence
is observed in figure 5.8 for SHP-12. This behavior is not apparent in models using the
mean of the signals. It can indicate that SHP-1 Mean and SHP-12 Mean might either not
use the core radiation signal at all or, more likely, only the mean of its value.

Analysis of the shapelets-data matches

After observing the learned shapelets we now look at the data the shapelets matched to.
For this, we display the shapelets on top of the subsequences from the data they best
matched to, for each discharge. We use the transparency of the subsequence to represent
the importance of the shapelet when it matched to this subsequence. The visualization
for SHP-1, SHP-1 Mean, SHP-12 and SHP-12 Mean can be seen in figures 5.10, 5.11, 5.12,
and 5.13 respectively.
Three shapelets of SHP-1 clearly match a rise in the signal with a larger first derivative

for three-quarters of the shapelet and a smaller, almost zero first derivative for the last
quarter. We do not implement measures against redundant shapelets as this model illus-
trates. It is an interesting lead for future work that could reduce the number of shapelets
and help with interpretation and visualization.
The top right shapelet in figure 5.10 is consistently matching similar data subsequences

as the first two shapelets although it is a completely different shapelet with a negative first
derivative for the first three quarters and a positive first derivative for the last quarter.
The matching subsequences are the opposite of the shapelet. This behavior appears with
normalized kernels and data. The two extreme cases when matching a shapelet to data
are either the data is very close and the normalized shapelet measure tends toward zero or
the normalized data is the opposite of the shapelet and the measures tend towards 2

√
n

with n the length of the shapelet. Ref. [135] noted this behavior on the sharpened cosine
similarity and attributed to it the space efficiency of the network stating that a single
kernel can detect both identical and opposite patterns.
SHP-1 Mean, see figure 5.11, shows a completely different behavior. All shapelets except

one seem to match the same data. As with SHP-1 a large amount of the data seem to be
subsequences with constant positive first derivatives, but not exclusively. One other less
notable trend is the opposite with decreasing subsequences. Overall the shapelets do not
appear to match the data closely.
Interestingly SHP-12, see figure 5.12, shows close matches between the shapelets and

the data but the matches for the core radiation signal are different from SHP-1. We do
not see the same subsequences with positive derivatives. Two shapelets clearly match
data with negative derivatives. A third shapelet shows the same tendency although less
clearly. A fourth shapelet matches data that would correspond to subsequences with a
positive constant second derivative with a minimum in the middle. These shapelets are
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Figure 5.10: Shapelets (black) and the matched data subsequences with the best discrim-
inative capacity (orange) for SHP-1. The transparency of the data subse-
quences indicates the importance of the shapelets when they best matched
this subsequence. One subsequence is extracted per discharge.
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Figure 5.11: Shapelets (black) and the matched data subsequences with the best discrimi-
native capacity (orange) for SHP-1 Mean. The transparency of the data sub-
sequences indicates the importance of the shapelets when they best matched
this subsequence. One subsequence is extracted per discharge.
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Figure 5.12: Shapelets (black) and the matched data subsequences with the best discrim-
inative capacity (orange) for SHP-12. The transparency of the data subse-
quences indicates the importance of the shapelets when they best matched
this subsequence. One subsequence is extracted per discharge.
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Figure 5.13: Shapelets (black) and the matched data subsequences with the best discrimi-
native capacity (orange) for SHP-12 Mean. The transparency of the data sub-
sequences indicates the importance of the shapelets when they best matched
this subsequence. One subsequence is extracted per discharge.

109



5 Cross-tokamak impurity accumulation detection at JET and ASDEX-Upgrade

not expected for impurity accumulation detection. The model might detect the impurity
accumulations from the other signals and use the core radiation differently than SHP-1.
Lastly, we look at the subsequences matched by the shapelets of SHP-12 Mean. Again

this model mostly identifies the sequences with constant positive derivatives but the
shapelet themselves do not have the same shape. We do not see the shapelets being
close to the average of all data subsequences matched as for SHP-1 or SHP-12. As this
was also observed for SHP-1 Mean we attribute it to the use of the mean of the signals in
the models.

5.6.5 Predictions analysis

In the final section of this chapter, we put together the model predictions and visual-
ization methods to analyze a few discharges. The signals are colored according to their
importance to the impurity accumulation prediction. The shapelets are placed at their
most important position to the prediction which also overlaps with the most important
time-slice of the signal and normalized with respect to the subsequence they matched.
Their transparency is proportional to their importance at that location. For the Thresh-
old model, the heatmap is either zero if the signal is below the classification threshold or
one, the maximum, if the signal is above the classification threshold.

JET-Late discharge number 90319

The first discharge we selected is number 90319 from the JET-Late dataset for which all
models except SHP-12 provide an excellent classification. Figure 5.14 shows the Threshold
model detects the impurity accumulation event at the end of the discharge correctly,
although slightly in advance compared to the ground truth.
The SHP-1 model produces almost identical predictions, see figure 5.15. We can see

the importance of the signal increase every time it rises with the light green color and the
most important location for the shapelets is the early rise in core radiation between 10
and 10.5 seconds resulting in the same early classification as the Threshold model.
The same results are observed in figure 5.16 for the SHP-1 Mean model. As we visualized

in the previous sections the shapelets of this model do not provide much information. The
important section of the signal is between 10.3 seconds and the end of the signal and follows
the variations of the signal quite well which also illustrates that the absolute value of the
signal seems more important than the normalized shapelets.
SHP-12 Mean is in agreement with the previous three models and labels the same

section as impurity accumulation but again as for SHP-1 Mean the shapelets do not seem
to provide much information on the importance of the signals.
SHP-12 is the only model detecting wrong events with the first detection around 8.4

seconds and a second around 10 seconds, see figure 5.18. For the first event, the heatmap
and placement of the shapelets seem to indicate that relative increases in the temperature
peaking factor Te at 7.3 and 8.15 seconds and plasma current Ierr at 7.38 and 7.82 seconds
caused the classification. This behavior is already observed on JET-Early as shown in
figure 5.19 for the discharge number 82657. Right before the second 18 the heatmap
and shapelet placement indicates the importance of the Te and Ierr signals. Just after
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Figure 5.14: Prediction of the Threshold model on discharge number 90319 from the JET-
Late dataset.
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Figure 5.15: Prediction of the SHP-1 model on discharge number 90319 from the JET-Late
dataset.

111



5 Cross-tokamak impurity accumulation detection at JET and ASDEX-Upgrade

safe

impurity
accumulation

shapelet

ground truth
probability

predicted
probability

classification
threshold

0.0 0.2 0.4 0.6 0.8 1.0
importance

0

2

core
radiation

6 7 8 9 10 11

time (s)

0.25

0.50

0.75

prediction

IMP acc JETno90319.mat

Figure 5.16: Prediction of the SHP-1 Mean model on discharge number 90319 from the
JET-Late dataset.

18 seconds, we see a light green color for the core radiation color. We learn from this
visualization, together with figure 5.12 showing the pattern learned by the shapelets for
the core radiation that the SHP-12 model detects events that often occur before and after
the start of the impurity radiation. After a sharp increase in core radiations, the is often
a slight drop. Although the drop in Te after 18 seconds in figure 5.19 is what experts
use to identify the cooling of the plasma core the model learned to identify a small rise
before. This could explain the worse false positive rate per discharge of SHP-12 on JET-
Early and JET-Late, see table 5.3 and 5.4. As the physical description of high-Z impurity
accumulation events does not include the behavior described by SHP-12 may be a different
loss metric for the model or more data would steer the model to another solution. If this
behavior persists and performance improves with larger datasets the predictions should
be further analyzed to understand the link between the signals and the event.
For SHP-1 we observe that a lot of false positives in JET-Late are transitions from the

high confinement mode to the low confinement mode. In discharges where the power is
only marginally above the H-L power threshold [167] a step-down in the auxiliary heating
by neutral beam injection (NBI) causes an H-L back transition. These events can be
abrupt and depending on the plasma conditions, they might cause an accumulation of
impurities in the core. It does not necessarily lead to disruptions but it is a very early
event from which the plasma can further deteriorate. In that sense, SHP-1 predicts
impurity accumulations that do not only directly lead to disruptions but also link to H-
L back transition and could therefore be used as a first layer for disruption avoidance.
Adapting the model for this case would require changing the labeling to include the
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Figure 5.17: Prediction of the SHP-12 Mean model on discharge number 90319 from the
JET-Late dataset.
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Figure 5.18: Prediction of the SHP-12 model on discharge number 90319 from the JET-
Late dataset.
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Figure 5.19: Prediction of the SHP-12 model on discharge number 82657 from the JET-
Early dataset.
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Figure 5.20: Prediction of the SHP-1 model on discharge number 29284 from the AUG
dataset.

impurity accumulations that result from abrupt H-L transitions.

AUG discharge number 29284

Finally, we show two examples from the AUG dataset. On this dataset, all models that
include the absolute values of the signals failed with a predicted impurity accumulation
probability never crossing the detection threshold. Only SHP-1 and SHP-12 labeled any
time-slices as impurity accumulations.
In figure 5.20 we see the application of SHP-1 to the AUG discharge number 29284.

From the heatmap, we see again that SHP-1 is identifying the increase in core radiation.
After 3 seconds, the model identifies the increase in core radiation and wrongly labels the
time-slices as impurity accumulations. The real significant rise starting at 4.7 seconds is
identified as the most important part of the signal for this discharge.
For SHP-12, see figure 5.21 the same patterns are observed as for JET-Late and JET-

Early. The drop in core radiation at 1.5 seconds simultaneously with the rise in Te are
deemed important as well as Ierr slightly later. Although these signals are clearly not
linked to impurity accumulation in this discharge SHP-12 wrongly classifies the impurity
accumulation already from 2.3 seconds on.

AUG discharge number 37851

The results for discharge 37851 are better and both models detect the event, SHP-12
slightly later than SHP-1. We see figure 5.22 the correct placement of the shapelet at
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Figure 5.21: Prediction of the SHP-12 model on discharge number 29284 from the AUG
dataset.
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Figure 5.22: Prediction of the SHP-1 model on discharge number 37851 from the AUG
dataset.

the beginning of the impurity accumulation event for SHP-1. The Te and Ierr signals are
dominant in the decision of the SHP-12 model as seen in figure 5.23.

5.6.6 Conclusion

We have built two models just using the shapelets, SHP-1, and SHP-12, which behave
very differently. The results on the JET-Early dataset show very similar per slice true
positive and false positive rates. SHP-12 has three more per discharge false positives than
SHP-1 which only has two false positives. The trend remains on JET-Late with 58.7%
per discharge false positive rate for SHP-1 and 74% for SHP-12. Using neural networks
it is often surprising to see worse performance when adding input data, but thanks to
the interpretability of our architecture we were able to identify the difference between the
two models. SHP-12 learned a specific pattern that happens right before and after the
traditional explanation of plasma behavior when high-Z impurities accumulate in the core.
With high-Z impurities in the core, we observe a rise in core radiation which is learned
by SHP-1, while SHP-12 learned the slight drop in core radiation after the increase.
It combines it with a rising Te peaking factor and Ierr to identify the impurity events.
Regarding the Te peaking factor, the main consequence of the impurity accumulation is
a lowering which happens after the rise detected by SHP-12. Although the drop is more
significant the model learned the small rise that might appear right before. Different
explanations around physical phenomena can be interesting but in this case, we see that
this description of the impurity accumulation event did not match the JET-Late and AUG
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Figure 5.23: Prediction of the SHP-12 model on discharge number 37851 from the AUG
dataset.
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datasets.
For SHP-1 we observe that many false positives are due to another physical event, specif-

ically, the H-L back transition after the NBI turns off while the power is just marginally
above the H-L threshold.
SHP-1 Mean is producing almost identical results to the Threshold model. They both

label the time-slices as impurity accumulations when the core radiation peaking factor
signal cross a fixed value.
SHP-12 Mean is similar but also includes other signals. As with SHP-1 Mean the

shapelets do not appear to be used by SHP-12 Mean.
Although the interpretable architecture restricts the liberty of the model which can

come at a small performance cost it allows us to understand the inner workings of the two
models and can help in deciding which model should be applied in which circumstances.
We saw that for the transfer task to AUG, SHP-1 does outperform SHP-12 for exactly the
reasons identified on JET-Early and JET-Late. And for a zero-shot transfer application,
the Threshold model cannot be used leaving the SHP-1 as the best of the five models.
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In this thesis, we investigated the use of shapelet-based neural networks for disruption
prediction. Specifically, binary and multi-class disruption prediction at JET and ASDEX-
Upgrade. We proposed a different formulation of the shapelet transform that makes use
of spline interpolation to control the regularity of the learned shapelets and decrease
computational costs. First, we created a dataset with data from JET in its carbon wall
configuration. Our second task was the study of event detection for impurity-driven in-
stabilities. Impurity accumulations became the first cause of disruption at JET after the
installation of the ITER-like wall (ILW). As the name indicates, ITER will have similar
walls, therefore impurity accumulation disruptions are to be expected. The prediction of
such events is critical to guarantee a safe operation of the ITER tokamak without major
disruptions. Using a small sample of discharges from ASDEX-Upgrade, we evaluated our
models on a zero-shot transfer learning task which corresponds to a scenario where a pre-
dictor is built before the completion of ITER and applied on day one.

Shapelet transforms are comparable to convolutional neural network cells, with a few
key differences. While convolutional kernels are kept small, usually not longer than 5 pixels
or time-steps, and multiple stacked layers are used to capture larger patterns, shapelets
are of the length of the pattern to be identified and a single layer is used. The second
difference is local normalization. The normalized shapelet transform normalizes both the
input local patch and the kernel to zero-mean and standard deviation of one. Lastly, the
Euclidean distance is used in the case of shapelets, while convolutions use the dot product.
We showed that if the local z-normalization is applied to convolutions, the square root
of the dot product is equal to the shapelet transform up to a constant 2 ∗N with N the
dimension of the kernels.
The recently developed sharpened cosine transform is similar to the normalized shapelets

as it introduces the normalization by the norm of the input and kernel. The parallel devel-
opment of the normalized shapelets and sharpened cosine similarity illustrates the need for
more robust operations as the standard convolutions, especially with the growing number
of zero-shot and transfer learning applications.
The bigger length of the shapelets increases interpretability as patterns are captured

in a single operation. Unfortunately, stability and resemblance to the data of the learned
shapelets are reduced. In practice, the shapelets can be a lot noisier than the data they
trained on. To address this issue, we proposed to learn C2 shapelets by using cubic
spline interpolation with a small number of degrees of freedom. The effectiveness of our
method is demonstrated on the UCR2018 dataset, showing no statistical differences in
performance with the standard shapelets and producing shapelets that better resemble
the data. This new formulation of the shapelets has the added benefit of reduced compu-
tational cost during training as the optimization is independent of the full length of the
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shapelets and only scales with the number of degrees of freedom.

Our first study is based on the classification from Peter de Vries of JET disruptions
between 2000 and 2010, prior to the installation of the metallic wall at JET. A set of 167
disruptions with 7 different labels were selected, along with 200 safe shots from the same
period. We compared our shapelet based neural-network with two standard architectures
from the literature. First, stacked support-vector machines with specifically designed
input features. Secondly, a neural network using long-short term memory (LSTM) cells
designed for time series data. For each model, three independent versions are trained to
account for the variations due to random initialization in both the hyperparameter tuning
and the neural network weights. The final models are built by using majority voting on
the three independent versions.
The tasks we evaluated the models on are a binary classification of the time-slices

as safe or disruptive and a multi-class classification where the type of disruption has
to be predicted as well. On the binary classification tasks, our shapelet-based model
outperformed the other two models. The results are more difficult to analyze for the
multi-class task due to several restrictions when building the dataset, such as no available
time-stamps for the different classes and a single class per time-slice while different classes
could be overlapping. We analyzed the trends in the confusion matrices and found that
the support-vector machine model and our model performed similarly while the LSTM
neural network performed worse.
In order to understand which elements of the models contributed to differences in per-

formance, we conducted an ablation study. A model combining the input features from
the support-vector machine model with a multi-layer perceptron is constructed to eval-
uate the impact of the support-vector machine models compared to the complex neural
networks. This model performed better than the original architecture from the literature,
but not as well as our shapelet-based model. We conclude that although the neural net-
work contributes to better performances, it is not the only element necessary to match our
model. Our model used both shapelets and the mean of the input signals over a recent
time window. The second model of the ablation study is similar, except the connection
with the mean of the signals is removed, leaving only the shapelets as connections to the
input. This model could not identify the different disruption classes but perform just
as well as the original model on the binary task. The shapelets use local normalization,
meaning that our model can predict disruptions without the need of the absolute value
of the signals. This could be a key element toward cross-tokamak disruption predictors
where models using the absolute value of the signals fail due to the difference between
machines, even if normalized physical quantities are used.

After the change from carbon to metallic walls at JET, the main cause of disruptions
became too high-Z impurity accumulations in the core. As the walls of ITER will be similar
to JET, the prediction of the impurity accumulation events that lead to disruptions is of
high importance. This problem requires accurate predictions of impurity accumulations
on existing devices, but also the ability to predict such events on unseen data, i.e. cross-
tokamak predictions.
To simulate such an environment we used three datasets from two different tokamaks.
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The first two datasets come from two different periods of the JET operations. JET-
Early, the first dataset coming from the year 2012, and JET-Late, the second from the
years 2015 to 2020. Lastly, we used nineteen discharges with disruptions after impurity
accumulations at ASDEX-Upgrade. This last dataset is named AUG.
Twelve signals deemed relevant to our task were selected. The physical quantities were

normalized to make them less machine-dependent and allow for an easier cross-tokamak
transfer learning.
The neural-network architecture from the JET-carbon application was improved by the

addition of recurrent short-long term memory (LSTM) cells. Different versions of the
model called SHP-12 Mean and SHP-12, with and without the inclusion of the sliding
mean of the input signals were implemented. Additionally, from a simple statistical anal-
ysis of the data, one signal was identified to be strongly correlated with the impurity
accumulation events: the core radiation peaking factor. It was expected as high-Z impu-
rity accumulation at the center of the plasma drastically increases the radiation compared
to the rest of the plasma, which is the behavior captured by an increase of the core ra-
diation peaking factor. We therefore also implemented two models using only the core
radiation peaking factor as input, named SHP-1 Mean and SHP-1. As a simple baseline,
we also built a model, called Threshold, based on a simple rule: whether the core peaking
radiation factor crosses a certain threshold.
The training and hyper-parameter tuning is performed on JET-Early. The models are

evaluated on the test set of the JET-Early dataset as well as on the entirety of the JET-
Late and AUG datasets without any modification. This zero-shot transfer learning is the
hardest task for cross-tokamak predictions and is often used as a mediocre baseline before
introducing relaxations where data from the new machine is leaked to the training sets.
We strictly focused on the harder zero-shot transfer learning task.
The simple Threshold model performed extremely well on JET-Early and JET-Late

with the SHP-1 and SHP-12 performing worse. The SHP-1 Mean is almost identical to
the Threshold model, and the SHP-12 Mean model is in between SHP-1 Mean and the
models without mean.
We thoroughly analyzed our models as they are designed with interpretability in mind.

The learned shapelets can be retrieved and analyzed to see the features identified by the
models. We found that the models with the inclusion of the mean bypassed the shapelets
and mostly used the absolute value of the input signals, while the models without the
mean clearly identified specific shapes to predict the impurity accumulation events. It
allowed us to identify that SHP-1 correctly detects the rise in the core radiation peaking
factor as a discriminative feature. On the other hand, we found that SHP-12 went against
the expectations and learned variations in the signals that occur just before and after
the start of the impurity accumulation event. These features appeared to be enough
to provide correct predictions on JET-Early but transferred poorly to JET-Late. The
analysis also showed that SHP-1 is consistently detecting a second event that was not
considered when building the datasets. When the power input is just slightly above the
H-L power threshold and the neutral beam injection cuts off, an H-L back transition
can occur. As a result of the plasma changes, high-Z impurities can accumulate in the
core. After those events, the plasma conditions are not as deteriorated as for the events
identified in our datasets, but could be very informative for early signs of instability in a
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context of disruption avoidance instead of prediction.
The last evaluation on AUG showed that SHP-1 Mean, SHP-12 Mean, and Threshold

(the three models using the absolute value of the signals) cannot predict impurity accu-
mulations on another machine as they did not detect a single time-slice. The SHP-12
model obtains too many false alarms which are triggered after the identification of the
particular features we consider irrelevant. The SHP-1 model performs best, but also with
a number of false alarms as the local normalization makes it unable to distinguish between
a slight increase in core radiations and very significant ones. A larger set of discharges
from ASDEX-Upgrade, also including ones without any impurity accumulation event is
now necessary to further estimate the performances of the SHP-1 model and to refine our
architecture in preparation for ITER.

6.1 Outlook

As a recurrent theme in data-based applications, the next step would be to evaluate
our models on a larger dataset from ASDEX-Upgrade and include other machines. The
first benefit would be better statistics for the evaluations instead of the ones obtained
on the nineteen discharges from ASDEX-Upgrade. The second benefit is to test the
cross-tokamak predictions, starting from a different machine than JET, or training on
multiple machines before applying the model to an unseen one. This would best represent
the scenario for ITER where data from all existing machines should be used to design
the best predictors. This requires a massive effort from the entire community to label
discharges in a consistent way, identify common signals between the machines, and the
proper machine-independent normalization of the physical quantities.
A comparison of the normalization scheme between the normalized shapelet transform

and the sharpened cosine similarity would be interesting for transfer-learning applications.
Replacing the single shapelet layer with multiple layers of sharpened cosine similarity
would reduce the interpretability of the models. It is always a trade-off between perfor-
mance and interpretability, and moving from the shapelets to slightly less interpretable
methods to increase predictive capability would also be a natural continuation of this
thesis. But importantly, further work should as much as possible attempt to reuse similar
data, and therefore produce comparable statistics.
Lastly, an adaptation of our zero-shot transfer learning scenario to the "glimpses" strat-

egy would be an important study, as it is important for ITER to not only have predic-
tors on day one but also to update them as experiments are conducted. The strategy
"glimpses" includes a few discharges from a new machine to the training data of an older
machine to guide the learning process. It has been shown to improve the results over the
harder zero-shot transfer learning scenario.
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