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Abstract 

Rear-end crashes have increased during the last years and according to researchers 

Forward Collision Warning (FCW) systems help significantly to mitigate the occurrence 

of these crashes. This thesis is based on a driving simulator experiment with 60 drivers 

that participated in three driving scenarios, monitoring, intervention and distraction. Par-

ticipants during intervention scenario received warnings triggered based on the time 

headway with the leading vehicle. During distraction scenario drivers along with warnings 

were receiving text messages.  

The first part of the research was a statistical analysis conducted with paired samples t-

test between the scenarios. A significant difference in population means was observed 

for most of the variables between monitoring and intervention scenario and therefore 

was concluded that real time interventions by informing drivers timely about critical situ-

ations, had a significant impact. Further investigation was implemented between moni-

toring and intervention scenario focusing on the different road sections (urban, rural, 

highway). The results presented that interventions had a higher impact while driving in 

rural and highway road environment. At the second part of the thesis, some commonly 

used Machine Learning models (Logistic Regression, Support Vector Machine, Artificial 

Neural Network, Random Forest) implemented for the prediction of dangerous driving 

events. It was found that Random Forest overperformed with respect to the other models, 

by reaching 99% performance in Recall and F1-score for the minority class. 

 

Keywords: driving simulation experiment, interventions, distractions, statistical analysis, 

Machine Learning models 
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1. Introduction  

1.1. Background 

According to World Health Organization (WHO), a road traffic crash is defined as a crash 

entailing at least one moving vehicle, that has as a result the injury or death of a person 

(Peden , 2004). As stated by WHO around 1.3 million deaths occur every year due to 

road traffic crashes and these deaths involve mainly children, teenagers and young peo-

ple in the age group of 5 to 29 years (World Health Organization , 2021). 

Some of the main risk factors leading to road traffic crashes as they are mentioned by 

WHO, are speeding, alcohol, distracted driving, the absence of seat belts and helmets 

as well as unsafe vehicles and road infrastructure. Furthermore, it is of great importance 

to add that 93% of the deaths mentioned above take place in low as well as middle 

income countries and they possess approximately 60% percent of the vehicles worldwide 

(World Health Organization , 2021). 

According to (Wegman, 2016), countries such as Spain and France have already imple-

mented measures regarding road safety and reached a decrease in number of road fa-

talities. Several interventions have been applied in order to improve road safety. For 

instance, legislation and campaigns have been used to improve human behaviour. Fur-

thermore, new planning and designing strategies focus on improving the infrastructure, 

while active vehicle safety interventions contribute to make vehicles safer (Wegman, 

2016). 

More specifically, concerning the vehicle improvement, Advanced Driver Assistance 

Systems (ADAS) contribute significantly to road safety. As stated by the European Com-

mission, ADAS support the driver during the driving task through assistance in situations 

that cannot be always easily handled by the driver. ADAS support the driver to pay at-

tention to the leading vehicle and the traffic in front as well as to take into consideration 

the important information. Moreover, they assist in detecting other road users in the blind 

spot and last but not least they inform about the coming traffic situation (European 

Commission, 2022).  

A significant advanced driver assistance system which is also implemented in this thesis 

is Forward Collision Warning (FCW). This system provides warnings to the drivers when 

they approach very close to the leading vehicle. The main goal of Forward Collision 

Warning is to mitigate the rear end collisions and give the opportunity to the driver to act 

timely in order to avoid a critical situation (Car ADAS, 2021).  
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Many studies have shown that Forward Collision Warning reduces the rear end crashes. 

Specifically, a study case based on large trucks estimated a 44% decrease in the rate of 

rear end crashes as well as a reduce of approximately 20% in the rate of police reported 

crashes (Teoh, 2021). Moreover, a driving simulator study found that a FCW system 

decreases the likelihood of a rear end crash significantly and presented the preference 

of participants to the adaptive system, due to the fact that they found it less stressful 

(Jamson, Lai, & Carsten, 2007). 

Nowadays the usage of mobile phone while driving causes distraction of the driver which 

can lead in critical situations or collision. A meta-analysis examined the effects of mobile 

phone conversations during driving, taking into consideration twenty-three studies. The 

results have shown that there were significant impacts on drivers related with hazardous 

events while they were engaged in mobile phone conversations. The study also found 

slight differences regarding the impact of mobile phone usage while comparing simulator 

and field studies (Horrey & Wickens, 2006). At this case it is useful to use interventions 

during the driving task in order to inform the driver whether it is critical or not to use the 

mobile phone.  

It is therefore important to collect data of driver simulator or field experiments in order to 

recognise different driving styles and predict the dangerous driving events with the im-

plementation of machine learning algorithms. Different machine learning models have 

been applied for this purpose such as Support Vector Machine, Random Forest, K-Near-

est Neighbor and Multi-Layer Perceptron (Xue, Wang, Lu, & Liu, 2019) as well as Re-

current Neural Network (Alvarez-Coello, et al., 2019). 

1.2. Motivation  

The implementation of a driving simulator in order to conduct experiments with different 

participants and investigate several topics in transportation field is a privilege nowadays. 

Several driving simulator experiments have been conducted, considering different topics, 

parameters, data and factors but all focus on improving road safety. Many driving sce-

narios cannot be tested in a vehicle during a real driving situation, because it can lead to 

critical events such as injuries or fatalities. Therefore, it is useful to conduct driving sim-

ulator experiments which provide a controllable, reproducible and standardized environ-

ment, where different scenarios, weather conditions, road sections and virtual traffic can 

be designed and applied (Winter, Leeuwen, & Happee, 2012).  

It has been proved that driving simulator data can be easily collected and were more 

accurate than the ones from real vehicles (Santos, Merat, Mouta, Brookhuis, & de 

Waard, 2005). In addition, in a driver simulator it is easier to implement dangerous driving 
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events without causing physical harm to the participants (Underwood, Crundall, & 

Chapman, 2011). Last but not least, through a driving simulator experiment feedback 

and suggestions for improvement can be received from the participants at the end of 

their drive (Winter, Leeuwen, & Happee, 2012). 

Furthermore, the improvement and development of artificial intelligence technologies, 

machine learning models as well as big data provide many opportunities and different 

ways to utilize the transportation data obtained either from a driving simulator, surveil-

lance cameras or sensors, such as radar and LIDAR data (He, Hu, Park, & Levin, 2019). 

Researchers implement machine learning technologies in order to gain insights on driv-

ing behavior, travel. Behavior as well as to overcome transportation challenges (Urban 

Mobility Lab at MIT, 2022). 

Several studies have used driving simulator data in order to conduct a statistical analysis 

between different driving conditions and compare them, e.g. different driving scenarios 

(Babić, Babić, Cajner, Sruk, & Fiolić, 2020), (Guo, et al., 2019). Others have utilized 

these data in order to understand the driving behavior and predict dangerous driving 

events, defined by different states, implementing several machine learning algorithms 

(Alvarez-Coello, et al., 2019), (Ahangari, Dehzangi, & Jeihani, 2019). Moreover, by ob-

taining transportation data research can be done in several fields, such as time series 

analysis implementation for forecasting (Moorthy & Ratcliffe, 2007), (Ghosh, Basu, & 

O'Mahony, 2005). 

1.3. Research Questions and Objectives 

1) Do the interventions have an impact on driving behavior? 

2) How to predict the dangerous driving event? 

The objectives of this study will be presented below: 

The main objective regarding the first research question is to compare scenarios with 

and without real-time interventions. Driving simulator data corresponding to a high time 

headway were excluded from the analysis. Moreover, a binary classification was imple-

mented in order to separate the data to class 1 (dangerous driving events) and class 0 

(safe condition). The aggregation of data followed based on the critical driving event 

which is defined by class 1. Last not least, a statistical analysis took place by implement-

ing paired samples t-test between monitoring, intervention and distraction scenario. 

According to the second research question, the main goal is to implement some im-

portant machine learning algorithms in order to predict the dangerous event (y) and 
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investigate the importance of the independent variables for each model. At this part, data 

representing a high time headway were also excluded and were classified to class 1 and 

class 0 likewise to the first research question. Moreover, data of distraction scenario were 

implemented but they were not aggregated. In order to use the machine learning models 

a train test split was conducted, separating the data to training and testing data. Further-

more, Logistic Regression, Support Vector Machine, Artificial Neural Network and Ran-

dom Forest were applied and evaluated based on their performance.  

1.4. Contributions 

This thesis focuses on contributing in the following parts: 

à Investigate the impact of real time interventions on driving behavior by conducting 

a comparison between monitoring, intervention and distraction scenario. 

à Compare drivers’ behavior in different driving environments between monitoring 

and intervention scenario based on user, vehicle and road perspective. 

à Employ some commonly used machine learning models (Logistic Regression, 

Support Vector Machine (SVM), Artificial Neural Network (ANN) and Random 

Forest) to predict dangerous events, which can be used in real time driving be-

havior management. 

1.5. Thesis Outline 

This thesis consists of six chapters, which will be explained in this paragraph. Chapter 1 

refers to the background and motivation related to this work. Furthermore, it states the 

research questions and objectives as well as the contributions of the thesis. Chapter 2 

introduces the literature review, which focuses on driving simulation studies related to 

interventions and distractions as well as studies that implemented machine learning 

models. Moreover, some important safety indicators and their thresholds were described. 

Chapter 3 presents the methodology that was implemented in order to answer the re-

search questions. In chapter 4, experiment design is explained as well as the driving 

simulator data that were used. Chapter 5 consists of methodology results and is divided 

in two parts. The first part presents the results of statistical analysis regarding the eval-

uation effectiveness on driving behavior. The second part contains the performance re-

sults of the machine learning models that were used for the dangerous event prediction. 

Chapter 6 refers to the conclusions of the thesis, the limitations and some of the future 

work that would be interesting to be implemented. 
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Figure 1 Thesis overview 
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2. Literature Review 

2.1. Driving Simulation Studies 

Various research studies were conducted either using driving simulation data or natural-

istic driving data (Blana, 1996). Nevertheless, both of these experimental methods have 

advantages. More specifically, a driving simulation experiment is conducted under con-

trollable conditions that is safe for the participants, with low costs and mostly an easy 

data collection. On the other hand, in experiments with real vehicles researchers obtain 

data which are real, reliable and practically applicable (Li, Guo , & Li , 2021). 

A study investigated how young drivers’ behaviour was affected by traffic signs and road 

markings during night-time driving. Drivers participated in two drives, one with traffic sig-

nalling and one without, conducted in a driving simulator with the implementation of eye 

tracking glasses as well as an electrocardiograph. A statistical analysis took place using 

a paired sample t-test comparing speed, acceleration, deceleration, lateral position and 

participants’ eye movement between the two drives. The results presented for most of 

the variables statistically significant differences, which indicates that traffic signalling had 

a high impact on drivers’ behaviour. Participants were able to modify their driving timely 

based on the traffic signs indications, something that contributed to a better driving per-

formance and increased the traffic safety (Babić, Babić, Cajner, Sruk, & Fiolić, 2020). 

In their research Guo et al. analyse the impact of anxiety on eye movement characteris-

tics of female drivers. They conducted driving simulations as well as experiments with a 

real vehicle in order to compare participants’ eye movement during calm and anxious 

situations. For this comparison a paired sample t-test was implemented with a 95% con-

fidence interval. A significant statistical difference on eye movement between situations 

of calmness and anxiety was observed, especially when drivers were dealing with curved 

parts of the road and traffic accident scenes (Guo, et al., 2019). 

2.1.1. Intervention 
According to Calvi, D’Amico, Ferrante and Ciampoli a driving simulation study was con-

ducted in order to test the effectiveness of Augmented Reality technology implementa-

tion on increasing the safety of drivers that approach a zebra crossing area. Participants 

during their drive were receiving warnings while approaching a zebra crossing. Their 

driving behaviour was compared based on their speed, deceleration and distance as well 

as using time to collision and time to zebra indicators. The results of their study showed 

that as the warning appeared, drivers started to reduce their speed, decelerate and 
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reached high values of time to collision and time to zebra (Calvi, D’Amico, Ferrante, & 

Ciampoli, 2020). 

Jamson, Lai and Carsten in a driving simulator study investigated the advantages of an 

adaptive Forward Collision Warning (FCW) system. This study tested on 45 participants 

a non-adaptive FCW system and an adaptive one. Drivers observed benefits in both 

FCW systems regarding their safety in terms of avoiding a rear end collision. More spe-

cifically, participants that were driving less aggressively did not observe a significant dif-

ference between the two systems. On the other hand, the aggressive drivers showed a 

higher preference on the adaptive FCW system and stated that it was less irritating and 

stressful (Jamson, Lai, & Carsten, 2007).  

A study case of Abe and Richardson tested on a driving simulator the response of par-

ticipants to a FCW system. Specifically, they investigated the impact of the alarm timing 

system on the driver behaviour for three different driving speeds (40, 60 and 70 m/h) as 

well as for different time headways (1.7 s and 2.2 s). Their results found that alarm 

promptness had a significant impact on the trust of the participants to the system and 

improved their braking performance. Participants had the opposite opinion when alarms 

were appearing after the braking. Therefore, they considered these alarms as late alarms 

and their trust was significantly reduced (Abe & Richardson, 2006). 

2.1.2. Distraction 
Distraction occurs when an external triggering shifts driver’s attention from driving task 

to another object, e.g. mobile phone (World Health Organization, 2011). As stated by K. 

Young and M. Regan of Monash University, distraction of the driver is considered as a 

prior issue regarding road safety in Europe and Japan as well as in North America. 

Through their literature review found that the interaction with devices while driving im-

pairs driving performance. Specifically, it degrades the ability of maintaining the speed, 

lateral position as well as vehicle control. Moreover, they stated that younger drivers with 

less driving experience and older drivers are highly susceptible while they are engaged 

with mobile phone usage in comparison with middle-aged people with experience in driv-

ing (Young & Regan, 2007). 

A meta-analysis presented how reading text messages and typing affected the driving 

behaviour of participants. More specifically, it showed that during their interaction with 

the phone drivers were distracted, affected on responding to critical traffic events, main-

taining headway and speed as well as presented a high deviation on their lateral position 

(Caird, Johnston, Willness, Asbridge, & Steel, 2014).  
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A driving simulator study investigated the impact of smartphones on driving behaviour, 

taking into consideration the age and gender of participants and implemented a statistical 

analysis using ANOVA and ANCOVA. Their results showed that age is a factor that af-

fects significantly the driving performance and therefore older people noted to decrease 

their speed while they were using the mobile phone. Furthermore, it was also observed 

that the risk of collision increased for all the participants apart from their age during their 

interaction with the smartphone. Last but not least, the estimations showed that while 

using the smartphone participants were increasing their speed (Fancello, Adamu, Serra, 

& Fadda, 2020). 

Another study conducted in a driving simulator focused on the impact of hands-free and 

hand-held smartphones on driver behaviour. The drivers participated in four drives in 

which they were distracted with a conversation on the smartphone. The results of this 

study found that during the secondary task of talking on the phone, the average speed 

of participants as well as the standard deviation of acceleration were significantly re-

duced (Haigney, Taylor, & Westerman, 2000). 

Choudhary and Velaga used reaction time as an indicator to evaluate the impact of 

phone usage during the driving task. The participants in the experiment received four 

kinds of distractions related to message texting and talking conversations and faced two 

critical events in a pedestrian crossing and a road crossing next to a parking slot, in order 

to evaluate their time of reaction. The study results showed that in both critical events 

happening while drivers were engaged to secondary tasks their reaction time increased 

significantly. Therefore, they conclude that mobile phone usage while driving can lead to 

a reduced awareness of the driver and cause delay to the response in critical situations 

that may cause accidents (Choudhary & Velaga, 2017). 

2.1.3. Machine Learning Models 
On their research Alvarez-Coello et al. classified dangerous driving behavior by taking 

into consideration aggressive maneuvers of drivers. Furthermore, they used in-vehicle 

data and implemented Random Forest and Recurrent Neural Network classifiers to 

model dangerous driving events. Their outcomes showed that sensor data provide a low 

frequency as well as that a dataset can be defined as limited with respect to driving 

events transitions. Last but not least, they pointed out that the classifiers of dangerous 

driving event can be implemented for discriminating the data and provide integration 

(Alvarez-Coello, et al., 2019).  

Another study focused on creating rules for drivers’ cognitive distractions implementing 

eye-tracking data as well as driving simulation data. Specifically, eighteen drivers partic-

ipated in two drives with approximate duration of 15 minutes, one with no load and one 
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with distractions, in which the load was a cognitive task. In order to create the rules for 

driving under distraction, Support Vector Machine (SVM) was implemented based on a 

constant time interval data transformation and reached as a result qualitative data for the 

model (Yoshizawa, Nishiyama, Iwasaki, & Mizoguch, 2016).  

Xue, Wang, Lu and Liu on their experiment focused on the recognition of different driving 

styles by implementing trajectory data from a surveillance video. The indicators that were 

selected for the evaluation of crash risk of vehicle trajectory were inversed time to colli-

sion, modified margin to collision and time headway. Moreover, data were labelled based 

on the risk of rear end collision by implementing K-mean algorithm. Last but not least, 

several models were applied in order to recognize the different driving styles such as 

Support Vector Machine, Random Forest, K-Nearest Neighbour and Multi-Layer Percep-

tron. It was observed that Support Vector Machine performed with the highest accuracy 

(approximately 90%) with respect to the other models that mentioned above (Xue, Wang, 

Lu, & Liu, 2019). 

In their study case Ahangari, Jeihani and Dehzangi implemented driving simulator data 

in order to detect participants’ distraction. Specifically, they conducted an experiment 

with 92 drivers which participated in six driving scenarios dealing with different forms of 

distraction such as conversations with a hand-held and hands-free mobile phone, mes-

sage texting etc. and drove on four types of road sections. In order to predict driving 

performance of participants while they were engaged with secondary tasks, they applied 

a Bayesian Network. They used various variables to evaluate the model some of them 

are velocity, acceleration, lane deviation, collision and brake. Implementing the Bayesian 

Network for predicting distraction of drivers they reached approximately 68% accuracy 

in the performance of the model (Ahangari, Dehzangi, & Jeihani, 2019). 

Tango and Botta conducted research in order to detect real time distraction of drivers 

that participated in a driving simulator experiment. Driving simulator data from the mo-

ments that participants were distracted with a visual task were used to train different 

machine learning algorithms. The models were compared regarding their characteristics, 

feature importance as well as their performance. It was observed that Support Vector 

Machine (SVM) reached the highest performance with respect to the other machine 

learning models for detecting the visual distraction (Tango & Botta, 2013). 

2.2. Safety Indicators and Thresholds 

2.2.1. Safety Indicators  
Time headway (THW), time to collision (TTC) and distance headway (DHW) have been 

used in different study cases as safety indicators (Khansari, Nejad, & Moogehi, 2020), 
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(Liu & Fu, 2018). THW is defined as the time span between two vehicles passing an 

index point, estimated from the front of the leading vehicle to the front of following vehicle 

(Rossi & Gastaldi, 2012), (Khansari, Nejad, & Moogehi, 2020). 

𝑇𝐻𝑊 = 𝑡! − 𝑡!"# 

 

Figure 2 Time headway (Khansari, Nejad, & Moogehi, 2020) 

 
Another important indicator is TTC, which is defined as the remaining time before a rear 

end collision if the speed difference of the vehicles is maintained (Saffarzadeh, Nadimi, 

Naseralavi, & Mamdoohi). It can be estimated with the following formula (Khansari, 

Nejad, & Moogehi, 2020):  

𝑇𝑇𝐶! =
𝑋!"#(𝑡) − 𝑋!(𝑡) − 𝑙!
𝑋̇!(𝑡) − 𝑋̇!"#(𝑡)

 

∀	𝑋̇!(𝑡) > 𝑋̇!"#(𝑡) 

 

Where 𝑋̇! denotes the speed, 𝑋! 	denotes the position and 𝑙! the length of the following 

vehicle and 𝑋̇!"#, 𝑋!"# denote the speed and position of the leading vehicle respectively 

(Khansari, Nejad, & Moogehi, 2020). 

Another indicator that should also be considered is DHW, which is equal to the gap dis-

tance adding the length of the leading vehicle. Gap distance indicates the space from 

the back bumper of the leading vehicle to the front bumper of the vehicle that follows (Liu 

& Fu, 2018). All the indicators mentioned above are effective measures for distinguishing 

a normal driving behaviour from a critical one in car-following events (Saffarzadeh, 

Nadimi, Naseralavi, & Mamdoohi). 

Car-following behaviour composes of the acceptable distance that drivers maintain from 

the leading vehicle and the acceleration based on the driving behaviour of the front ve-

hicle (Sato & Akamatsu, 2012). It has been observed that critical car-following events 

can be caused due to tailgating behaviour. More specifically, tailgating behaviour is driv-

ing closely to the leading vehicle with significantly short time headway (Hassan, Sarhan, 

Garib, & Harthei, 2017). (Rämä & Kulmala, 2000) mention in their research that tailgating 

is an aggressive and significantly dangerous driving behaviour and a major cause lead-

ing to rear-end collision.  
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2.2.2. Thresholds   
Taking into consideration various study cases, different thresholds have been used to 

define indicators such as THW, TTC and DHW as critical. Crashes that are caused due 

to tailgating behaviour can be minimized if drivers keep at least 2 seconds THW or main-

tain a distance equal to the length of one car for each 16 kilometres per hour from the 

leading vehicle (Monteiro, Balogun, Kote, & Tlhabano, 2014). Another study stated that 

a THW less than 2 seconds is neither safe nor sufficient (Wang & Song, 2011).  

A study in order to distinguish the car-following event from the free-flow situation used 

gap distance as an indicator. Taking into consideration that the leading vehicle is in the 

same lane should have a gap distance of maximum 120 meters (Mai, Wang, & Prokop, 

2017). Another study mentions a DHW of 150 meters as critical threshold for discrimi-

nating a car-following situation with free traffic flow (Transportation Research Board , 

2015). Participants that took part in an experiment were asked to keep a safe distance 

without trying to pass behind the leading car with a speed range between 50 and 100 

kilometres per hour. Based on the results it was noted that participants adjusted the DHW 

with respect to speed from 9.5 meters to 19 meters at 50 and 100 kilometres per hour 

respectively (Loulizi, Bichiou, & Rakha, 2019).  

TTC is an important safety indicator with respect to rear-end collisions, which has been 

used profitably in safety analysis (Khansari, Nejad, & Moogehi, 2020). On their research 

Hirst and Graham stated that a TTC equal to 4 seconds can differentiate the condition 

where drivers feel safe and have control of driving with the one that drivers are involved 

in an unsafe and dangerous situation (Hirst & Graham, 1997). Another study reported 

that due to the driving behaviour variation during different driving situations, no specific 

threshold can be defined for TTC in order to differentiate the safe from a dangerous car-

following event. Therefore, it was stated that a range of thresholds was selected from 0.5 

to 10 seconds (Saffarzadeh, Nadimi, Naseralavi, & Mamdoohi). 

Khansari, Nejad and Moogehi conducted research using a driving simulator in order to 

compare THW and TTC indicators. They used two different types of THW, which was 

braking THW (the moment of breaking) and following THW (while following the leading 

car). Their results showed that braking THW is the most important indicator for discrimi-

nating critical car-following situations as well as that most of the drivers were trying to 

maintain a braking THW of 1.1 seconds during the whole drive and not proceed closer 

to the lead vehicle (Khansari, Nejad, & Moogehi, 2020). In the research study of Vogel, 

it was concluded that THW should be used for enforcement purposes, since low values 

of THW can cause dangerous driving situation and TTC, since it indicates the occurrence 
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of dangerous events, should be implied for the safety evaluation of a specific traffic en-

vironment (Vogel, 2003).  

The following table provides a summary of the thresholds that mentioned above which 

considered safe for each indicator: 

Indicator Threshold Source 

Time Headway (THW) THW ≥ 2 s Monteiro et al., 2014,                
Wang & Song, 2011 

Distance Headway (DHW) 9.5 m ≥ DHW ≥ 19 m Loulizi, Bichiou & Rakha, 2019 

Time to Collision (TTC) TTC ≥ 4 s Hirst & Graham, 1997 

Table 1 Thresholds of THW, DHW, TTC 
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3. Methodology 

3.1. Paired Samples t-test 

According to Kent State University libraries a Paired Samples t-test compares the means 

of two measurements collected from the same object or individual under two different 

conditions. The main goal of the test is to ascertain whether the mean difference between 

paired observations appears to have significant difference from zero. The test is also 

called dependent t-test or repeated measures t-test (Kent State University, 2021).  

The t-test is based on the null hypothesis (𝐻$) and the alternative hypothesis (𝐻#). The 

null hypothesis (𝐻$: 𝜇# = 𝜇%) indicates that the means of paired population are equal and 

the alternative hypothesis (𝐻#: 𝜇# ≠ 𝜇%) indicates that the means of paired population are 

not equal, where 𝜇# represents the mean of variable 1 and 𝜇% represents the mean of 

variable 2 (Kent State University, 2021).  

The Paired Samples t-test can be calculated as the one sample t-test and accordingly 

the test statistic can be estimated with the following formula: 

𝑡 =
𝑥̅&!'' − 0

𝑆(̅
 

Where: 

𝑆(̅ =
𝑆&!''
√𝑛

 

where 𝑛 indicates the sample size, 𝑆(̅ the standard error, 𝑥̅&!'' the sample average of 

the differences and 𝑆&!'' the sample standard deviation of the differences (Kent State 

University, 2021). 

In order to determine if the null hypothesis will be rejected or not, the test statistic value 

should be compared for a selected confidence interval (95%) with the critical t value, 

which can be extracted from the t distribution table. Specifically, the null hypothesis can 

be rejected if the estimated t value is higher than the critical value from the t distribution 

table. Therefore, this indicates that the paired population means are significantly different 

(Kent State University, 2021).  Another approach for this decision is to use the signifi-

cance level and the p-value. Taking into consideration a significance level (𝛼)	of 0.05, 

the null hypothesis can be rejected when the p-value is less or equal to the significance 

level, 𝑝 − 𝑣𝑎𝑙𝑢𝑒	 ≤ 0.05 = 𝛼	 (Eberly College of Science, n.d.). It is important to be noted 
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that a significance level of 0.05 represents a risk of 5% which leads to the conclusion 

that there is a difference when in reality no difference exists (Frost, 2022). 

3.2. Machine Learning Models  

3.2.1. Logistic Regression 
Logistic regression is a machine learning algorithm that is mainly used in binary classifi-

cation problems. Data are categorized into specific number of classes and label can be 

assigned to each class (Ezukwoke & Zareian, 2019). According to the literature, linear 

regression model is not an appropriate model to be implemented in a binary group and 

therefore will lead to undesirable results. To overcome this issue logistic model is used, 

which for all values of Χ	gives results between 0 and 1. The logistic function that is used 

in logistic regression is the following (James, Witten, Hastie, & Tibshirani, 2021):  

𝑙𝑜𝑔𝑖𝑡(𝑝) = 𝑙𝑜𝑔(
𝑝

1 − 𝑝
) = 𝑏$ + 𝑥#𝑏# + 	𝑥%𝑏% + 	. 	. 	. 	 + 𝑥*𝑏*	 

In the formula above 𝑌 denotes the dependent variable, 𝑋 the independent variables 𝑏$ 

the intercept and 𝑏! the coefficients. The logistic regression function produces an S-

shaped curve with the following curve (James, Witten, Hastie, & Tibshirani, 2021), 

(Varsheni, 2021): 

 

Figure 3 Logistic regression (Varsheni, 2021) 

 

• Interpretation of Coefficients 

In order to interpret the coefficients of logistic regression, it is important to understand 

the impact (increase or decrease) of a coefficient with respect to 𝑙𝑜𝑔𝑖𝑡(𝑝) or 𝑙𝑜𝑔 H +
#"+

I. 

For instance, increasing variable 𝑥#	by 1 unit will lead to a 𝑏# increase in 𝑙𝑜𝑔 H +
#"+

I. 

Hence, if 𝑙𝑜𝑔 H +
#"+

I has an increase of 𝑏# this has consequence an increase of ( +
#"+

) by 

exp	(𝑏#). Last but not least the increase (percentage) in the odds that an event will occur, 
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taking into consideration that the rest variables of the function will remain fixed, can be 

estimated (Jankovic, 2021). 

3.2.2. Support Vector Machines (SVM) 
On their research Kunapuli, Bennett, Hu and Pang mention that SVM nowadays are a 

popular machine learning algorithm due to the fact that they can easily capture nonlinear 

relationships as well as they can be implemented to high-dimensional datasets that con-

sist of thousand points. SVM can be applied to several problems, such as classification, 

ranking, regression and novelty detection. Although they are successful and reach high 

performance, some problematic points can be detected usually in model selection 

(Kunapuli, Bennett, Hu, & Pang, 2008). 

According to Gandhi the main goal of support vector machine algorithm is to classify the 

data points finding an optimal hyperplane (or decision surface) in a space of n-dimen-

sions. In the figure below possible hyperplanes and an optimal hyperplane can be ob-

served (Gandhi, 2018): 

 

Figure 4 Possible hyperplanes (left) and optimal hyperplane (right), (Gandhi, 2018) 

 
There are several possible hyperplanes that can be selected in order to separate two 

classes. Althought it is of great importance to find the optimal hyperplane, which is the 

one with the maximum distance between the data of two classes (maximum margin). 
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Finding the maximum margin distance can lead to a better performance in the 

classification of the future data (Gandhi, 2018). 

 

 
Figure 5 Support vectors (Gandhi, 2018) 

 
Furthermore, Gandhi mentions that support vectors are important because their position 

can influence hyperplane’s orientation, since they are the data points located closer to it. 

Therefore, support vectors contribute to maximizing the margin distance of the classifier 

and to the creation of the SVM model (Gandhi, 2018).  

 

According to Misra, the main perspective of soft-margin SVM is to keep a high margin 

by allowing some mistakes, thus other data points can be classified accurately (Misra, 

2019). The formula of soft-margin SVM is presented below (Kunapuli, Bennett, Hu, & 

Pang, 2008): 

 

min	 	
1
2
‖𝑤‖% + 𝐶T𝜉!

*

!,#

 

 
𝑠. 𝑡.			𝑦!(𝑤́𝑥! − 𝑏) ≥ 1 − 𝜉!						∀𝑖 = 1…𝑛, 𝜉! ≥ 0 

 
Where 𝐶 denotes a hyperparameter that minimizes the mistakes and maximizes the 

margin between the points. The value 𝑥 represents the data points and 𝜉 indicates the 

distance of a data point from the related margin of the class (Misra, 2019). 

3.2.3. Artificial Neural Network (ANN)  
The structure of an Artificial Neural Network (ANN) is similar to a human brain and is 

composed of neurons as well as synapses, which are ordered in layers (Gavrilova, 

2020). In ANN, the perceptron model represents a biological neuron and was first created 

in 1957 at Cornell Aeronautical Laboratory, U.S., for image recognition based on binary 

classification and used data which were mainly linearly divided (Tyagi, 2020). 
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As mentioned by Tyagi there are two categories of perceptron models, the single-layered 

and the multi-layered. The single-layered perceptron is the simplest ANN which can be 

implemented in binary classification problems (class 0 and 1). At this model the inputs 

should be first weighted and if the outcome is the same with the expected result, this 

indicates that the model performed well and the weights should not be changed (Tyagi, 

2020). The following figure depicts a single-layered perceptron model (Sayad, 2022): 

 

 

Figure 6 Single-layered perceptron model (Sayad, 2022) 

 

The structure of a multi-layered perceptron model is similar to a single-layered, but con-

sists of two or more hidden layers. This model carries out the forward stage as well as 

the backward stages. More specifically, in forward stage the activation functions are im-

plied from the input until the output, while in the backward stage, the output begins back-

ward in order to alter values of weights and bias. At this case, due to the multiple layers 

the activation function is not linear and it can be functions such as sigmoid, relu a.o. 

(Tyagi, 2020). Below a representation of the multi-layered perceptron model is depicted 

(Mohamed, Negm, Zahran, & Saavedra, 2015). 
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Figure 7 Multi-layered perceptron model (Mohamed, Negm, Zahran, & Saavedra, 2015) 

 

3.2.4. Random Forest 
Another popular and widely used machine learning algorithm is Random Forest, which 

can be implemented either in regression or classification problems. The algorithm cre-

ates decision trees based on different samples and chooses their average for regression 

problems and their majority vote in case of classification. Although Random Forest can 

handle data that contain continuous variables in case of regression problems, it has been 

observed that the algorithm performs better with datasets containing categorical varia-

bles and therefore in classification problems (Sruthi, 2021). 

The following figure represents the steps that take place in Random Forest algorithm 

(Sruthi, 2021): 

 

Figure 8 Steps of Random Forest algorithm (Sruthi, 2021) 
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As it can be observed in the figure above, firstly n-number of random records are chosen 

from the data, then different decision trees are created for each sample. At the third step 

each decision will have an output. Last but not least, the final result is estimated based 

on the average for regression problems and the majority vote for classification problems 

accordingly (Sruthi, 2021). 
 

3.3. Model Evaluation Metrics  

Evaluation of a machine learning model is of great importance, because through this it 

can be concluded if a model achieved a high or low performance (Mishra, 2018). There 

are several metrics that can be taken into consideration for this purpose such as Con-

fusion matrix, Accuracy, Precision, Recall, F1 Score and Precision-Recall Curve 

(Yoshizawa, Nishiyama, Iwasaki, & Mizoguch, 2016). The explanation of these metrics 

is presented in the following part:  

3.3.1. Confusion Matrix  
An important evaluation metric for machine learning models is the confusion matrix. Spe-

cifically, it is a matrix that contains four combinations of actual and predicted values. 

These combinations are the following (Mohajon, 2020): 

True Positive (TP) indicates that the predicted value is positive and the actual value is 

also positive. 

True Negative (TN) represents that the predicted value is negative and the actual value 

is also negative. 

False Positive (FP) or Type 1 Error denotes that the predicted value is positive and the 

actual value is negative. 

False Negative (FN) or Type 2 Error designates that the predicted value is negative 

and the actual value is positive. 
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A confusion matrix for binary classification can be presented as follows (Mohajon, 2020): 

  True Class 
  

  Positive Negative 

Pr
ed

ic
te

d 
C

la
ss

 

Positive 
    

TP FP 
    

Negative 
    

FN TN 
    

                     Table 2 Confusion matrix (Mohajon, 2020) 

 

 
To achieve a high performance of a machine learning model it is significantly important 

to minimize both False Negative (FN) and False Positive (FP) cases. Therefore, the 

higher number in the results should be observed in True Positive (TP) as well as True 

negative (TN) cases (Singh, 2021).  

3.3.2. Accuracy 
Represents the ratio of correct predictions to the total number of predictions (Mishra, 

2018). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

3.3.3. Precision 
Refers to the ratio of correct positive results to the number of positives predicted by the 

classifiers (Mishra, 2018). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

3.3.4. Recall 
Indicates the ratio of correct positive results to all the samples which should have been 

predicted as positive (Mishra, 2018). 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

3.3.5. F1 Score 
Represents the harmonic mean between Precision and Recall (Mishra, 2018). 

𝐹1	𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
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The range of the metrics presented above is [0,1]. The higher the result of a metric the 

better the performance of the model. It is important to mention that in most of the cases 

a high accuracy is not a real indication of high model performance (Mishra, 2018).  

3.4. Cross Validation 

K-Fold Cross validation is not a metric but a procedure for evaluating a machine learning 

model on a specific data sample. It is a well-known and intuitive method, mainly used to 

assess the expected performance of the model to predict on unseen data, referring to 

data that have not been considered for the training of the model (Brownlee, Machine 

Learning Mastery, 2020). This method provides an assurance that the chosen model is 

low on variance and bias, thus most of data patterns were interpreted correctly and the 

noise of the data was excluded (Gupta, 2017). 

Conforming to Baheti, cross validation technique allows the hyperparameters of a ma-

chine learning model to be tuned as well as contributes on preventing overfitting. Specif-

ically, at k-fold cross validation data are distributed into k same sized smaller sets, which 

are known as folds. One fold is used for testing the model and the rest of the folds for 

training. In every iteration one fold is used for evaluating the performance of the model. 

Lastly, the average of scores of all iterations (total folds) is estimated, in order to result 

the overall performance of the selected model (Baheti, 2022). 

 

 

Figure 9 K-fold cross validation (Baheti, 2022) 
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4. Experiment Design and Data Implementation 

4.1. i-DREAMS Project 

A driving simulator study was conducted due to a collaboration between i-DREAMS pro-

ject and the chair of Transportation System Engineering (TSE) of Technical University of 

Munich. The i-DREAMS project is a founded research programme from European Union, 

which focuses on defining, developing, testing as well as validating a Safety Tolerance 

Zone in order to prevent unsafe and dangerous situations by implementing real time 

interventions and distractions during the diving task (i-DREAMS, 2022).  

 

Figure 10 i-DREAMS driving simulator, Chair of Transportation System Engineering (TSE, 2021) 

 

4.2. Experiment Design 

4.2.1. Scenarios 
A driving simulator study was conducted at the chair of Transportation System Engineer-

ing with 60 participants. Specifically, the drivers participated in 3 driving scenarios with 

approximate duration of 15 minutes. First driving scenario was monitoring, in which each 

participant was driving without any intervention. Intervention scenario was the second 

drive in which the participant was receiving warnings from the i-Dreams warning system 

about speed and time headway. The third scenario was distraction, in which the partici-

pant along with the warnings was receiving text messages, that had to be read and 

sometimes answered. 
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• Monitoring 

At monitoring scenario participants were driving without receiving any intervention or dis-

traction. The duration of the drive was approximately 15 to 17 minutes. Furthermore, 

during monitoring scenario participants drove through all the road sections, which were 

highway, rural and urban road section. The same road sections appeared in the other 

two scenarios (intervention, distraction) as well, but with a different sequence. 

• Interventions 

During intervention scenario there were warnings appearing from the from the i-Dreams 

warning system based on the time headway of the driver with the leading vehicle. The 

warnings were triggered for different time headway values depending on the speed of 

the vehicle. The thresholds of the speed that were taken into consideration were less or 

equal to 50 km/h, less or equal to 90 km/h and higher than 90 km/h. 

For instance, the moment that the participant drives with a speed less or equal to 50 

kilometres per hour and has a time headway between 2.5 s and higher 1.4 s the time 

headway will be displayed in the screen with green color. The first stage of headway 

warning appears in red color when the driver reaches a time headway between 1.4 s and 

higher than 0.6 s. Lastly the second stage of headway warning appears for headway 

values lower or equal to 0.6 s and comes along with a red blinking warning. The following 

tables depict the time headway thresholds based on the different driving speed: 

 

Speed ≤ 50 km/h 

THW thresholds                Status Warning displayed 

1.4 s <	THW ≤	2.5 s Vehicle detected THW in green 

0.6 s <	THW ≤	1.4 s First warning stage Vehicle symbol and THW in red 

THW ≤ 0.6 s Second warning stage Vehicle symbol red and blinking, 

THW in red 

Table 3 Warnings corresponding to speed ≤ 50 km/h (i-Dreams project) 
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Speed ≤ 90 km/h 

THW thresholds                Status Warning displayed 

1.2 s <	THW ≤	2.5 s Vehicle detected THW in green 

0.6 s <	THW ≤	1.2 s First warning stage Vehicle symbol and THW in red 

THW ≤ 0.6 s Second warning stage Vehicle symbol red and blinking, 

THW in red 

Table 4 Warnings corresponding to speed ≤ 90 km/h (i-Dreams project) 

 

Speed > 90 km/h 

THW thresholds                Status Warning displayed 

1.0 s <	THW ≤	2.5 s Vehicle detected THW in green 

0.6 s <	THW ≤	1.0 s First warning stage Vehicle symbol and THW in red 

THW ≤ 0.6 s Second warning stage Vehicle symbol red and blinking, 

THW in red 

Table 5 Warnings corresponding to speed >90 km/h (i-Dreams project) 

 

The following picture presents a second stage headway warning with a red blinking ve-

hicle appearing in the i-Dreams warning system. 

 

Figure 11 i-Dreams warning system and eye movement (red dot)  

 



Crash risk analysis of driver behavior: a driving simulation study 
25 

• Distraction 

During the distraction scenario participants were receiving text messages, which they 

had to read and/or reply. There were eight text messages in total, from which the six 

were sent before a dangerous event and two of them during normal driving conditions 

(no event). Before the beginning of the drive participants received the instructions to 

answer only in messages that included a question and read the rest of messages (Ezzati 

Amini, et al., 2022). The following table presents the distraction task (reading, replying 

to text messages), the complexity of the task as well as the script of the text messages 

(Ezzati Amini, et al., 2021): 

Distraction task Complexity Script of text message 

Reading simple “Thank you for participating in the experi-
ment” 

Reading & replying complex “Can you name two cities you want to visit?” 

Reading simple Your dentist appointment is scheduled for 
30/04/2021 at 14:15” 

Reading & replying simple “Where is your hometown?” 

Reading simple “Nice to see you at the café yesterday” 

Reading simple “50% off on online orders! Today only!” 

Reading & replying complex “What are two things that you enjoy doing 
the most?” 

Reading & replying complex “27+30=?” 

Table 6 Distraction tasks (Ezzati Amini, et al., 2021) 

 

4.2.2. Road Sections 
According to i-Dreams project here were three road sections appearing while driving, 

highway, urban and rural road section. These road sections were appearing with a dif-

ferent sequence in each driving scenario. The three possible ways that the road sections 

were appearing in the simulator as well as the total distance of each road section is 

presented in the tables that follow: 
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Case A Distance (m) 

1. Rural 0-4400 

2. Urban 4400-8000 

3. Highway 8000-13500 

Table 7 Road sections sequence of case A (i-Dreams project) 

 

Case B Distance (m) 

1. Urban 0-5440 

2. Highway 5440-9040 

3. Rural 9040-13440 

Table 8 Road sections sequence of case B (i-Dreams project) 

 

Case C Distance (m) 

1. Highway 0-3600 

2. Rural 3600-8000 

3. Urban 8000-13500 

Table 9 Road sections sequence of case C (i-Dreams project) 

 

For each participant these cases (A, B, C) were allocated before the beginning of the 

driving task. For instance, if one participant was selected to have case A for monitoring 

scenario, this means that in the simulator screen it was appearing first the rural road 

environment, then the urban and last the highway. The figures below depict the different 

road environments: 

 
Figure 12 Highway road section (i-Dreams project) 
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Figure 13  Rural road section (i-Dreams project) 

 

 

Figure 14 Urban road section (i-Dreams project) 

 

It is important to be noted that each road section had a different speed limit as well as a 

different number of lanes per direction. More specifically, the highway section had no 

speed limit and three lanes per direction. In the rural area there was a speed limit of 70 

km/h and two lanes per direction and last but not least the urban area had a speed limit 

of 50 km/h and one lane per direction. The following table presents the different speed 

limits and number of lanes for each road section separately: 

 

Road section Speed limit Number of lanes 

Highway No speed limit 3 per direction 

Rural 70 km/h 2 per direction 

Urban 50 km/h  1 per direction 
Table 10 Speed limit and number of lanes per road section (i-Dreams project) 
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4.2.3. Participant Information 
Driving simulator data were collected from 60 drivers that participated in all driving sce-

narios and completed successfully the driving task. Furthermore, participants did not 

show signs of dizziness nor felt uncomfortable during driving. The experiments took 

place between June and September 2021 at the chair of Transportation System Engi-

neering (TSE) of Technical University of Munich.  

From the 60 drivers that participated in the experiment, 35 were males and 25 females. 

Regarding the age participants were divided in three groups. Specifically, the first group 

consisted of participants between 18 and 25 years old, the second was between 26 and 

45 years and the last group was between 46 and 64 years old. These characteristics are 

presented in the following figures. 

 

Figure 15 Gender of participants (i-Dreams project) 

 

In the bar chart below, the higher number of female participants is observed in the first 

group, on the other hand a higher number of males is noted both in the second and third 

group. 

 

Figure 16 Age group of male and female participants (i-Dreams project) 
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Moreover, it should be mentioned that participants come from several different countries. 

As it can be observed in the following figure, the majority of drivers comes from Germany 

and the second higher number of participants has Egyptian and Greek nationality. 

 

Figure 17 Participants per country (i-Dreams project) 

 

4.3. Data Implementation 

4.3.1. Driving Simulator Data 
The variables that were extracted from the driving simulator are depicted on the following 

table: 

Variable Description Unit 

ElapsedTime Time since start 𝑠 

LongAcc Longitudinal acceleration 𝑚/𝑠$ 

LatAcc Lateral acceleration 𝑚/𝑠$ 

LongVelocity Longitudinal velocity 𝑚/𝑠 

LatVelocity Lateral Velocity 𝑚/𝑠 

TotalLongDistTravelled Total distance driving 𝑚 

LatPos Lateral position 𝑚 

SteeringWheelAngle Steering wheel input 𝑑𝑒𝑔𝑟𝑒𝑒𝑠 

SpeedLimitsMs Current speed limit 𝑚/𝑠 
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Variable Description Unit 

SpeedLimitsKph Current speed limit 𝑘𝑚/ℎ 

Headway Time headway to vehicle ahead 𝑠 

TTC Time to collision with vehicle ahead 𝑠 

GasPedalPercentageDisplayed Percentage of max gas pedal 0-1 

BrakePedalPercentageDisplayed Input count of brake pedal 0-1 
Table 11 Driving simulator variables (i-Dreams project) 

 

4.3.2. Data Visualization  
The following plots present some of the variables by distance travelled, using as an ex-

ample the data of one participant for the three scenarios (monitoring, intervention, dis-

traction): 

• Longitudinal velocity by distance 

The following plot depicts the longitudinal velocity by distance for one participant during 

the three scenarios. It can be observed that the participant during monitoring scenario 

maintains a lower velocity at the first part of the drive, which increases at the second 

part. On the other hand, during intervention and distraction scenario the participant 

reaches higher velocity values in the beginning of the drive, which decrease to approxi-

mately 10 m/s until the end. In order to understand better both plot and driving behavior, 

it is meaningful to examine the plot “Headway by Distance travelled” that follows. 

 

Figure 18 Longitudinal velocity by distance (own plot) 



Crash risk analysis of driver behavior: a driving simulation study 
31 

 

• Headway by distance 

 

Figure 19 Headway by distance (own plot) 

The plot above presents the headway per distance travelled for the same participant 

during the three driving scenarios. Different headway values are observed during the 

drive with the lowest value to be reached at monitoring scenario in the middle of the 

drive.  

The observation of both plots simultaneously can lead to the following conclusion. At the 

road sections that low values of time headway are noted the participant drives with high 

velocity values. For instance, the lowest headway values for monitoring scenario are 

observed between 6000 and 8000 m. At the same part of the road are also noted the 

highest velocity values, between 30 and 35 m/s. This fact indicates a dangerous driving 

behavior, where the participant drives significantly close to the leading vehicle. 

• Longitudinal velocity by distance 

The following plot presents the longitudinal velocity by distance for another participant 

during the monitoring, intervention and distraction scenario. In this plot a different driving 

behavior is observed. More specifically, the participant drives with high velocity at the 

first part of the drive during distraction scenario. At the middle part (5000-9000 m) higher 

velocity values are noticed during intervention scenario. At the end of the drive there are 

similar values for intervention and distraction scenario, while during monitoring are 

slightly higher. The plot longitudinal velocity by distance for this participant is depicted 

below: 
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Figure 20 Longitudinal velocity by distance (own plot) 

 

• Headway by distance 

The plot below presents the headway per distance travelled for participant Id=47 during 

the driving scenarios. Significantly low headway values are observed mainly during dis-

traction and intervention scenario, while for monitoring scenario lower headway values 

can be seen at the end of the drive. This plot describes probably a behavior, in which the 

driver took into consideration the warnings displayed during intervention and distraction 

and therefore reached lower headway values with the leading vehicle and drove safer. 

 

Figure 21 Headway by distance (own plot) 
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5. Results and Discussion  

5.1. Effectiveness Evaluation of Interventions  

5.1.1. Data Preparation 
Data of 60 participants from monitoring, intervention and distraction scenario were used 

at this part. Furthermore, data corresponding to a time headway greater than 2.5 s were 

excluded. This threshold was selected based on the i-DREAMS warning system, in which 

the leading vehicle was detected in a time headway less or equal to 2.5 s. Moreover, 

taking into consideration the literature, a time headway higher or equal to 2 s is consid-

ered safe (Monteiro, Balogun, Kote, & Tlhabano, 2014), (Wang & Song, 2011). There-

fore, a threshold of higher than 2.5 s was considered as safe and data referring to this 

were removed. 

Moreover, data were labelled based on the time headway, where a safe condition (class 

0) was referring to data corresponding to a time headway between 1.4 s and 2.5 s, while 

an unsafe condition (class 1) was defined by a time headway less or equal to 1.4 s. 

These thresholds were also considered based on the i-DREAMS warning system design. 

As already mentioned, the i-DREAMS warning system has three thresholds (1.4 s, 1.2 

s, 1.0 s) depending on the speed, in which the first warning is triggered. Therefore, a 

time headway of 1.4 s was selected as the threshold for classifying the data, since it also 

includes the data that correspond to the lower values of time headway (1.2 s, 1.0s). 

Variables from the driving simulator data were selected, such as elapsed time, distance 

travelled, longitudinal and lateral acceleration, longitudinal and lateral velocity, lateral 

position, headway and TTC. Data were aggregated based on the dangerous event. A 

dangerous event starts, when the time headway with the leading vehicle is THW ≤ 1.4s 

and lasts until this value becomes higher than 1.4 s, when the event stops. Due to the 

events new values were created like duration and distance of the event. Last but not 

least, before the implementation of statistical analysis, one critical event was chosen for 

each participant, that included the minimum variables of all the events for one scenario. 

In order to examine the impact of interventions in driving task a statistical analysis was 

implemented. More specifically, a paired sample t test was conducted between monitor-

ing, intervention and distraction scenario. The variables that are statistically significant 

correspond to a 95% confidence interval, which is denoted with a p-value less or equal 

to 0.05 (noted in bold). The results of the statistical analysis are presented in the following 

tables. 
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5.1.2. Statistical Analysis Results 
 

Þ T-test between Monitoring and Intervention scenario 

Variable T-value P-value  
  Minimum  5.147 0.000  
Longitudinal  Maximum 0.792 0.434 
Acceleration Mean 3.546 0.001 
  Standard deviation -3.961 0.000 
  Minimum  1.364 0.182 
Lateral Maximum 0.947 0.350 
Acceleration Mean -0.405 0.688 
  Standard deviation 1.161 0.254 
  Minimum  -3.667 0.001 
Longitudinal  Maximum -3.957 0.000 
Velocity Mean -3.928 0.000 
  Standard deviation -3.166 0.003 
  Minimum  0.316 0.754 
Lateral Maximum 0.914 0.367 
Velocity Mean 0.656 0.517 
  Standard deviation 1.161 0.254 
Lateral Position Standard deviation 0.355 0.725 

Headway Minimum  -4.679 0.000 
Standard deviation -1.042 0.305 

TTC Minimum  -2.853 0.007 
Standard deviation -2.419 0.021 

Duration Minimum  -2.346 0.025 
Distance Minimum  -2.143 0.039 

Table 12 T-test results between Monitoring and Intervention scenario 

  

In the table above, it can be observed that the population means are not significantly 

different for Lateral Acceleration, Lateral Velocity and Lateral Position, since the p-value 

is higher than 0.05. On the other hand, population means appear to be significantly dif-

ferent for Longitudinal Acceleration, Longitudinal Velocity, Headway, TTC, Duration and 

Distance, where p-value is less or equal to 0.05.  

Since a significant difference in population means is observed for most of the variables, 

it can be concluded that there is a significant impact of interventions on driving behaviour. 

For instance, the negative T-values of Longitudinal Velocity and Headway indicate that 

the sample means of both variables increased from monitoring to intervention scenario. 

More specifically, at intervention scenario during critical events, although participants 

were driving with a higher longitudinal velocity, they managed to maintain a higher time 
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headway from the leading vehicle. It is therefore observed that real time interventions 

from the i-DREAMS warning system by informing drivers timely about critical situation 

contributed to their safety.  

The changes between monitoring and intervention scenario are depicted in the box plots 

below for the variables longitudinal and lateral velocity, longitudinal and lateral acceler-

ation and headway. 

 
Figure 22 Box plots of longitudinal velocity std (left) and longitudinal velocity mean (right) 

 

Figure 23 Box plots of longitudinal velocity std (left) and longitudinal velocity mean (right) 

 

Figure 24 Box plot of headway min 
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Þ T-test between Monitoring and Distraction scenario 

Variable T-value P-value  
  Minimum  2.669 0.012 
Longitudinal  Maximum -0.296 0.690 
Acceleration Mean 1.280 0.210 
  Standard deviation -2.003 0.054 
  Minimum  2.091 0.045 
Lateral Maximum 1.291 0.206 
Acceleration Mean -0.152 0.880 
  Standard deviation 0.877 0.387 
  Minimum  -0.970 0.340 
Longitudinal  Maximum -1.503 0.143 
Velocity Mean -1.317 0.198 
  Standard deviation -2.031 0.051 
  Minimum  0.092 0.927 
Lateral Maximum 0.130 0.900 
Velocity Mean -0.097 0.924 
  Standard deviation 1.133 0.266 
Lateral Position Standard deviation 0.166 0.869 

Headway Minimum  -2.014 0.053 
Standard deviation -1.347 0.188 

TTC Minimum  -2.463 0.019 
Standard deviation -2.600 0.014 

Duration Minimum  -2.241 0.032 
Distance Minimum  -2.022 0.052 

Table 13 T-test results between Monitoring and Distraction scenario 

 

Comparing monitoring and distraction scenario a significant difference in population 

means can be noted for time to collision, duration of critical event, minimum longitudinal 

acceleration and minimum lateral acceleration. Regarding the T-value can be observed 

that minimum longitudinal acceleration as well as lateral acceleration were decreased 

between monitoring and distraction scenario. Furthermore, the minimum duration of crit-

ical event during distraction increased, similarly to standard deviation of TTC as well as 

minimum TTC. Although, participants during distraction were receiving interventions and 

text messages, they had a similar driving behaviour with monitoring scenario (no inter-

ventions, no text messages), but their Tme to Collision increased.  

Box plots of minimum longitudinal acceleration and minimum duration of the event are 

depicted below: 

 



Crash risk analysis of driver behavior: a driving simulation study 
37 

 

Figure 25 Box plots of longitudinal acceleration min (left) and duration min (right) 

 

Þ T-test between Intervention and Distraction scenario 

Variable T-value P-value  
  Minimum  -1.557 0.128 
Longitudinal  Maximum -0.967 0.340 
Acceleration Mean -1.383 0.175 
  Standard deviation 2.287 0.028 
  Minimum  0.478 0.636 
Lateral Maximum 0.954 0.346 
Acceleration Mean 0.418 0.678 
  Standard deviation -0.275 0.785 
  Minimum  2.607 0.013 
Longitudinal  Maximum 2.319 0.026 
Velocity Mean 2.536 0.016 
  Standard deviation 0.933 0.357 
  Minimum  -0.194 0.847 
Lateral Maximum -0.485 0.631 
Velocity Mean -0.555 0.582 
  Standard deviation 0.331 0.743 
Lateral Position Standard deviation -0.176 0.861 

Headway Minimum  1.990 0.054 
Standard deviation -0.598 0.553 

TTC Minimum  1.492 0.144 
Standard deviation 0.762 0.451 

Duration Minimum  -0.778 0.442 
Distance Minimum  0.144 0.887 

Table 14 T-test results between Intervention and Distraction scenario 

  

A comparison between intervention and distraction scenario appears to have less varia-

bles with a significant difference in population means. Specifically, this is observed in 

longitudinal velocity and standard deviation of longitudinal acceleration. Furthermore, 

this indicates that in comparison with intervention drivers during distraction were driving 
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with lower longitudinal velocity while dealing with critical situations. At this case the in-

terventions helped the participants to minimize their speed and avoid a collision.  

Box plots of standard deviation of longitudinal acceleration and average longitudinal ve-

locity follow: 

 

Figure 26 Box plots of longitudinal acceleration std (left) and longitudinal velocity mean (right) 

 

Comparing the three scenarios showed that the most significant impact of interventions 

appears in the results of the statistical test between monitoring and intervention scenario. 

Thus, the driving behaviour during intervention while dealing with critical events changed. 

It is meaningful to observe the results of statistical analysis between monitoring and in-

tervention while driving in different road environments (urban, rural, highway) during crit-

ical driving situations. 

 

Þ T-test between Monitoring and Intervention scenario in Urban Road section 

The following table depicts the statistical test results between monitoring and intervention 

scenario for critical events that happened in urban road section. 

It is observed that only minimum longitudinal velocity and minimum headway have a p-

value lower than 0.05. This indicates that there is no significant change between the 

samples of monitoring and intervention for driving at the urban section. Moreover, T-

values of both longitudinal velocity und headway denote an increase in intervention sce-

nario. Thus, the participants during urban road section were driving with a higher speed 

and maintaining at the same time higher headway. It can be concluded that at this road 

section the drivers took into consideration the warnings from the i-DREAMS warning 

system and maintained higher and safer time headway from the leading vehicle. 
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Variable T-value P-value  
  Minimum  1.002 0.343 
Longitudinal  Maximum 0.391 0.705 
Acceleration Mean 0.667 0.521 
  Standard deviation -1.539 0.158 
  Minimum  -0.943 0.370 
Lateral Maximum 0.967 0.359 
Acceleration Mean -0.777 0.457 
  Standard deviation 0.905 0.389 
  Minimum  -2.313 0.046 
Longitudinal  Maximum -2.184 0.057 
Velocity Mean -2.203 0.055 
  Standard deviation -1.028 0.331 
  Minimum  -0.757 0.467 
Lateral Maximum -0.620 0.551 
Velocity Mean -0.566 0.585 
  Standard deviation 0.854 0.415 
Lateral Position Standard deviation 0.565 0.586 

Headway Minimum  -2.400 0.040 
Standard deviation 0.966 0.359 

TTC Minimum  -2.078 0.067 
Standard deviation 1.416 0.190 

Duration Minimum  -1.603 0.143 
Distance Minimum  -1.571 0.151 

Table 15 T-test results between Monitoring and Intervention scenario in Urban Road section 

 

Box plots of minimum longitudinal velocity and minimum headway are presented below: 

 

Figure 27 Box plots of longitudinal velocity min (left) and headway min (right) 
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Þ T-test between Monitoring and Intervention scenario in Rural Road section 

The following table presents the statistical test results between monitoring and interven-

tion scenario for critical events that take place in rural road section. 

Variable T-value P-value  
  Minimum  4.330 0.000 
Longitudinal  Maximum -1.053 0.304 
Acceleration Mean 3.591 0.002 
  Standard deviation -4.481 0.000 
  Minimum  0.413 0.684 
Lateral Maximum -1.665 0.110 
Acceleration Mean -1.057 0.302 
  Standard deviation -0.981 0.337 
  Minimum  -3.917 0.000 
Longitudinal  Maximum -4.486 0.000 
Velocity Mean -4.437 0.000 
  Standard deviation -2.831 0.009 
  Minimum  0.536 0.597 
Lateral Maximum 0.806 0.429 
Velocity Mean 0.944 0.356 
  Standard deviation 0.196 0.847 
Lateral Position Standard deviation -0.551 0.587 

Headway Minimum  -5.220 0.000 
Standard deviation -2.466 0.022 

TTC Minimum  -2.240 0.036 
Standard deviation -2.746 0.012 

Duration Minimum  -2.122 0.045 
Distance Minimum  -2.098 0.048 

Table 16 T-test between Monitoring and Intervention scenario in Rural Road section 

  

The statistical analysis results showed that most of the variables reached a p-value lower 

than 0.05, which denotes a significant change between the samples of monitoring and 

intervention during driving in rural road environment. More specifically, an increase is 

observed for longitudinal velocity, longitudinal acceleration, time headway, time to colli-

sion, duration and distance of the event. This indicates that the participants use the warn-

ings in order to keep a safe time headway and time to collision and this contributes to 

their road safety. 
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Box plots of average longitudinal velocity and minimum headway are presented below: 

 

Figure 28 Box plots of longitudinal velocity min (left) and headway min (right) 

 

Þ T-test between Monitoring and Intervention scenario in Highway section 

The following table presents the statistical analysis results between monitoring and in-

tervention scenario for critical events that happened in the highway road section. 

Variable T-value P-value  
  Minimum  3.736 0.001 
Longitudinal  Maximum -0.118 0.907 
Acceleration Mean 2.605 0.015 
  Standard deviation -3.483 0.002 
  Minimum  2.507 0.019 
Lateral Maximum -0.415 0.681 
Acceleration Mean -0.576 0.570 
  Standard deviation -0.028 0.978 
  Minimum  -2.456 0.021 
Longitudinal  Maximum -2.805 0.010 
Velocity Mean -2.746 0.011 
  Standard deviation -3.039 0.005 
  Minimum  0.776 0.445 
Lateral Maximum 0.746 0.463 
Velocity Mean 1.361 0.186 
  Standard deviation 0.011 0.992 
Lateral Position Standard deviation -0.737 0.468 

Headway Minimum  -2.638 0.014 
Standard deviation -2.177 0.039 

TTC Minimum  2.325 0.028 
Standard deviation -1.985 0.058 

Duration Minimum  -2.846 0.009 
Distance Minimum  -2.715 0.012 

Table 17 T-test results between Monitoring and Intervention scenario in Highway section 
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Similar results with the statistical analysis in the rural road section are observed in the 

highway section. Most of the variables have a low p-value (less than 0.05) and this indi-

cates a high impact of interventions on driving in the highway. Specifically, longitudinal 

velocity, headway, duration and distance of the events increased from monitoring to in-

tervention scenario. While minimum longitudinal acceleration and minimum TTC de-

creased from one scenario to the other.  

Box plots of minimum headway and average longitudinal velocity are depicted below: 

 
Figure 29 Box plots of longitudinal velocity min (left) and headway min (right) 

 

5.2. Dangerous Event Prediction  

5.2.1. Data Preparation   
Data of 60 participants from the distraction scenario were implemented for the prediction 

of dangerous event. Furthermore, data corresponding to a time headway greater than 

2.5 s were excluded. This threshold was selected based on the i-DREAMS warning sys-

tem, in which the leading vehicle was detected in a time headway less or equal to 2.5 s. 

Moreover, taking into consideration the literature, a time headway higher or equal to 2 s 

is considered safe (Monteiro, Balogun, Kote, & Tlhabano, 2014), (Wang & Song, 2011). 

Therefore, a threshold of higher than 2.5 s was considered as safe and data referring to 

this were removed. 

A binary classification of the data based on the time headway followed, where a safe 

condition (class 0) was referring to data corresponding to a time headway between 1.4 

s and 2.5 s, while an unsafe condition (class 1) was defined by a time headway less or 

equal to 1.4 s. These thresholds were also considered based on the i-DREAMS warning 

system design. As already mentioned previously, the i-DREAMS warning system has 

three thresholds (1.4 s, 1.2 s, 1.0 s) depending on the speed, in which the first warning 
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is triggered. Therefore, a time headway of 1.4 s was selected as the threshold for clas-

sifying the data, since it also includes the data that correspond to the lower values of 

time headway (1.2 s, 1.0s). 

 

Figure 30 Data classification based on time headway 

 

In order to implement the machine learning models, the data were first divided in training 

and testing data. More specifically, as training data were used the 80% of the total and 

for the testing the 20%. It is important these two groups of data to be different in order to 

test the model properly. Furthermore, the data were scaled between 0 and 1 with the 

MinMaxScaler in order to reach a higher performance of the models. 

The following table presents the independent variables that were used for the implemen-

tation of the machine learning algorithms: 

Variables 

1) Elapsed time 7)  Lateral position 

2) Longitudinal acceleration 8)  Steering wheel angle 

3) Lateral acceleration 9)  Gas pedal percentage 

4) Longitudinal velocity 10)  Brake pedal percentage 

5) Lateral velocity 11)  Leading vehicle lateral position 

6) Distance travelled 12)  Leading vehicle longitudinal position 

Table 18 Variables used for the dangerous event prediction 

 

5.2.2. Logistic Regression  
The first machine learning algorithm that was employed for the prediction of dangerous 

events was Logistic Regression. In order to observe the significance of the independent 
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variables the logit model was implemented. The results showed that all the variables 

were statistically significant with respect to a confidence interval 95% (P-value ≤ 0.05). 

It should be noted that a variable with a P-value lower or equal to 0.05 is significantly 

important to the model. The following table depicts the results of the logit model, such as 

the Standard Error, z-value, which is the division of regression coefficient and Standard 

Error as well as the P-value for each variable.  

• Logit model results 

Variable Coefficient Standard Error P > |z| 

Elapsed time -0.42 0.00 0.00 

Longitudinal acceleration -0.28 0.20 0.00 

Lateral acceleration 0.24 0.71 0.00 

Longitudinal velocity 0.12 0.10 0.00 

Lateral velocity -0.34 0.60 0.01 

Distance travelled 0.38 0.06 0.00 

Lateral position -0.13 0.18 0.00 

Steering wheel angle -0.04 0.03 0.00 

Gas pedal percentage -0.29 0.65 0.00 

Brake pedal percentage 0.31 1.46 0.00 

Leading vehicle lateral position 0.36 0.17 0.00 

Leading vehicle longitudinal position -0.34 0.07 0.00 

Table 19 Logit model results 

 
• Logistic regression model  
 
Let p ∈ [0,1] be the probability of an event. The logistic regression model is defined as 

follows: 

𝑙𝑜𝑔𝑖𝑡(𝑝) 	= 	−	1.78 − 0.42 ∗ 𝐸𝑙𝑎𝑝𝑠𝑒𝑑𝑇𝑖𝑚𝑒 − 0.28 ∗ 𝐿𝑜𝑛𝑔𝐴𝑐𝑐 + 0.24 ∗ 𝐿𝑎𝑡𝐴𝑐𝑐 + 	0.12
∗ 𝐿𝑜𝑛𝑔𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 − 0.34 ∗ 𝐿𝑎𝑡𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 + 0.38 ∗ 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑇𝑟𝑎𝑣𝑒𝑙𝑙𝑒𝑑 − 0.13
∗ 𝐿𝑎𝑡𝑃𝑜𝑠 − 0.04 ∗ 𝑆𝑡𝑒𝑒𝑟𝑖𝑛𝑔𝑊ℎ𝑒𝑒𝑙𝐴𝑛𝑔𝑙𝑒 − 0.29 ∗ 𝐺𝑎𝑠𝑃𝑒𝑑𝑎𝑙𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 + 0.31
∗ 𝐵𝑟𝑎𝑘𝑒𝑃𝑒𝑑𝑎𝑙𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 + 0.36 ∗ 𝐿𝑒𝑎𝑑𝑖𝑛𝑔𝑉𝑒ℎ𝑖𝑐𝑙𝑒𝐿𝑎𝑡𝑒𝑟𝑎𝑙𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 − 0.34
∗ 𝐿𝑒𝑎𝑑𝑖𝑛𝑔𝑉𝑒ℎ𝑖𝑐𝑙𝑒𝐿𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖𝑛𝑎𝑙𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 



Crash risk analysis of driver behavior: a driving simulation study 
45 

 

where α = -1.78 denotes the intercept, β1 = -0.42, β2 = -0.28, β3 = 0.24, β4 = 0.12, β5 = 

-0.34, β6 = 0.38, β7 = -0.13, β8 = -0.04, β9 = -0.29, β10 = 0.31, β11 = 0.36, β12 = -0.34 

the coefficients and p = P{Y = 1}, the probability of a dangerous event to occur. It can be 

noticed that variables such as lateral acceleration, longitudinal velocity, distance trav-

elled, brake pedal percentage and leading vehicle lateral position are higher than zero 

(β > 0) and the rest of the variables are lower than zero (β < 0). The impact of each 

independent variable to the y variable (dangerous event) will be estimated in the follow-

ing part. 

• Impact of independent variables on y 

Increasing the longitudinal acceleration by 1 unit ( 1	𝑚/𝑠%) will lead to an decrease by 

0.28 in logit(p), which also can be written as log(p /1 - p). If an decrease of 0.28 occurs 

with respect to log(p /1 - p), this can be interpreted as a decrease in the odds ratio or (p 

/1 – p) by 𝑒"$.%/	= 0.76. This implies a decrease of 24% in the odds of a dangerous event 

appearance, if it is assumed that the rest variables will remain fixed. If the lateral accel-

eration be increased for 1 unit (1	𝑚/𝑠%), this means that the log(p /1 - p) will increase by 

0.24 and based on the odds ratio, this indicates a 27% increase in the odds that a dan-

gerous event will occur, if the rest of the variable remain fixed. The following table pre-

sents the estimated odds ratio ( =exp(β) ) based on the coefficient of each variable as 

well as the increase or decrease in odds.  

Variable Coefficient Odds ratio = exp(β) Odds 

Elapsed time -0.42 0.66 (-) 34% 

Longitudinal acceleration  -0.28 0.76 (-) 24% 

Lateral acceleration  0.24 1.27 (+) 27% 

Longitudinal velocity  0.12 1.13 (+) 13% 

Lateral velocity -0.34 0.71 (-) 29% 

Distance travelled  0.38 1.46 (+) 46% 

Lateral position -0.13 0.88 (-) 12% 

Steering wheel angle -0.04 0.96 (-) 4% 
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Variable Coefficient Odds ratio = exp(β) Odds 

Gas pedal percentage -0.29 0.75 (-) 25% 

Brake pedal percentage  0.31 1.36 (+) 36% 

Leading vehicle lateral position  0.36 1.43 (+) 43% 

Leading vehicle longitudinal position -0.34 0.71 (-) 29% 

Table 20 Odds that a dangerous event will occur (+): Increase, (-): Decrease 

 
 

Taking into consideration the calculated odds ratios, the increase or decrease in odds 

that a dangerous event will happened can be easily estimated for the rest of the varia-

bles. For instance, an increase in longitudinal velocity by 1 unit (1 m/s) will result in an 

increase by 0.13 with respect to log(p /1 - p) and an increase by 13% in the odds that an 

event will happened. On the other hand, increasing lateral velocity by 0.34 will cause a 

logit(p) drop by 0.34 as well as a decrease of 29% in the odds. Moreover, increasing 

lateral position by 1 unit (1 m) will decrease the logit(p) by 0.13 and the odds will be 

decreased by 12%. Last but not least, an increase in steering wheel angle by 1 unit (1 

degree) will have as a result a decrease by 0.04 in log odds ratio as well as a decrease 

by 4% in the odds that an event will occur. For every assumption above should be con-

sidered that the rest of the independent variables remain fixed. Likewise can be inter-

preted the increase or decrease in the odds that a dangerous event will occur for the rest 

of the independent variables. 

• Evaluation of Logistic Regression model 

à Classification report 

At the end of the process, the performance of the model is estimated by implementing 

the evaluation metrics that were mentioned in Methodology section. The values of these 

metrics are included in the results of classification report, which is presented below: 

Class Precision Recall  F1-Score  
0 0.75 0.95 0.84 
1 0.65 0.24 0.35 
Table 21 Classification report results Logistic Regression 

 

It can be observed that the model reached low performance for minority class (class 1), 

especially in recall (24%) and F1-score (35%).  
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à Confusion matrix 

Another way to evaluate the model is the confusion matrix, which depicts the predictions 

of the classifier that were correct and the ones that were incorrect. The confusion matrix 

results of logistic regression model appear below:  

TP 

(5224) 

FP 

(296) 

FN 

(1752) 

TN 

(553) 

Table 22  Confusion matrix results Logistic Regression 

 

As it can be seen there is a high number of false negatives (1752), which indicates that 

logistic regression is not the highest performing model. The number of false negatives 

and false positives should be as low as possible, therefore improvement is still needed. 

à Cross validation 

Furthermore, cross validation was implemented by using recall as scoring metric and k 

folds number was 10. The estimated recall score through this method was equal to 0.245, 

which represents a low performance for the minority class. 

 

5.2.3. Support Vector Machine (SVM) 
The second model that was implemented, was Support Vector Machine (SVM), a more 

complex machine learning algorithm. The independent variables that were considered 

for this model, were the same with the ones that were taken into consideration for the 

logistic regression model. 

While implementing the model different values of C and functions were selected. After 

several trials the highest performance for this model was reach for C=100, kernel=’rbf’ 

and gamma=’scale’. 

• Feature importance 

To receive some insights for the SVM model, it is useful to observe the importance of 

the independent variables. The figure below presents the results of feature importance: 
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Figure 31 Feature importance SVM 

 
It can be observed that the most important variable for the SVM model is leading vehicle 

longitudinal position and the second most important is total longitudinal distance 

travelled. Then follows the ellapsed time variable and less significant is longitudinal 

velocity. 

 

• Evaluation of Support Vector Machine model 
à Classification report 

The SVM model performed better with respect to Logistic Regression as it can be ob-

served in the results of classification report. More specifically, both classes reached a 

good performance in precision, while in recall and F1-Score class 0 performed better. 

On the other hand, class 1 reached a performance of 72% and 80% respectively. In the 

table below follow the classification report results of both classes. 

Class Precision Recall  F1-Score  
0 0.89 0.97 0.93 
1 0.90 0.72 0.80 

Table 23 Classification report results SVM 

 

à Confusion matrix 

In the confusion matrix results, it can be noticed a lower number of FN and FP in com-

parison with the results of Logistic Regression. More specifically, there were 648 false 

negatives and 186 false positives, as it can be observed in the following table: 
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TP 

(5334) 

FP 

(186) 

FN 

(648) 

TN 

(1657) 

Table 24 Confusion matrix results SVM 

 

à Cross validation 

Cross validation was implemented also at this model by using recall as scoring metric 

and k folds number was 10. The recall score was equal to 0.71, which indicates a highly 

improved performance for the minority class. 

5.2.4. Artificial Neural Network (ANN) 
The ANN model implemented next with the same independent variables as in the previ-

ous two models. It is another complex machine learning model and was chosen in order 

to be tested for a higher performance. 

At this case, there were also many trials implemented related to the number of epochs 

as well as the hidden layers, in order to reach a high performance. The best combination 

was found for epoch=500, hidden layers: 12-20-30-40-50, activation function=’relu’, op-

timizer=’adam’. 

• Feature importance 

For the ANN there were more variables significant with respect to the SVM model. As it 

can be seen in the following figure the most important variable for the ANN model is 

brake pedal percentage. Furthermore, lateral acceleration is in the second place and is 

followed by lateral velocity. Less important variables for this model are steering wheel 

angle, gas pedal percentage, leading vehicle lateral position and lateral position. The 

importance of the above-mentioned independent variables is depicted in the following 

figure: 
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Figure 32 Feature importance ANN 

 

• Evaluation of the Artificial Neural Network (ANN) 

After reaching the best combination for the ANN model (hidden layers:12-20-30-40-50, 

epochs=500), the validation and training loss was calculated. As it is depicted in the 

following figure the curves of validation and training loss are close to each other, which 

indicates a high performance and that there is no overfitting of the data.  

 

Figure 33 Validation and training loss of ANN model 
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à Classification report 

The results of classification report showed a higher performance for both classes. Spe-

cifically, class 0 reached a performance of around 96%, while class 1 had a performance 

of around 91%. The outcome of the metrics is depicted in the classification report table 

below: 

Class Precision Recall  F1-Score  
0 0.96 0.97 0.96 
1 0.92 0.91 0.91 

Table 25 Classification report results ANN 

 

à Confusion matrix 

In the confusion matrix it was observed a significantly lower number of false negatives 

(216) and a slight drop in false positives (175) with respect to SVM results. The confusion 

matrix outcome is presented in the following table: 

TP 

(5345) 

FP 

(175) 

FN 

(216) 

TN 

(2089) 

Table 26 Confusion matrix results ANN 

 

à Cross validation 

Cross validation was implemented also at this model by using recall as scoring metric 

and k folds number was 10. The recall score was equal to 0.91, which indicates a high 

performance. 

5.2.5. Random Forest 
The last machine learning algorithm implemented, was Random Forest. In order to com-

pare the performance of Random Forest with the other models that mentioned above, 

the same independent variables were considered.  
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In order to reach a high performance during the implementation of random forest different 

numbers of estimators (200, 300, 400, 500) were implemented. The highest performance 

was reached with number of estimators= 500. 

• Feature importance 

At this case, it was also insightful to explore the importance of independent variables for 

Random Forest model. The following figure presents the results of feature importance. 

It can be noted that elapsed time is the most important variable for random forest model. 

Then in a similar level of importance is distance travelled, leading vehicle longitudinal 

position and lateral position. In a lower level of importance are variables such as longi-

tudinal velocity, brake pedal percentage, longitudinal acceleration and gas pedal per-

centage. Last but not least, less important variables for the model are lateral velocity, 

leading vehicle lateral position, lateral acceleration and steering wheel angle. 

 

Figure 34 Feature importance of Random Forest 

 

• Evaluation of Random Forest model 

à Classification report 

Taking into consideration the results of classification report, a significantly high perfor-

mance of both classes can be observed. More specifically, the highest performance for 

minority class (class 1) is noted in precision. A significantly improved performance is 
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reported for recall (99%) as well as for f1-score (99%). The detailed results of classifica-

tion report for both classes appear in the following table: 

Class Precision Recall  F1-Score  
0 1.00 1.00 1.00 
1 1.00 0.99 0.99 

Table 27 Classification report results Random Forest 

 

à Confusion matrix 

 

The significantly improved performance can also be noticed in the output of the confusion 

matrix. Specifically, the false negatives (21) as well as the false positives (8) presented 

a high drop, which denotes a significantly high performing model. The confusion matrix 

table is presented below: 

TP 

(5512) 

FP 

(8) 

FN 

(21) 

TN 

(2284) 

Table 28 Confusion matrix results Random Forest 

 

à Cross validation 

Cross validation was implemented also at this model by using recall as scoring metric 

and k folds number was 10. The recall score was equal to 0.99 which shows a signifi-

cantly high performance of minority class. 

5.3. Discussion 

The first part of the thesis focuses on the effectiveness of interventions in driving behav-

ior. Driving simulation data were labelled based on time headway and defined as dan-

gerous condition the moments that time headway was less or equal to 1.4 s, based on 

the design of i-DREAMS warning system. The results showed that interventions had a 

significant impact in the comparison between monitoring and intervention scenario. More 

specifically, between these two scenarios, participants considered the interventions 

mainly in rural and highway road sections.  
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Companies and researchers that work on Forward Collision Warning (FCW) systems or 

related projects could take into account these findings to improve their products/re-

search. For instance, they could consider the threshold of 1.4 s in order to adjust their 

thresholds (increase or decrease) to make them safer for the users. Another point could 

be to improve these systems based on the urban road environment requirements, since 

the results of the research showed that interventions did not have a significant impact 

while driving in an urban area. In this area, there are many users that should be taken 

into consideration, such as pedestrians, bicyclists and drivers as well as the infrastruc-

ture and the vehicle. 

The second part referred to dangerous event prediction by implementing machine learn-

ing models, such as Logistic Regression, Support Vector Machine (SVM), Artificial Neu-

ral Network (ANN) as well as Random Forest. The performance evaluation of the models 

presented that Random Forest overperformed in comparison with the other models and 

therefore reached the highest performance for minority class (99% Recall, 99% F1-

score). At this case, researchers could use the highest performing model (Random for-

est) and probably the second highest one (ANN) in order to predict dangerous events in 

similar projects or conditions and gain a better insight concerning the driver behavior. 
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6. Conclusions 

6.1. Summary  

6.1.1. Effectiveness Evaluation of Interventions  
The research at this part focuses on comparing monitoring, intervention and distraction 

scenario in order to investigate the effectiveness of interventions in driving behavior. 

Statistical analysis was implemented between monitoring and intervention scenario, 

monitoring and distraction as well as between intervention and distraction. More specifi-

cally, a paired samples T-test was employed to compare the driving behavior in the three 

different scenarios. 

A significant difference in population means was found between monitoring and inter-

vention scenario, this indicates a high impact of interventions on driving behavior. At this 

comparison longitudinal Velocity and headway variables increased during driving at in-

tervention scenario. This can be interpreted that, participants while handling critical situ-

ation at intervention scenario, although they were driving with a higher longitudinal ve-

locity, they managed to maintain a higher time headway from the leading vehicle. It is 

therefore observed that real time interventions from the i-DREAMS warning system by 

informing drivers timely about critical situations contributed to their safety. 

Comparing monitoring to distraction scenario, a significant difference in population 

means was observed for less variables. Variables such as TTC and duration of the criti-

cal event increased during distraction scenario. The fact that less variables changed at 

this case indicates that participants although during distraction were receiving interven-

tions and text messages, they had a similar driving behavior with monitoring scenario 

(no interventions, no text messages), with the exception that the Time to Collision in-

creased. 

The T-test results between intervention and distraction showed that even less variables 

appeared to have a significant difference in population means. A difference between the 

two scenarios was observed in variables longitudinal velocity and standard deviation of 

longitudinal acceleration. Furthermore, this indicates that in comparison with intervention 

drivers during distraction were driving with lower longitudinal velocity while dealing with 

critical situations. At this case the interventions helped the participants to minimize their 

speed and avoid a collision. 

The fact that between monitoring and intervention scenario a significant difference in 

population means was observed in most of the variables, triggered the interest to further 

investigate these to scenarios. More specifically, comparison conducted between 
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monitoring and intervention scenario for the three road sections (urban, rural and high-

way) separately. 

Comparing monitoring to intervention during driving in urban road section it was noted 

that only two variables changed, minimum longitudinal velocity and minimum headway 

were both increased. Although, the overall driving behavior did not show a high differ-

ence between the two scenarios, participants during urban road section were driving with 

a higher speed and maintaining at the same time higher headway. It can be concluded 

that at this road section the drivers took into consideration the warnings from the i-

DREAMS warning system and maintained higher and safer time headway from the lead-

ing vehicle. 

In rural road section as well as in highway similar results were observed, thus, similar 

driving behavior between the two scenarios. Most of the variables changed and this in-

dicates a high impact of interventions in rural and highway road environment. More spe-

cifically, longitudinal velocity, headway, duration and distance of the events increased 

from monitoring to intervention scenario, while minimum longitudinal acceleration and 

minimum TTC decreased from one scenario to the other. 

6.1.2. Dangerous Event Prediction 
At this section driving simulation data were implemented in order to predict dangerous 

driving events. For this purpose, some commonly used Machine Learning models, such 

as Logistic Regression, Support Vector Machine (SVM), Artificial Neural Network (ANN) 

as well as Random Forest, were employed. 

The importance of the independent variables was different for each model and for this 

reason was investigated separately. For the model evaluation classification report includ-

ing precision, recall and F1-score, confusion matrix and cross validation was used. The 

evaluation showed that the lowest performance was reached by Logistic Regression with 

24% Recall and 35% F1-score for the minority class. Then Support Vector Machine 

(SVM) followed with 72% Recall and 80% F1-score (class 1). The second-best perform-

ing model was Artificial Neural Network (ANN) with 91% Recall and 91% F1-score for 

the minority class. 

The best performance was reached by the implementation of Random Forest for both 

classes. More specifically, the highest performance for minority class (class 1) is noted 

in precision. A significantly improved performance is reported for Recall (99%) as well as 

for F1-score (99%). 
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It is also important to mention for Random Forest, which was the best performing model, 

the feature importance. It was observed that the most important variables for random 

forest model was elapsed time, distance travelled, leading vehicle longitudinal position 

and lateral position. While, less important variables were lateral velocity, leading vehicle 

lateral position, lateral acceleration and steering wheel angle. 

The following table presents a summary of the performance evaluation for the machine 

learning models that implemented. 

Classification Report 

Machine Learning Model Class Precision Recall F1-score 

Logistic Regression 
0 0.75 0.95 0.84 

1 0.65 0.24 0.35 

Support Vector Machine 
0 0.89 0.97 0.93 

1 0.90 0.72 0.80 

Neural Network 
0 0.96 0.97 0.96 

1 0.92 0.91 0.91 

Random Forest 
0 1.00 1.00 1.00 

1 1.00 0.99 0.99 

Table 29 Classification report summary 

6.2. Limitations and Future Work 

During data preparation some inaccuracies regarding Time to Collision (TTC) variable 

were observed. Therefore, Time Headway was used as the main indicator for the data 

classification, into dangerous situation (class 1) and safe (class 0). In the future it would 

be interesting to investigate the implementation of more indicators, such as Time to Col-

lision and Distance Headway, in the prediction of dangerous driving events. 

Several variables were used from the extracted driving simulator data, such as longitu-

dinal and lateral velocity, longitudinal and lateral acceleration, lateral position, steering 

wheel angle, headway etc. It should be mentioned that longitudinal and lateral accelera-

tion was used with negative and positive values. It should be probably used in the future 

with the absolute value for accomplishing better results. 

Regarding the statistical analysis, it would be meaningful for other methods to be also 

implemented. For instance, ANOVA, which is analysis of variance, is a method that could 
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be employed. This method is suitable for a statistical analysis between three or more 

independent groups (Laerd statistics, 2018). Therefore, the differences between moni-

toring, intervention and distraction scenario can be compared all together. 

Taking into consideration the dangerous event classification and prediction by imple-

menting Machine Learning models, it would be an improvement to implement more com-

plex models, such as Bayesian Logistic Regression, XGBoost, Bayesian Network, Re-

current Neural Network etc. 
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