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“There is a theory which states that if ever anyone discovers exactly what the Uni-
verse is for and why it is here, it will instantly disappear and be replaced by some-
thing even more bizarre and inexplicable.

There is another theory mentioned, which states that this has already happened.”

Douglas Adams
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Abstract

The search for neutrinoless double beta (OvB8) decay plays a major role in
answering important fundamental questions about neutrinos. A still unan-
swered question that can be assessed by observing OvBB decay is, whether
the neutrino is a Majorana particle, in other words, whether it is identical
to its own antiparticle. This property is connected to the origin of neutrino
mass. In fact, many extensions of the Standard Model of particle physics nat-
urally predict Majorana neutrinos. In addition, the Majorana nature of neu-
trinos is also represented in leading theories that explain the baryon asym-
metry of the universe (BAU). Since detection of the lepton-number violating
OvppB-decay would prove that neutrinos have a Majorana mass term, its ex-
perimental search has been underway for decades with various isotopes. The
theoretical half-life of the Ovpp-decay is inversely proportional to the neu-
trino mass which leads to very high experimental requirements in terms of
background reduction and isotope mass.

The LEGEND experiment is based on 7°Ge-enriched high-purity germanium
(HPGe) detectors and will use the infrastructure of the GERmanium Detec-
tor Array (GERDA) experiment. In its first phase, which is also referred to
as LEGEND-200, a total of 200kg of HPGe detectors will be deployed. In
the tonne-scale phase, LEGEND-1000, a sensitivity on Ovp-decay half-life of
> 10% yr with 10 t-yr of exposure is targeted. In order to reach the sensitivity
goal of LEGEND-1000, the background level in the region of interest has to be
reduced by a factor of 50 compared to its predecessor GERDA.

In this work, two aspects of background suppression are elaborated for
LEGEND. In the first, the background identification was improved by intro-
ducing poly(ethylene 2,6-naphthalate) (PEN) as new optically transparent and
scintillating structural material. This commercially-available plastic can be
moulded to almost arbitrarily-shaped scintillating structures with high in-
trinsic radiopurity, good mechanical strength and wavelength-shifting prop-
erties. In order to use PEN in LEGEND-200, a production process including
a dedicated cleaning procedure was developed. Through radiopurity mea-
surements and optical characterisation of the custom-made PEN scintillators,
it was shown that all requirements for the use in the ultra-low background

environment are fulfilled and that they are compatible for the use in close
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vicinity of HPGe detectors. As result, all HPGe detectors in LEGEND-200 will
be mounted on the newly developed PEN holding structures.

In the second aspect, a simulation-based analysis chain to determine Ov 8-
decay detection efficiency for individual germanium detectors was devel-
oped. The detection efficiency of rare-event search experiments is a cru-
cial parameter which in case of LEGEND has to be determined for all de-
tectors individually. Former analyses were completely data-driven by us-
ing a so-called signal proxy with similar characteristics as expected for OvB3
decay. However, this entails uncertainties as the spatial distributions and
Bremsstrahlung effect of the different energy deposition processes are not
comparable. With the presented analysis, these effects are taken into account
by pulse-shape simulations. Each step of the analysis chain was validated
using GERDA data of broad-energy germanium (BEGe) detectors. Here, a
good agreement between data and simulation was achieved resulting in an
overall OvBp-decay detection efficiency of (85.9 & 1.8)% with a significantly

reduced total uncertainty compared to data-driven analyses.
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Zusammenfassung

Die Suche nach dem neutrinolosen Doppelbetazerfall (OvpBp) spielt eine ent-
scheidende Rolle bei der Beantwortung wichtiger grundlegender Fragen tiber
die Natur der Neutrinos. Eine dieser Fragen kann durch die Messung des
OvBp Zerfalls untersucht werden. Dabei handelt es sich um die Frage, ob
das Neutrino ein Majorana Teilchen ist, also ob es identisch zu seinem eige-
nen Antiteilchen ist. Diese Eigenschaft steht in Verbindung mit dem Ur-
sprung der Neutrinomasse. In der Tat, Majorana Neutrinos werden von
vielen Erweiterungen des Standard Modells der Teilchenphysik auf natiir-
liche Weise vorhergesagt. Zusétzlich ist die Majorana Eigenschaft der Neu-
trinos ein wichtiger Bestandteil in vielen fithrenden Theorien, die die Bary-
onenasymmetrie des Universums (BAU) erkldren. Da die Messung des lep-
tonenzahlverletzenden Ovpp Zerfalls zeigen wiirde, dass Neutrinos eine Ma-
jorana-Masse besitzen, ist dessen experimentelle Suche bereits seit Jahrzehn-
ten mit verschiedenen Isotopen im Gange. Die theoretische Halbwertszeit
des OvBB Zerfalls ist umgekehrt proportional zur effektiven Majorana-Neu-
trinomasse, wodurch die experimentellen Anforderungen an den radioakti-
ven Untergrund und die Masse des Isotops sehr hoch sind.

Das LEGEND Experiment basiert auf high-purity germanium (HPGe) Detek-
toren angereichert mit dem Isotop 7°Ge und wird zu Beginn die Infrastruktur
des GERmanium Detector Array (GERDA) Experiments nutzen. In der ersten
Phase, welche auch als LEGEND-200 bezeichnet wird, werden gesamt unge-
fahr 200 kg an HPGe Detektoren betrieben. In der Tonnenmafistabsphase,
LEGEND-1000, wird eine Sensitivitdt auf die OvBp Zerfallshalbwertszeit von
>10?® a mit 10t-a Exposition angestrebt. Um das Ziel der Sensitivitit von
LEGEND-1000 zu erreichen, muss der Strahlungshintergrund im Vergleich zu
seinem Vorgdnger GERDA um den Faktor 50 verringert werden.

In dieser Arbeit wurden zwei Aspekte zur Unterdriickung von Strahl-
ungshintergriinden fiir LEGEND ausgearbeitet. Im ersten wurde die Erken-
nung des Strahlungshintergrundes durch die Einfithrung von Polyethylen-
naphthalat (PEN) als neues optisch transparentes und szintillierendes Struk-
turmaterial verbessert. Dieses kommerziell erhéltliche Plastik ladsst sich na-
hezu zu jeder beliebigen szintillierenden Form giefSen und das mit einer nied-

rigen intrinsischen Konzentration an radioaktiven Unreinheiten, mit guter



mechanischer Stabilitidt und wellenldangenverschiebenden Eigenschaften. Um
PEN in LEGEND-200 verwenden zu kénnen, wurde ein Herstellungsverfahr-
en mit einem speziellem Reinigungsprozess entwickelt. Durch anschliefs-
ende Messung der radioaktiven Unreinheiten und einer Charakterisierung
der optischen Eigenschaften der PEN Szintillatoren wurde gezeigt, dass PEN
alle Anforderungen an die Nutzung in einer Umgebung mit extrem niedri-
gem Strahlungshintergrund erfiillt und dass es in der ndheren Umgebung
von HPGe Detektoren verwendet werden kann. Als Ergebnis werden in
LEGEND-200 alle HPGe Detektoren auf den neu entwickelten PEN Halterun-
gen montiert.

Im zweiten Aspekt wurde eine simulationsbasierte Analysekette zur Be-
stimmung der Detektionseffizienz des OvB Zerfalls fiir einzelne Detektoren
entwickelt. Die Detektionseffizienz eines Experiments zur Suche nach selte-
nen Zerféllen ist ein entscheidender Parameter und muss im Falle von LEG-
END fiir jeden Detektor individuell bestimmt werden. Die bisherigen Ana-
lysen wurden komplett datengestiitzt ausgefiihrt und verwendeten ein soge-
nanntes Signalproxy mit dhnlichen Eigenschaften wie sie von OvBp Zerféllen
erwartet werden. Allerdings zieht das Unsicherheiten mit sich, da die rdum-
liche Verteilungen der Ereignisse und die Effekte der Bremsstrahlung durch
verschiedene Energiedepositionsverfahren nicht vergleichbar sind. Mit der
prasentierten Analyse werden diese Effekte durch Pulsformsimulationen be-
riicksichtigt. Jeder Schritt der Analysekette wurde anhand von GERDA-Daten
tir broad-energy germanium (BEGe) Detektoren validiert. Hier wurde eine
gute Ubereinstimmung zwischen Daten und Simulation erzielt, was zu einer
Detektionseffizienz des OvpS Zerfalls von (85.9 + 1.8)% fiithrte. Im Vergleich
zu datengestiitzten Analysen konnten auch die Unsicherheiten signifikant

verringert werden.
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Chapter 1
Introduction

There are still countless open questions in the universe and since ,42” does
not seem to be the right answer to all of them [1], other ways and means must
be found. Since their first postulation by Wolfgang Pauli in 1930, neutrinos
have repeatedly been confronting the physics community with new puzzles.
As neutrinos were introduced to the Standard Model of particle physics, they
were assumed to be massless Dirac particles with zero Yukawa couplings to
the Higgs field. That this assumption was at least partly wrong, was already
confirmed by providing experimental proofs for neutrino oscillations [2, 3,
4]. These are only possible if there is a mass difference between the neutrinos
and, thus, if at least two of three have a mass. This raises the question of how
their mass is generated.

Although the family of neutrinos is the second most abundant type of
known particles in the universe, it was unfortunately not possible to simply
weigh them, yet. Currently, three approaches are being pursued to find an
answer. In approach number one, cosmological observables are used to in-
directly determine the sum of the neutrino masses. In the second, the mass
is measured directly via electron capture or beta decay. And in the third,
neutrinoless double beta (0v ) decay is searched for, which can also answer
questions about the nature of neutrinos. The search for OvBp decay is one of
the most promising ways to search for physics beyond the standard model.
Observing this hypothetical lepton-number violating decay would demon-
strate that neutrinos are their own antiparticles, or in other words: that they
are Majorana particles [5]. This observation could have a major impact on the
understanding of the matter-antimatter asymmetry in the universe and can
provide information on the absolute neutrino mass scale.

The GERmanium Detector Array (GERDA) collaboration was searching for
OvpB decay in 7°Ge by using high-purity germanium (HPGe) detectors en-
riched in the isotope 7°Ge. The use of HPGe detectors is one of the most



2 Chapter 1. Introduction

promising technologies in Ovp-decay search as it combines source and de-
tector with an excellent energy resolution. Until GERDA stopped taking data
in November 2019, a total exposure of 127.2 kg-yr was accumulated. No pos-
itive signal was found, hence a limit on the OvBS-decay half-life was set to
T{’yz > 1.8 - 10% yr [6]. But the search does not end here. After the merging
of the GERDA and MAJORANA collaborations, the next generation of OvpBg-
decay search experiments using 7°Ge is just about to take on operation: the
Large Enriched Germanium Experiment for Neutrinoless B3 Decay, LEGEND.

LEGEND will start its first phase with about 200 kg of 7°Ge-enriched HPGe
detectors, referred to as LEGEND-200. Due to the extremely long expected
half-life of OvBp decay, the background of the experiment must be completely
under control, i.e. background free in the region of interest. In order to reach
the aimed half-life sensitivity of T{% > 10% yr in the final tonne-scale phase
of the experiment, LEGEND-1000, the background level must be reduced by
a factor of 50 compared to its predecessor GERDA. [7, 8]

One way to lower the background level of the LEGEND experiment is
to replace optically passive and opaque materials in the direct detector sur-
rounding with optically active ones. This means, for example, that support
structures themselves are turned into active veto systems in order to improve
detection of background events close to the HPGe detectors. In LEGEND-
200, poly(ethylene 2,6-naphthalate) (PEN) will be used to replace the detector
holders which were made of silicon in GERDA. PEN is a commercially avail-
able transparent plastic which provides scintillation and wavelength-shifting
(WLS) properties to contribute to the background identification system of
the experiment [9, 10]. Almost arbitrary structures can be produced of PEN
by injection moulding with a very high intrinsic radiopurity. In this the-
sis, the complete path from raw PEN granulate to the ultra-low background
scintillator-grade structural components needed in LEGEND-200 is reported.
The results of the optical characterisation and radiopurity measurements are
also presented confirming the feasibility.

Another commonly used method to improve the background identifica-
tion is pulse-shape discrimination (PSD) [11, 12]. Here, the pulse-shapes time-
structure of individual events recorded using HPGe detectors are analysed to
distinguish background from signal. It is important to understand the effect
of the analysis cuts on hypothetical OvBp decay signals. Up to now, signals
from events with similar event topology that were classified as comparable

to OvpBB-decay signals were used to quantify the PSD efficiency [12]. In this
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purely data-driven analysis, uncertainties like a not comparable spatial dis-
tribution of the energy depositions in HPGe detectors are dominating. In or-
der to improve the determination of the OvBB-decay detection efficiency and
reduce its uncertainty, a new approach is presented in this thesis combining
data and simulation-based approaches. Using this method, the OvBB-decay
detection efficiency was determined for GERDA broad-energy germanium
(BEGe) detectors verifying the previous results and decreasing the systematic
uncertainty on OvpBp-decay detection efficiency. This method is presented in
addition to a detailed description and validation of the analysis chain.






Chapter 2

Neutrinoless Double Beta Decay

I have done a terrible thing: I have postulated a particle that cannot be
measured.
- Wolfgang Pauli, 1930

More than 90 years ago, a very light, electrically neutral and weakly inter-
acting particle with spin 1 was postulated by Wolfgang Pauli to explain the
continuous energy spectrum of beta decay. For a long time, he was certain
that such a particle could never be measured. But in 1956, Cowan and Reines
observed neutrinos experimentally. [13]

The nature of neutrinos was further explored, which led to new find-
ings. However, it also raised important questions: do neutrinos really have
no mass? Are they their own antiparticles? If they have mass, which neu-
trino flavour is the heaviest? How were they involved in the emergence of
matter-antimatter asymmetry? The first of these questions could have been
answered already by the observation of neutrino oscillations. No clear an-
swer has been found for all the others, yet.

Searching for neutrinoless double beta (Ov ) decay is a very good way to
find answers on the above questions. The existence of this decay would not
only confirm that the neutrino is its own antiparticle. In addition, it would
be proof of lepton number violation and could help determining the absolute
neutrino mass scale.

This chapter is intended to provide an overview of the current state of
knowledge about neutrinos. In addition, an introduction to Ovpp decay and

the concept of its experimental search is given.

2.1 Neutrino Masses

Neutrinos were introduced in the Standard Model (SM) of particle physics
as left-handed massless particles with spin 5. Therefore, they only interact
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weakly. Neutrinos come in three flavors: v,, v, and v just as the charged lep-
tons | € [e, u, T| to which they couple. There is a corresponding right-handed
anti-neutrino v; for every left-handed neutrino v;. Each neutrino carries the
conserved lepton number L(v;) = 1 and each anti-neutrino L(v;) = —1. [14,
15]

2.1.1 Neutrino Oscillation

The first of the questions mentioned at the beginning of this chapter has al-
ready been answered by observations of neutrino oscillation. To date, several
experiments have found strong evidence for neutrino oscillations. They were
detected in solar [2, 16, 17], atmospheric and reactor [3, 18] as well as accel-
erator neutrinos [4, 19, 20].

In quantum mechanics, flavour and mass eigenstates do not necessary
have to be the same. In the flavour basis, the neutrino is described as a su-

perposition of three mass eigenstates, v; € {1,2,3},

3
) =Y Ugilw). 2.1)
i=1

Here, Uj; are the elements of the Pontecorvo-Maki-Nakagawa-Sakata (PMNS)
matrix [15]. This matrix describes the lepton mixing and is defined as

—is
C12€13 $12€13 s13e”"
_ s %
U = | —s12c03 — €12523513€"°  C12C23 — $12523513€"  $23C13
s s
$12823 — €12023813€"°  —C12523 — $12€23813€°  C23C13
2.2)
1 0 0
.0(21
X |0 &2 0
ag)
0 0 ¢

where ¢;; and s;; are used as abbreviations for cos 6;; and sin 6;;, respectively,
with mixing angles 6;;. The Dirac phase § denotes the charge conjugation
parity (CP) violation phase, while a1 and a3; describe the two Majorana CP
violating phases. The latter only exist when neutrinos are their own antipar-
ticles. In this case, they are called Majorana particles.

The probability P that a neutrino oscillates between its flavor eigenstates
depends on several factors: Energy E of the neutrino, distance between source

and detector D and elements of the PMNS matrix. For the transition of
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flavour [ to I’ the probability is given by

n
Py = &y — 4 ) Re(UyUjUj:Uyj) sin® X

i<j

. (2.3)
+2)° I (U U, Ui Uyj) sin 2
i<j
where
Amlz].D
Xij = — (2.4)

In particular, according to Equation 2.4 if the squared mass difference Am?j
between the mass eigenstates i and j is zero, this implies that the probability
of flavor oscillations is zero [15]. As flavor oscillations were observed, this
means that Am?j # 0, implying that at least some neutrinos must have a

mass.

2.1.2 Neutrino Mass Ordering

By measuring neutrino oscillations, only the squares of the mass differences
Am?j can be measured. However, no conclusions can be drawn on the ab-
solute neutrino mass scale. Also, it is not yet known which is the lightest
mass state. Based on the assumption that the individual states have differ-
ent masses and Am%1 < Am%1 known from experiments [21], there are two

possibilities: [22]
e Normal ordering (NO): m; < mp < m3

e Inverted ordering (10): m3 < my < my

2.1.3 Dirac and Majorana Neutrino Mass

Almost 100 years ago Paul Dirac developed the Dirac equation to describe the
properties and behaviour of fermions with spin § [14, 23, 24]. Using this, the

Dirac mass term of the Lagrangian
Lp = —mpvV = —mp (VRUL + 1_/L1/R). (2.5)

can be derived for the neutrino field v. Here, mp is the Dirac mass for the
neutrino field and v, (vr) are the left (right)-handed neutrino fields. There
has not yet been an experimental observation of the right-handed neutrino
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field vg. According to Equation 2.5, this could be explained by the Dirac mass

mp being zero.

Majorana neutrino mass: Ettore Majorana tried to find another solution
for Equation 2.5. He left it with the already discovered left-handed neutrino
field vy . With the assumption that the neutrino is its own antiparticle v = v,

it follows for the neutrino field
v:vL—H/R:vL—H/E (2.6)

which relies on the assumption vg = Cv{ = v{. This allows the Dirac equa-
tion to be reformulated and to add another mass term to the Lagrangian with-

out using the right-handed neutrino field vg. This results in
1 _
Ly = _imL(VLVE +7 ) (2.7)

for the Majorana mass term. This can of course also be formulated for right-
handed neutrino fields. In case that right-handed neutrinos exist, it is possi-

ble that neutrinos have both a Dirac and a Majorana mass component.

2.2 Double Beta Decay

The most promising way to answer the nature of neutrinos is the neutrinoless
double beta decay, OvBpB-decay. This decay, if it exists, represents a special
form of the neutrino accompanied double beta decay, 2vpB-decay, which is
allowed in the SM of particle physics. In the following, these two forms of
double beta decay and the implications of a possible Ov-decay observation
are described.

2.2.1 Neutrino Accompanied Double Beta Decay

In the case of a beta decay, a neutron is converted into a proton. In the pro-
cess, an electron and an anti-neutrino are released, which means that the
lepton number is conserved. For the beta decay of a nucleus, this process is
described by

X — 2 AY +e +7, (2.8)
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FIGURE 2.1: Illustration of the energy of a nucleon at rest as function of the

atomic number Z for different combinations of odd and even numbers of

protons/neutrons for a fixed A. The black arrows indicate allowed decays

while the red dotted indicate an energetically forbidden decay sequence. On
the left, A is odd while it is even on the right. It is assumed, that the

where X, Y, A and Z representing the mother isotope, daughter isotope, mass
number and the atomic number, respectively. With the Bethe-Weizsiicker for-
mula [25], the binding energy of a nucleus can be calculated. In Figure 2.1
(left) an illustration of the binding energy of an isomer with fixed odd A is
shown as function of Z. In this example, the number of neutrons and protons
are either odd-even or even-odd. As a result of the beta decay (indicated by
black arrows), a lower binding energy level is reached for the daughter nu-
cleus. For the case where A is even, the number of neutrons and protons are
odd-odd or even-even (Figure 2.1 right) and the beta decay can lead to a state
with higher binding energy for the daughter compared to the initial state.
This process is energetically forbidden (indicated by red arrow). Instead the

double beta decay can occur. This nuclear decay is described by
X — 25Y +2e” +27, (2.9)

where two neutrons decay into two protons, two electrons and two anti-
neutrinos.

The total energy Qpg released in the double beta decay is divided between
the final state particles leading to a continuous spectrum for the sum of the
energy of the two observable electrons shown in Figure 2.2.

2vBp decay is not forbidden for isotopes that can undergo a single beta
decay. However, it will not be observable as this is a second-order process,



10 Chapter 2. Neutrinoless Double Beta Decay
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FIGURE 2.2: Energy spectrum of the double beta decay with indicated 2v3p
and OvBg contributions. This illustration is not to scale and assumes perfect
energy resolution.

Isotope | Qpp [keV] | Nat. ab. [%]
48Ca 4273.7 0.187
76Ge 2039.1 7.8
82Ge 2995.5 9.2
%7y 3347.7 2.8

100Mo 3035.0 9.6
10pg 2004.0 11.8
Hecy 2809.1 7.6
124G 2287.7 5.6
130T 2530.3 34.5
136xe 2461.9 8.9
150Nd 3367.3 5.6

TABLE 2.1: List of double beta decaying isotopes with corresponding Qgg
values and natural abundance. Values taken from [27].

the probability is significantly lower than for a simple beta decay. The half-
life le‘/’z is different for each isotope but in the range 10'8 yr to 10?4 yr [26]. A
list of some double beta decaying nuclei, their Qpg values and natural abun-

dance is given in Table 2.1.

2.2.2 Neutrinoless Double Beta Decay

In the SM, the double beta decay with emission of two neutrinos is predicted
as described in Equation 2.9. If v = vC applies, a final state without neutrinos
is possible. This decay would then be described by

OX — ,5Y +2e” (2.10)
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which would lead to a discrete line in the energy spectrum of the two emit-
ted electrons as shown in Figure 2.2 (orange line) since Qgg is only divided
between the two electrons. Figure 2.3 shows the Feynman diagram for 2v3p
decay on the left and for OvBp decay induced by light Majorana neutrino v
exchange on the right. Further possibilities of lepton number violating ex-
tensions of the SM for the mediator of OvBS decay are, for example, weak
currents or super-symmetric particles. The discovery of this decay would
provide direct evidence for the violation of the lepton number conservation
(AL = 2) and prove that neutrinos must have a Majorana mass component
regardless of the mechanism behind the decay. [7, 28, 29]

— > -
W

1 e
V!

: e
Wr‘

d d o, NG

FIGURE 2.3: Feynman diagram for the 2vBB-decay (left) and for the Ovpp-
decay (right). The possibility of light Majorana neutrinos vs as mediator is
shown here. [30]

The half-life T{% of the Ovpp-decay can be derived from Fermi’s golden
rule which was actually derived by Dirac [31, 32]. For the exchange of light
Majorana neutrinos v it can be expressed as

-1
Ty, = (G|M|2 <m/3/3>2> (2.11)

where G and M are the phase-space factor and the nuclear matrix element
(NME). The last term describes the effective Majorana neutrino mass <m B ﬁ>.
It is defined by the sum

> 2
Z Uzim;
i=1

with the matrix elements U,; of the PMNS matrix from Equation 2.2 and the
neutrino mass eigenstates 1; [15]. The allowed parameter space of (mgg) is
shown in Figure 2.4 as a function of the lightest neutrino mass m;. Whereby
solid black lines limit the permitted areas for the inverted and the normal

ordering of the neutrino masses.
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FIGURE 2.4: Probability density of the effective Majorana neutrino mass

(mpg) as function of the lightest neutrino mass m;. The solid black lines

limit the permitted parameter space for the normal and the inverted order-

ing. The goal of the next generation is indicated by a blue line. Probability
densities taken from [33].

Using Equation 2.11, in case of no observation and a limit set on Tfyz,
also a limit can be set on (mgg) assuming v, exchange. The large uncer-
tainties of the NMEs cause large uncertainties in the limits of the effective
Majorana neutrino mass. The GERDA collaboration has published a limit of
<m55> < 79 — 180 meV based on "°Ge [6]. The best limit for 13¢Xe-based ex-
periments comes from KamLAND-Zen with (mgg) < 61 —165meV [34]. The
next generation of OvB-decay search experiments aims to achieve a sensitiv-
ity of the order of 10meV for (mgg) (blue line in Figure 2.4) [7].

The KATRIN collaboration has published the upper limit on the effective
electron anti-neutrino mass of m, < 0.8eV [35, 36] with 90% confidence
level (C.L.) using the combined data of their first two measurement cam-
paigns. Further restrictions can be drawn from cosmological observations.
The PLANCK collaboration has set several model dependent limits on the
sum of the neutrino masses with the simplest being ) m; < 0.23eV [37].

2.3 Experimental Search for Ov3p Decay

In order to design a Ovpp-decay search experiment, it must first be under-
stood which factors influence the sensitivity. The expected signal is a mono-
energetic line at Qgg in the energy spectrum of the two electrons. Qgg can
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usually be measured by independent nuclear experiments with high preci-
sion. Thus, the region of interest (ROI) can be restricted to a narrow window
around Qgg, which depends on the energy resolution of the detectors. The
number of expected events N in the ROI in a given measurement time ¢ for a

total source mass M with an isotopic abundance 4 is defined as

Np [ aeMt
N=In(2)-—=> ( ) ) (2.13)
WA T,

Na, W and € are the Avogadro’s number, the molar mass of the source isotope
and the detection efficiency of the signal, respectively [38].

The sensitivity ST% of a OvBpB-decay search experiment can be expressed
as:

aMet background free,
Sy, (2.14)

Mt
1/2 .
BAE with background.

In the first case, the ideal case without background contribution in the ROI
the sensitivity scales linearly with t. With background, however, S T, o« \/t
applies and the background index B and the energy resolution AE in the ROI
play an important role.

According to Equation 2.14, an isotope that can be enriched and/or has a
high natural abundance (large a), low intrinsic background (low B) and the
possibility of using it as a detector is considered perfect. Furthermore, this
detector needs a very good energy resolution (small AE) and can be usable
with high quantity (large M). Finally, the Qgg value is ideally above 2.6 MeV
to reduce backgrounds from natural radioactivity. Unfortunately, none of the
35 possible isotopes meet all of these requirements. In fact, less than a third
of them can offer a fair balance which makes them candidates for the Ov -
decay search (see Table 2.1) [38]. In this thesis, one of the most promising
candidates is discussed: 7°Ge.
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Chapter 3

Germanium-Based OvB-Decay
Search Experiments

One of the most suitable isotopes for Ovp-decay search is 7°Ge. Since it is a
semiconductor, it can be used as source and detector at the same time, result-
ing in a high detection efficiency. At Qgs = 2039.061(7) keV [39], an superior
resolution of ~ 2.0keV has already been achieved with germanium detec-
tors. Also, an experiment based on 7°Ge-enriched detectors can be scaled to
the tonne-scale without changing the concept [38]. Two other semiconduc-
tor technologies are currently being considered for the OvfB-decay search:
CdZnTe based on 116Cd [40] and a complementary metaloxide-semiconductor
(CMOS) pixel array based on 82Ge [41]. However, both are still at a very early
stage.

As mentioned in Section 2.3, no isotope is perfect for the Ovpp-decay
search. Thus, 7°Ge also has disadvantages. Compared to other isotopes, the
Q-value is relatively low. Primordial radioisotopes from the U and Th chains
are unavoidable in the construction of an experiment. In particular for 7°Ge-
based experiments, there are three important event types that can lead to
background events in the ROIL On the one hand the 2614.5keV <-line from
20871, a beta decay energy of up to 3270 keV from 2'4Bi (from the 2??Rn chain)
and *’K (short-lived progeny of #>Ar) with a -decay Q value of 3525keV. In
addition, the natural abundance of 7°Ge is relatively low with only 7.8%. As
a result, the detector material must be enriched at high cost in the production
process.

Two former experiments based on 7°Ge have proven particularly success-
ful in recent years and have taken the germanium detector design and tech-
nology to a new level: the GERmanium Detector Array (GERDA) experiment
and the MAJORANA DEMONSTRATOR. Both have recently ended their oper-
ation and formed the LEGEND collaboration to continue OvpB-decay search

with joint resources.
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FIGURE 3.1: Top left: GERDA collaboration logo. Left: Schematic struc-

ture of the GERDA experiment with lock system and clean room. Right:

Schematic close-up of the detector array. The PMTs and the fibre curtain are
also clearly visible here. Illustrations adapted from [44, 45].

3.1 GERDA

The Ovpp-decay search with the GERDA experiment [6, 42, 43] started in
November 2011 and ended in November 2019. The experimental setup was
located in Hall A of the underground laboratory Laboratori Nazionali del Gran
Sasso (LNGS) in Italy at a depth of ~ 3500 m water equivalent. The inevitable
flow of cosmic muons can be reduced to ~ 1.25m~?h~! through this rock
overburden. The experiment was carried out in two phases, with the up-
grade to Phase Il being carried out in 2013-2015 [44]. Changes in the technol-
ogy as well as in the number of detectors were made. Only the structure in
Phase Il is described in this work.

The heart of the experiment were 7 semi-coaxial (15.6kg) and 30 broad
energy (BEGe, 20.0 kg) germanium detectors which were enriched to ~ 87%
in 76Ge. These were arranged in seven detector strings to form the detector
array. A string consisted of several detectors, each connected vertically with
its own holding structure. The arrangement of the strings can be found in
the yellow circles in the GERDA collaboration logo (Figure 3.1, top left cor-
ner). The position of the detectors in the array is shown in Figure 3.2 for
Phase II including one string consisting of three natural (not enriched) ger-
manium detectors on the right. The array deployed during the period from
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FIGURE 3.2: Arrangement of the germanium detector array during GERDA

Phase II (December 2015 - April 2018). The minor changes due to the up-

grade in 2018 are not shown. The drawing was created with [46] and
adopted from [47].

December 2015 to April 2018 was used for the drawings, later changes due
to the upgrade in 2018 are not included.

A schematic representation of the GERDA setup is shown in Figure 3.1.
On the right side, a close-up of the detector array with the seven strings in
the centre can be seen, surrounded by a curtain of light guiding fibres [48].
The individual strings were enclosed with so-called mini-shrouds made of
ultra-pure nylon. These 125 um thick films served as barrier for 4’K ions
resulting from the decay of 2 Ar [44]. Photomultiplier tubes (PMTs) were
mounted above and below the array, as can be seen in Figure 3.1 (right). As
shown in Figure 3.1 (left), the detector array was submerged into a cryostat
filled with 64 m? of purified liquid argon (LAr). The use of LAr was not only
intended to cool the detectors, but also served as a shield against background
v-radiation and as a veto system (see Section 5.3.2). The cryostat was located
in a water tank which was filled with up to 590 m? of ultra-pure water. The
water served as Cherenkov detector for cosmic muons and as shield against
external neutrons. To measure the light generated by the Cherenkov radia-
tion, 66 PMTs were mounted on the walls of the water tank (see Section 5.3.1).
A clean room was located above the tank. The array was prepared inside a
glove box and then lowered into the cryostat through a dedicated lock sys-
tem. The lock system contained three weak radioactive sources that could
be lowered to the detector array for calibrations. Finally, there were plastic
scintillator panels installed above the clean room. They completed the water
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Cherenkov veto for vertical muons.

By the end of data collection in November 2019, GERDA achieved an ex-
posure of 127.2 kg-yr in which no candidate for OvBB-decay was found. With
an energy resolution at Qgg of 3.3keV full-width half-maximum (FWHM)
and a background index of (5.271%) x 10~*cts/(keV-kg-yr), a new lower
limit could be set for Tfyz in 7°Ge [6]:

TP, > 1.8 x 10%yr. (3.1)

3.2 MAJORANA DEMONSTRATOR

While GERDA is an European collaboration, there has been an effort also in
the USA to search for Ovfp decay of 7°Ge. The MAJORANA DEMONSTRATOR
[49, 50, 51, 52] was located in the Sanford Underground Laboratory (in Lead,
SD, USA) which provides an 5000 m water equivalent rock overburden. In
the experimental setup, the detectors were arranged in modules which are
shown in Figure 3.3. The 44.1kg (29.7 kg enriched to ~ 88% in 7°Ge) of ger-
manium detectors were placed in two vacuum cryostats in arrays similar to
the GERDA array. Only ultra-pure materials were used to create an ultra-low
background environment and different shields protected the detectors from
external radiation. The shield against external radiation around the cryo-
stat was composed of ultra-pure electroformed copper and lead. A borated
polyethylene shield was installed as neutron shield and additional plastic
scintillators were used to veto muons. Furthermore, the gaps between the
shields were filled with ultra-low-radon Nj purge gas to expel radon from
the detector surrounding.

With the MAJORANA DEMONSTRATOR, data was recorded from 2015 to
2020, and an enriched exposure of 26.0 kg-yr has been achieved. The energy

- 3 h; ':' 3
Low-Mass String 7-String Array Cryostat Shield
Mount i ©

FIGURE 3.3: Modular design of MAJORANA DEMONSTRATOR [52].
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resolution achieved at Qgg is 2.53 keV (FWHM) is the best in the field thanks
to the front-end electronics technology. However, the better resolution was
not sufficient to compensate for the higher background compared to GERDA.
The background index (4.7 & 0.8) x 1073 cts/(keV-kg-yr) was reached and
the limit for T?yz set by the MAJORANA collaboration is [51]:

T, > 2.7 x 10%®yr. (3.2)

3.3 The Next Generation OvBp-Decay Search Ex-
periment LEGEND

The declared goal of the next generation of OvBpB-decay search experiments
is to reach a sensitivity of ~ 10 meV for the effective Majorana neutrino mass
(see blue line in Figure 2.4) and to detect OvBB decay if it exists. To achieve
this goal using germanium technology, the MAJORANA and GERDA collab-
orations joined forces with other groups in 2017 to form a new international

collaboration with more than 250 researchers from about 50 institutions [8]:

Large Enriched
Germanium Experiment
for Neutrinoless B3 Decay

The world’s largest 7°Ge-based OvBp-decay search experiment LEGEND is
planned to be carried out in two phases: LEGEND-200 followed by LEGEND-
1000. The numbers relate to the approximate detector mass to be deployed.

With LEGEND-200 a sensitivity on T{)‘/’Z of > 10%” yr is planned within 5
years of data taking. This corresponds to a limit on the effective Majorana
neutrino mass of mgg < (33 — 71) meV. For this, the background index must
be a factor of 5 lower than that of the predecessors GERDA and MAJORANA.

For LEGEND-1000, the required background index < 107° cts/ (keV-kg-yr)
is much stricter but deemed realistic. With this background level in the range
of Qpp and an exposure of 10t-yr, a sensitivity for a limit of T{)‘/’z > 108 yr
with 90% C.L. is planned to be achieved. This would result in mgg(10 —
20) meV. The sensitivity on Tf}/z as function of exposure is shown in Fig-
ure 3.4. The IO band is highlighted in light blue. The blue solid line rep-
resents the background-free and the red the aimed for realistic scenario. The
values given for the background index are normalised to an energy resolu-
tion of 2.5 keV (FWHM). [7, 8]
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FIGURE 3.4: Sensitivity of the Ovpp-decay half-life Tfyz for 7°Ge as func-
tion of exposure (90% C.L.). Scenarios for different background levels nor-
malised to an energy resolution of 2.5keV are shown. [7]

3.4 LEGEND-200 Design & Status

The first phase of LEGEND started construction in 2020 in the infrastructure
of GERDA at the LNGS. Improvements and modifications are made to accom-
modate the ~ 200 kg of detector mass. The lock system of the cryostat has to
be replaced as it does not cope with the high mass of the detector array. The
detectors from GERDA and MAJORANA will be shared, additionally more de-
tectors have been produced. Thus, three types of 7°Ge-enriched germanium
detectors will be used: BEGe, p-type point contact (PPC) and inverted coaxial
point contact (ICPC) detectors. A cross-section of each of the three detector
types with their weighting field and example energy depositions' can be seen
in Figure 3.5. The newly developed ICPC detector (right) has a mass of up to
four times larger than that of the others which makes it ideal for the LEGEND
experiment.

The design of the modified GERDA cryostat is shown in Figure 3.6 (left). It
is planned to accommodate the 200 kg of germanium detectors in 14 strings.
To improve the coverage of the fibre curtain, two curtains will be used in
LEGEND-200 as can be seen in Figure 3.6 (right). One inside and one sur-
rounding the detector array.

!More information about the working principle of germanium detectors can be found in
Chapter 4.
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FIGURE 3.5: Geometries of three germanium detector types used in LEG-

END-200. The black and grey lines represent the p* and n™ electrodes, re-

spectively. The yellow points are example energy depositions with the drift

paths drawn in white. The weighting field is also given. Left: p-type point

contact (PPC) Middle: broad-energy germanium (BEGe) Right: inverted
coaxial point contact (ICPC). Picture taken from [7].

FIGURE 3.6: Left: Cross-section of the modified GERDA cryostat for LEG-
END-200 including the modified lock system. Right: Design of the 14-string
array to accommodate 200 kg of germanium detectors. Pictures taken from

[7].
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The electronics in LEGEND-200 will be based on MAJORANA front-end
technology combined with the wire bonding technique of GERDA [8]. This
will allow the placement of read-out electronics very close to the detector
inside LAr with low noise and low energy threshold.

In GERDA, low-background silicon (Si) was used for the holding plates of
the germanium detectors, which will be replaced by poly(ethylene naphtha-
late) (PEN) [10] in LEGEND-200. In addition to a high degree of radiopurity,
this material also has scintillating and wavelength-shifting properties, which
are presented in Chapters 6 and 7. In the course of this thesis, these new
optically active holding structures were designed, produced, characterised
and put into first operation in the GERDA environment as contribution to the
LEGEND-200 experiment.

3.5 LEGEND-1000 Design Plans

In the next phase of LEGEND, the detector mass is to be increased to about
one ton [7]. This will require ~ 400 new ICPC detectors with an average
mass of 2.6 kg. With the aim of ~ 92% enrichment in 76Ge, an isotopic mass
of ~ 910 kg can be achieved.

The GERDA infrastructure is no longer sufficient for this high number of
detectors. A final location has not been determined yet, but the baseline de-
sign of the cryostat is already available. As can be seen in Figure 3.7, four
detector arrays are planned, each about the size of the LEGEND-200 array
with separate access tubes to the cryostat. Research is underway on many of
the components of the LEGEND-1000 setup. New holding structures, read-
out electronics and veto systems are being developed by groups world wide.
Research is also being carried out on LAT, to reduce the 3 Ar and *?Ar com-
ponents of the background. Attempts are being made to use Ar depleted
in 3742 Ar from underground sources for this purpose, although the possible
level of purification is still unclear. In general, the baseline design can change
through experience gained with LEGEND-200. [8]

The work presented in this thesis forms the basis for the use of PEN in
LEGEND-1000. Further research is already being conducted on encapsulation
for germanium detectors and 3D-printed scintillators. In addition, an analy-
sis chain was formed to determine the OvppB-decay detection efficiency from

simulations for individual germanium detectors.
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FIGURE 3.7: Baseline design of the LEGEND-1000 cryostat with four separate
detector arrays. Picture taken from [8].
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Chapter 4

Radiation Detection using

Germanium Detectors

Germanium semiconductor detectors inevitably play a major role in many
radiation detection experiments due to their excellent energy resolution and
high dynamic range from keV to ~ 10MeV. This type of detector also in-
cludes the High-Purity Germanium (HPGe) detectors used in GERDA and LEG-
END (see Chapter 3). In the course of this thesis, an analysis chain is pre-
sented that exploits the time structure characteristics of germanium detector
signals. For this, it is necessary to have an understanding of how a signal in
a germanium detector is created and how it is influenced by the amount and
location of the energy deposition. All germanium detectors discussed in this
thesis are classified as HPGe detectors.

In this chapter, the working principle of germanium detectors and how
signals in a germanium detector are created is described briefly. For more
details please refer to [53]. Also, a short introduction to the software package
SolidStateDetectors.jl [54] is given which was used for detector simulation in

this work.

4.1 Working Principle of Germanium Detectors

In single atoms, electrons can only be at certain energy levels. It is different
for (semi-)conductors, since here the energy levels of a macroscopic crystal
are combined into quasi-continuous bands. Two bands are particularly im-
portant for semiconductor detectors. On the one hand the so-called valence
band, which is the band with the highest energy level in which there are still
electrons. On the other hand, the so-called conduction band, which is the first
"empty" one. In order for an electron to move in the solid, it has to pass from
the valence into the conduction band. In germanium and other semiconduc-

tors, the band gap is of the order of 1eV, while it is above 5eV in insulators.
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Thermal excitation is enough to move electrons in germanium into the con-
duction band and thus to generate a so-called leakage current. Germanium
detectors are usually operated at cryogenic temperatures of 77 — 100K to
minimise the influence of thermal excitation and, thus, the noise introduced
by the leakage current. In cryogenic operation, the leakage current from non-
thermal processes is usually of the order pA and does hardly influence the
measurement.

The basic principle in semiconductor detectors is a p-n junction which
refers to the region where a positive (p) doping changes to a negative (n)
doping’. Here, the controlled inserting of impurities before or during the
crystal pulling process is also known as doping. The free electrons and holes
in the n-type and p-type regions diffuse into the other material. As result, an
area in which there are no free charge carriers is formed at this junction. This
area is then referred to as the depletion zone and represents the active volume
of the detector. This zone is usually very small, but can be expanded by ap-
plying reverse bias voltage. Here, the p-type (n-type) region is connected to
the negative (positive) terminal of the voltage supply. The voltage at which
the complete detector crystal is depleted is called the depletion voltage and is
different for each detector. Normally the depletion voltage of kg scale germa-
nium detectors is of the order a few kV. The applied bias voltage cannot be
arbitrarily high, since the higher the voltage, the higher the leakage current.

Germanium detectors can be made 7 or p-type, referring to the type of the
bulk volume. An n-type bulk volume has more donor impurities while there
are more acceptor impurities in the p-type”. The p-contact of a germanium
detector is formed by adding a p-type layer to one or more surfaces which
often consists of boron (acceptor impurity). This layer usually has a thickness
of 50 — 100 ym and is conductive due to high impurity concentration. For
the nt contact, an n-type layer must accordingly be created, which usually
consists of lithium (donor impurity). While boron can be applied as a very
thin layer by ion implantation, lithium must be evaporated onto the surface.
This makes the layer of the n*-contact about 0.5 — 1 mm thick.

A particle that enters the active volume of a semiconductor detector can
deposit energy by creating electron-hole pairs. The generated charge ¢4 in the

Negative (positive) doping refers to an area in the material with free electrons (holes).
2Impurities that increases conductivity by donating (accepting) charge are known as
donor (acceptor) impurities.
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conduction band is proportional to the deposited energy E and is given by
E-e
= — (4.1)
7 n

where ¢ = 1.6 - 1071 C is the elementary charge and 77 = 2.96 €V is the aver-
age energy needed to create an electron-hole pair in germanium.

4.2 Signal Generation

The free charge carriers created due to an energy deposition in the active
volume of the detector induce mirror charges at the contacts. The induced
charge g; in contact i depends on the positions 7, and 7}, of the electron and
hole, respectively. The net induced charge can be described by the Shockley-
Ramo theorem [55, 56]:

qi(7e(t), 7n(t)) = g0 [Wi(Fn(t)) — Wi(7e(t))] (4.2)

where g9 = |g.| = gy, is the absolute charge of the charge carriers and W; is
the weighting potential of the contact i. Att = 0, electron and hole are still
at the same position and according to Equation 4.2 the induced charge at the
contacts is zero. Due to the electric field inside the crystal induced by the
applied reverse bias voltage and impurities, the charge carriers start drifting
towards their respective contacts for t > 0. The fraction of the charge g that
is induced as a mirror charge to the contact i at a given position 7 is given by
the weighting potential W;. W ranges from 0 to 1 and can be calculated like
the electric potential ®(7) using the first Maxwell equation (Gauss’s law):

V-D(7) = p(7). (4.3)

Here, p is the charge density distribution and D the electric displacement
field. With D(7) = epe:(F)E(7) and E(7) = —V®(7) it follows

S S 7
V- (e vom) = -0 )
where €, €; and E are the dielectric constant, the relative permittivity distri-
bution and the electric field, respectively. Using this to calculate the weight-
ing potential needs specific boundary conditions: p(7) = 0, W; = 1 at the
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contact itself and W; = 0 at any other contact. From these conditions Equa-

tion 4.4 can be written as

V- (&(7) - VWi(7)) = 0 (4.5)

where €5¢(7) = 16 = constant can be assumed for HPGe detectors due to

0—13

their low impurity level of the order of 1 atoms per germanium atom.

4.3 Pulse-Shape Simulation using SolidStateDetec-
tors.jl

The pulse shape of an event measured with a semiconductor detector is de-
termined by the drift of the charge carriers in the detector volume. The soft-
ware package SolidStateDetectors.jl (SSD) [54] was specially developed for
this purpose at the Max Planck Institute for Physics in Munich, Germany.
With this open-source package, arbitrary detector geometries and the influ-
ence of the surrounding environment can be simulated in 3D using the high-
performance programming language Julia [57].

olid

. & @
Mate
Jetectors J u Ia

In the first step of the simulation with SSD, the electric potential ®(7) is de-

termined by solving Equation 4.4 for the given geometry, reverse bias and
impurity distribution. A 3D grid is set for the volume to be simulated and
the potential for each grid point is calculated. The space between the grid
points is adaptive and can be refined in several steps which can be speci-
tied by the user. For the resulting grid, the calculations are repeated with
different boundary conditions to obtain the weighting potential W;(¥). The
electric field E(7) is then being calculated from the electrical potential using
E(7) = —V®(7).

The electric potential for a GERDA germanium detector calculated using
SSD is shown in Figure 4.1. In addition, the electric field lines are plotted
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FIGURE 4.1: Electric potential for a GERDA germanium detector calculated
using SSD. The electric field lines are plotted as white lines.

in white. The free charge carriers generated as result of an energy deposi-
tion, do not exactly follow the shown field lines due to crystal effects and
self repulsion between them. The model used in SSD for the charge drift in
germanium was originally introduced by Canali [58] and later expanded by
Mihailescu [59] and Bruyneel [60, 61]. A detailed description of the underly-
ing calculations in SSD can be found in [54, 62]. An example event with three
energy depositions is shown in Figure 4.2. Here, the drift paths of the created
holes it and electrons e~ are shown in green and red, respectively, until they
are collected at the contacts. The resulting charge signal for both contacts is
shown in Figure 4.3 in units of the absolute charge g created by the energy
depositions. However, only the p™ contact was read out in the GERDA ex-
periment. The recorded signal will also depend on the response function of
the read out electronics. Effectively, the signal shown in Figure 4.3 needs to
be convoluted with this response function in order to obtain a realistic pulse
shape. The different germanium detector types used in GERDA and their
weighting potentials can be seen in Figure 5.2.
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FIGURE 4.2: 3D plot of a GERDA germanium detector. An example event
with three energy deposits (white) is shown. The drift paths of the holes h™*

(green) and for the electrons e~ (red) are shown till they are collected in the
contacts.
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FIGURE 4.3: Charge signal for both contacts of the simulated event shown
in Figure 4.2.
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Chapter 5

Background Sources and their
Identification in GERDA

Figure 3.4 clearly shows how significant the effect of the background is on
a rare-event search experiment. There are numerous backgrounds that ev-
ery low-background physics experiment has to contend with. In order to
reduce the background as much as it is necessary in LEGEND, all compo-
nents must be carefully examined and understood. For further improve-
ments, many efficient background identification methods have been devel-
oped by the GERDA collaboration. These methods have been proven very
successful and will also be used in LEGEND.

In the following, an overview of the main background sources inside an
experiment and those coming from the outside is given. Furthermore, how
these backgrounds were identified and thus vetoed in GERDA is presented.

5.1 Internal Background Sources

All materials of an experiment including the detector itself are a potential
source of background. Here, the contamination can be due to the produc-
tion process of the material or primordial radionuclides [63]. Therefore, the
internal radioactivity of the components of an experiment and its effect on
the sensitivity have to be understood. This also includes the type, rate and
energy of the respective radiation. With this knowledge, it can be evaluated
(for example by simulations) whether the radiation is able to reach the de-
tector and, if so, whether the deposited energy is high enough to imitate the
signal.

None of the materials normally used for the construction of experiments
can be produced completely without radioactive contamination. However,
there are a few materials that are particularly suitable for the use in low-

background environments. These are often called low-background materials
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and include: copper, Teflon (PTFE), semiconductor-grade Si, lead and PEN.
For each of these materials, manufacturing and cleaning methods exist to get
them particularly clean [53, 63, 64].

Primordial radionuclides were already present before Earth was formed
(approx. 4.5-10%yr ago). They originate from the matter of the solar sys-
tem and are expected to be a contamination in all experimental components
due to their long half-life. In order to still exist today, the half life of these
nuclides must be well above 50-10° yr. In particular, 2*2Th and 23U have
to be taken into account for all low-background experiments, because 2%TI
(2614.5keV ), 21Bi (3270 keV B) and ?**Rn (5490 keV «) are produced in the
course of their decay chains [65]. These daughter nuclei produce radiation
with sufficiently high energy to be a background near Qg of 76Ge.

Similar to primordial radionuclides, “°K is also expected to be in trace
quantities in all materials due to its half life of 1.3-10° yr [65]. Its 1461 keV
7 radiation does not have enough energy to be a background at Qpgg, but it
forms a background for the 2vBB-decay spectral analysis. This background
also leads to performance losses in analysis cuts based on signals with lower
energies. [7]

Another source of background at Qpgg is #2Ar which is present in nat-
ural argon. It is produced by neutron capture ¥ Ar(n, y)*Ar(n, v)*Ar in
neutron-rich surroundings and by cosmic alphas “°Ar(a,2p)*?Ar in the at-
mosphere. A decay product of *?Ar (T} ,, = 32.9 yr) is **K which beta decays
with a Q value of 3525keV (T, =~ 12h).

5.2 [External Background Sources

While the background introduced by the structural materials can be opti-
mised by their choice and excessive cleaning, the external background from
cosmic rays has to be shielded and/or vetoed. The charged particles com-
ing directly from space are referred to as primary whereas the radiation that
is produced by their interaction with nuclei in the atmosphere is called sec-
ondary component of cosmic rays. The energy spectrum of the primary radi-

029 eV. The interaction with air atoms creates a field

ation goes from 10° to 1
of secondary radiation consisting of protons, neutrons, mesons, <y rays and
other high-energy particles. The resulting particle showers can cover areas
of several square kilometres on the Earths surface. In order to avoid this cos-
mic radiation background, many low-background experiments are located

deep underground. At LNGS, for example, the muon rate is ~ 1.25m 2h~!
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which relates to a reduction of 6 orders of magnitude compared to the Earths
surface. [66]

Cosmic rays can lead to radioactivity in materials through cosmogenic
activation. Here, radionuclides such as %¢Cl, 3 Ar, ®°Co and %8Ge can be pro-
duced. In order to suppress this activation process as effectively as possi-
ble, the production and storage of low-background materials is also carried
out underground [8, 53, 67]. There has also been a study presented in [68]
on cosmogenics produced by high energetic muons in germanium detectors
and LAr in the GERDA setup using simulations. Here, a contribution of in-
situ cosmogenics to the ambient radioactivity of the order of 1nBq/kg was
found, which is three orders of magnitude lower compared to the contribu-
tion of natural radioactivity. However, radioactive isotopes like ”Ga and
77mGe produced in the bulk of the detectors have to be considered as their
B emission can not be topologically distinguished from double beta decay

events.

5.3 Background Event Identification in GERDA

Like GERDA and MAJORANA DEMONSTRATOR, the LEGEND experiment is
built according to the background-free goal during the lifetime of the exper-
iment. Ideally, all detected background events at Qpg are discriminated. In
order to achieve the ambitious goal for the corresponding background index
of LEGEND, many methods of background identification have already been
developed and been in operation.

In this Section, the methods used in GERDA are presented. These in-
clude the water-Cherenkov and LAr veto systems, the HPGe detector anti-
coincidence cut and HPGe pulse-shape discrimination. A schematic repre-
sentation of the individual methods can be seen in Figure 5.1. Based on the
fact that most of the double beta decay events (yellow) are point-like (within
1mm? [69]), events with energy depositions in other volumes can be dis-
carded as background.

5.3.1 Water-Cherenkov Detector

High energetic muons from cosmic rays can deposit energy in all compo-
nents of the experimental setup. In order to detect p-induced events in the
HPGe detectors, a water Cherenkov detector was used to identify through

going muons. In addition, three layers of plastic scintillators covering the
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FIGURE 5.1: Schematic representation of the background identification

methods of the GERDA experiment. Two germanium detectors are shown

in grey which are placed on PEN holders as in LEGEND-200. Passive materi-

als, the nylon mini-shroud and the plastic scintillator panels are not shown.
Schematic taken from [70].
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central 4 x 3m? were installed above the clean room for vertical muons. The
water-Cherenkov detector consisted of a water tank with 590 m? of pure wa-
ter equipped with 66 PMTs surrounding the LAr cryostat.

An example of a muon traversing the experiment is shown in Figure 5.1
in red. When a signal was recorded in the veto system, a time window of
10 us was marked in the data. Signals from the germanium detectors in this
time window were classified as p-induced background. By this, more than
99% of muons that deposited energy in the detectors were identified while

only inducing a dead time of less than 0.1%. [71]

5.3.2 LAr Veto

The GERDA cryostat was filled with 64m3 of LAr, which simultaneously
acted as coolant, scintillator and shield against external radiation. LAr emits
scintillation light with a wavelength of 128 nm. This light was shifted and
guided by fibres coated with the wavelength-shifting (WLS) tetraphenyl bu-
tadienne (TPB) to silicon photomultipliers (5iPMs). The fibres and SiPMs
were complemented below and under the germanium detector array by PMTs
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coated with TPB. In addition, the nylon mini-shrouds surrounding the detec-
tor strings were also coated with TPB. This new method of background iden-
tification paved the way for the GERDA experiment towards a background-
free OvppB-decay search. [7, 71]

The threshold for the scintillation light detection was set to 50% of the
expected amplitude of a single photo-electron (PE) in one light sensor. Here,
the traces from the PMTs and SiPMs were analysed offline. The time window
for rejecting a coincident germanium signal was set to 5 us. This time win-
dow was chosen as it corresponds to the time in which 99% of all photons
occurred. The dead time induced by the LAr veto system was (2.3 £ 0.1)%.
The 42K line at 1525 keV was suppressed by a factor of 5 thanks to the LAr
veto system [71]. Figure 5.1 shows this principle schematically with a y-event

drawn in dark green.

5.3.3 Anti-Coincidence Cut

Due to OvpBpB-decay event characteristics, events with energy depositions in
multiple germanium detectors can be discarded. This is shown in Figure 5.1
for a y event in blue. Also, events that succeed each other in a time window of
1 ms were excluded. This was done to exclude events from the decay chains
of primordial radionuclides like the radon progenies 214Bj and 2Po. [71]

5.3.4 Pulse-Shape Discrimination (PSD)

The pulse shape of a germanium detector signal depends on where the en-
ergy is deposited. A general distinction is made between single-site event
(SSE), multi-site event (MSE) and surface event. SSEs are characterised by an
energy deposition within ~ 1 mm? of the detector volume like in case of the
2vBp and OvBB decay. In most background events, such as 7y rays from nat-
ural radioactivity, Compton scattering causes multiple energy depositions.
Events close to the p™ (n™) contact show fast (slow) pulse-shape characteris-
tics due to the electric field and are referred to as surface events. Slow pulses
also often have incomplete charge collection. The differentiation of MSE and
surface events to SSE by the pulse-shapes time-structure is called pulse-shape
discrimination (PSD).

PSD works especially well for HPGe detectors with point-like contacts,
like BEGe or ICPC detectors as used in GERDA or the point-contact detec-
tors used in MAJORANA DEMONSTRATOR. Interactions in BEGe detectors

create similar pulse-shapes for a large detector volume due to their small
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FIGURE 5.2: Weighting potential for different germanium detector types (as
labelled) used in GERDA. The contacts are drawn separately. Picture taken
from [12].

p* contacts. For semi-coaxial germanium detectors, the electron and hole
drifts have to be taken into account due to the p™-contact shape resulting in
different pulse-shapes in the whole detector volume. A comparison of the
weighting potentials and geometry of the detector types used in GERDA can
be seen in Figure 5.2. [12]

Example pulse-shapes recorded with a BEGe detector for SSE, MSE and
events near the p* and n™ contacts are shown in Figure 5.3. The normalised
charge pulses are drawn in blue with the corresponding current pulses' in
orange. The amplitude of the charge pulse is proportional to the energy E
of the event (see Equation 4.1). When looking at the current pulses, clear
differences in their amplitudes A can be seen for different event types. By
comparing A and E using the quotient A/E a distinction can be made be-
tween the event types.

As the A/E spectrum is continuous and energy dependent, this distinc-
tion is not always clear. The so-called A/E classifier { was introduced in
GERDA for this purpose [12]. It is defined as

A/E

(= (——1) /oa/e(E (5.1)
G /e®)

where p4/p(E) and 04 ,g(E) are the energy dependent A/E peak position

and width, respectively. The A/E spectrum used in Equation 5.1 is nor-

malised to 1. These corrections lead to an energy-independent classifier that

IThe derivative of the charge pulse is the current pulse.
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FIGURE 5.3: Normalised charge pulses (blue) of a BEGe detector for differ-

ent pulse-shape characteristics. The corresponding current pulses (orange)

and arrows indicating their amplitude A are also drawn. Figure adapted
from [12].

peaks at 0 and has a standard deviation of 1 for SSEs. A low cut value (< 0)
was defined to distinguish SSE to MSE and n* surface events. An additional
high cut value was set to { = 3 to discriminate p™ surface events [12]. If not
stated different, all A/E cuts in this thesis are defined by an A/E classifier (.

In GERDA, a so-called proxy signal for OvB8 decay with similar properties
was used for normalisation of the A/ E classifier spectrum: the double-escape
peak (DEP) of 2%TI. Single and double escape lines are so-called fake spec-
tral lines in which not the entire energy E of the gamma is deposited in the
detector due to the escape of annihilation gammas. If E > 1022 keV pair pro-
duction can take place in the detector. The resulting positron can be captured
in the detector material and thus lead to an emission of two photons with
511 keV each in the annihilation process. If one of them escapes the detector
while the other is observed, a line can be measured at E — 511 keV (single-
escape peak, SEP). If both escape, the measured energy is at E — 1022 keV
(DEP). Consequently, if no photon escapes, the full energy is deposited (full-
energy peak, FEP) [72]. In case of double-escape events, the energy deposi-
tion by e~ + ™ shows SSE characteristics.

In GERDA, calibration runs were carried out weekly using a 2?*Th source.
The energy spectrum contains the DEP, SEP and FEP of 2%T1 [73]. While the
DEP shows SSE characteristics, the SEP and FEP can be used as MSE sam-
ples to evaluate the discrimination efficiency. The low cut value in GERDA
was defined by 90% survival of DEP signals. This value was chosen on
the simulation-based expectation that about 10% of OvBB-decay events show
MSE characteristics due to Bremsstrahlung.

The determination of the OvBp-decay detection efficiency in GERDA was
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FIGURE 5.4: GERDA Phase II energy spectrum before and after analysis
cuts for 103.7 kg-yr exposure. The quasi-background-free ROI around Qgg
is marked with a blue line. [7]

completely data-based using the DEP. However, the spatial distribution of
OvBp decay and DEP events is not comparable. While OvppB-decay events
are expected to occur homogeneously distributed, the probability for DEP
events is higher at the edges of the detectors. In this thesis, a simulation and
data-based method is presented in Chapter 8 to determine the Ovfp-decay
detection efficiency for GERDA BEGe detectors with reduced systematic un-
certainties.

5.3.5 Effect of Analysis Cuts in GERDA Phase II

The energy spectrum of GERDA Phase II for 103.7 kg-yr exposure can be seen
in grey in Figure 5.4. In addition, the spectrum after all analysis cuts de-
scribed were applied is shown in red with the fit of the continuous energy
spectrum of 2vpf decay drawn in black. In the ROI around Qpgg, no event
could survive the filter which makes this area quasi background-free.

5.4 Background Considerations in LEGEND

A special feature of the GERDA experiment was the LAr shield, veto and
cooling system. Since the same concept is also used in LEGEND-200, prior
information on the associated background is available and can be taken into
account. LAr can be produced with a high degree of radiopurity, but *?Ar is
very difficult to filter out completely. This background can be located any-
where in the LAr volume and thus also in the vicinity of the germanium
detectors. Since the decay product is positively charged, it can drift along the
electric field lines and beta decay close to the detector surface [74]. In earlier
investigations of the GERDA collaboration in 2012, a specific activity of ?Ar
was measured to be (92.8 £6.9) uBq/kg [75]. With the reduction through the



5.4. Background Considerations in LEGEND 39
Ge Internal I U, Th Chains
Detector Mounts [ Atmospheric A_r
Front Ends & Mounts = gjr;coczm;genlcs
Cables [[] Cosmic Rays
Nylon Shrouds [ Total
Optical Fibers
Preamplifiers
42K p-decays
®ce
®co
c-emitters
u-induced (3400 mwe)
ALL BACKGROUNDS el - ‘ I e
10°® 107 10° 10° 107 10°°
[counts/(keV kg y)]

FIGURE 5.5: Expected background contributions of LEGEND-200. The grey
bars indicate 1o uncertainties due to screening measurements and Monte
Carlo simulations. [70]

use of underground-sourced LAr (UGLAr) in LEGEND-1000, a background
contribution for 2Ar of 5.1-10~* cts/(keV-kg-yr) is expected (before analy-
sis cuts). [7, 76]

Another background can be found in the germanium detectors. These
are the ®'Co and ®Ge contaminations in the enriched material introduced by
cosmogenic activation. ®*Co impurities in the base material can be effectively
removed by zone-refining and crystal-pulling processes during manufactur-
ing. But when the finished detector is exposed to cosmic rays, ®°Co can be
generated again. At sea level the production rate is (2.55 + 1.20) atoms/kg-d
[77]. The beta decay of ®0Co has Tj /2 = 5.3 yrand a Q value of 2824 keV with
the coincident emission of two <y rays with 1173 keV and 1333 keV. The two
7 rays can form a combined background for Qgg. [7]

The %Ge isotope is generated under the influence of cosmic rays at sea
level at a rate of (2.12 & 0.39) atoms/kg-d [77]. ®Ge can only be removed by
the enrichment process. Its short-lived progeny ®Ga can undergo a B decay
with a Q value of 2921 keV. The background contribution of ®°Co and ®Ge
in GERDA was kept at a minimum by only shielded transportation and stor-
age of the detector crystals underground during manufacturing process and
whenever not needed above ground. The time of the detectors above ground
was tracked in order to estimate the amount of cosmogenic activation. [7]

The surface of the germanium detectors can also be contaminated with,
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for example, 2!°Po (T} ,, = 138d) and 2'°Pb (T;,, = 22yr). These contam-
inations can be introduced during fabrication, storage and assembly due to
dust or deposition of ionised progeny of 2Rn decays. 2!%Po and 2!°Pb emit
high-energy a particles with 5300 keV and 3720 keV [65], respectively, which
can deposit part of their energy in the active volume of the detectors. Han-
dling the germanium detectors only in clean environments can limit the sur-
face contamination. In addition, PSD has been shown to be highly effective
in identifying a-induced background events in point-contact germanium de-
tectors. [7]

The expected distribution of backgrounds for LEGEND-200 (after analysis
cuts) is shown in Figure 5.5. This results in an estimated total background
of 1-10~*cts/(keV-kg-yr). A background index after analysis cuts of about
910 cts/(keV-kg-yr) is expected for LEGEND-1000. [7]
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Chapter 6

Polyethylene Naphthalate as
Optically Active Structural
Material

Poly(ethylene 2,6-naphthalate) (PEN) is a commercially-available industrial po-
lymer which is handled as an excellent candidate for an optically active struc-
tural material in low-background experiments. It provides scintillation and
WLS properties, good mechanical strength, acceptable transparency and a
very good intrinsic radiopurity. In addition, PEN is a so-called unitary scin-
tillator as it does not need any dopants to emit scintillation light. For use in
low-background experiments, this means that fewer substances have to be
cleaned to keep the final product clean.

In LEGEND-200, PEN is now used for the first time as an optically active
structural material in an ultra-low background experiment. For this purpose,
the holders of the germanium detectors were made of PEN. Compared to
the Si used in GERDA, scintillation light from LAr in close vicinity or in be-
tween the HPGe detectors can be better guided to the fibres due to the WLS
properties of PEN. In addition, PEN serves as additional veto system, whose
scintillation light can also be absorbed by the fibres. In the past, background
events between detectors were not detected in most cases as the scintillation
light was absorbed by opaque passive materials.

In this chapter, all parameters of manufacturing and characterisation of
the PEN samples are introduced which are relevant for the use in LEGEND-
200 presented in Chapter 7. Previously obtained results for custom-made
PEN samples from an earlier production are also presented [10]. In addition,
the requirements for PEN in LEGEND-200 are discussed. In this thesis, the
production series are distinguished between the production for LEGEND-200

and all test production series before.
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FIGURE 6.1: Emission spectra of PEN and BC-408 scintillator samples ex-
cited using a (382 £ 2) nm UV lamp. Spectra taken from [10].

6.1 Optical Properties

The PEN samples used for the LEGEND-200 germanium detector holders
were investigated for their optical properties which are introduced in this
section. Since a different manufacturing technique was used for this produc-
tion, slight deviations from previous results [10] are possible.

6.1.1 Emission Spectrum

PEN first got attention among experimental physicists when its scintillation
properties were published in 2011 [9]. A few years later the scintillation prop-
erty could be reproduced by the LEGEND collaboration with custom-made
PEN scintillator samples [10]. The emission spectrum was found in the deep
blue region with peak wavelength Apea = (4454 5) nm. This wavelength re-
gion fits well to the peak quantum-efficiency of many standard light-sensors
(PMTs, SiPMs) and is visible for the human eye. A comparison of the emis-
sion spectra of PEN and a commonly used plastic scintillator BC-408 [78]
can be seen in Figure 6.1. The two samples had the same dimensions of
(30 x 30 x 3) mm?> and were excited with a (382 & 2) nm ultra-violet (UV)
lamp. The emission spectra were recorded using an Andor Shamrock 193i

spectrometer.
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FIGURE 6.2: Comparison of the light output of PEN and PS as function of
the electron energy from a *°Sr source. An electromagnet was used to create
distinct energy levels. Data taken from [10].

6.1.2 Light Yield & Light Output

With the wavelength of the generated scintillation light in PEN known, the
next question concerns the light yield of the custom-made PEN scintillators
which refers to the number of photons generated for a given amount of de-
posited energy in the bulk material. Here, the number of photons actually
measured in an experiment is denoted as light output. In an earlier work, a
comparison was made with the well-known plastic scintillator polystyrene
(PS)! in order to estimate the light yield. For this purpose, electrons from a
9Sr source were used for excitation. In order to obtain mono-energetic elec-
trons, an electromagnet was used as speed selector. The scintillation light
generated in the samples by the incoming electrons was then measured with
a PMT. The comparison of the signal strength for PEN and PS for electron
energies from 0.4 MeV to 1.5MeV is plotted in Figure 6.2. The values are nor-
malised to the signal strength of PS at 1.0MeV. It was found that the used
PEN tile emitted about 2.5 times less light than the PS tile. This corresponds
to about 4000 photons produced in PEN per 1.0 MeV energy deposition [10].
However, this measurement is based on light output and did not consider
attenuation effects in PEN, hence can be taken as a lower limit for the light
yield.

IPS is doped with para-terphenyl (pTP) and 1,4-bis(5-phenyloxazol-2-yl) benzene
(POPOP) flours to produce the scintillation light.
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FIGURE 6.3: Comparison of the WLS properties as function of absorption

wavelength of a PEN sample to a TPB-coated acrylic sample. The ratio of the

anode currents is taken as measure. The peak emission wavelength of LAr

scintillation light at 128 nm is marked by the dashed black line. Spectrum
taken from [10].

6.1.3 Wavelength-Shifting Properties

In addition to its scintillation properties, PEN can improve the LAr veto effi-
ciency in LEGEND due to its WLS properties. The peak emission wavelength
of LAr is 128 nm which is in the vacuum-UV (VUV) range [79]. Unfortu-
nately, this light can only be measured by a few special light sensors and
even with these, the efficiency is usually below 20%. This is because com-
mercially available SiPMs and PMTs have borosilicate glass windows to pro-
tect the sensor. These have a cutoff at ~ 300 nm and, thus, prevent detection
of VUV photons. In order to still be able to measure this light, the transpar-
ent components in the GERDA experiment were coated with TPB. The VUV
scintillation light from LAr is shifted by TPB to the blue wavelength region.
PEN has similar WLS properties as TPB, which was confirmed by com-
paring a PEN sample to a TPB-coated acrylic sample (200 yg/cm?). A tunable
monochromator was used as light source. The incident wavelength range
was scanned from 116 nm to 300 nm. The wavelength-shifted light was then
measured using a PMT. For the comparison shown in Figure 6.3, the ratio of
the anode currents of the PMT of the two test pieces was formed. At peak
emission wavelength of LAr (black dashed line) the ratio of PEN to TPB is
approximately 55%. Although PEN has a lower efficiency than TPB, it will
still improve the overall efficiency of the LAr veto in LEGEND by replacing
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the optically inactive materials.

6.1.4 Attenuation and Bulk Absorption Length

In order to determine how many photons reach the light sensor from the
excitation point, the attenuation length has to be included in the simulations.
Here, two properties can be measured: the light attenuation length A, and
the bulk absorption length A, . Both are defined as the distance after which
the probability that it was not absorbed has fallen to % Aatt. refers to the
length of the material, hence includes reflections in the sample which makes
it geometry dependent. A4 refers to the distance travelled by the photons.

For PEN scintillators of the previous production series, A4 has not been
measured. Also, it was not possible to manufacture large-enough scintillator-
grade PEN plates to reliably determine A4 However, it was already derived
that the attenuation length is below 5cm. This is rather short compared to
other plastic scintillators which usually have attenuation lengths of the order
of metres. Hence, a short attenuation length limits the size of optically active
PEN structures. In LEGEND, the detector holders made of PEN will be less
than 10 cm wide and the light will be collected from all sides. This makes the
effect of the attenuation length acceptable.

6.1.5 Surface Properties

In order to create an accurate simulation of the scintillation light propaga-
tion in PEN using GEANT4 [80], it is important to know the quality of the
surface as it influences the scattering angles of photons off the surface. As
a measure, the micro facets of the surface can be used, which are described
schematically in Figure 6.4 (right). The standard deviation oy, of the height
distribution of the micro facets compared to the average surface can be used
to classify which type of reflection (see Figure 6.4, left) will be used in the
simulation. For the classification of perfect, specular spike and specular lobe
reflection, the ratio 0y,/Apeax is used. For 0y, /Apea < 0.025, the reflections
can be considered perfect, while specular spike is assumed for ratios up to
1.5. Above that, specular lobe reflections are used in the simulation [81, 82].
In addition to the classification of the used reflection type, another pa-
rameter is needed as input for the simulation: the standard deviation ¢, of
the angular distribution of the micro facets. Here, the angle « is defined as
the angle between the normal of the average surface and the normal of the

micro facet as can be seen in Figure 6.4 (right). On a plane surface (¢) = 0.
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FIGURE 6.4: Left: Types of reflections included in GEANT4 for reflective

surfaces. Right: Cross-section of a surface to illustrate the micro facets. The

height is defined as the distance of the micro facet to the average surface

(black line). The angle « is formed by the normal of the micro facet to the
normal of the average surface. Picture taken from [82].

For highly polished surfaces with 0,/ Apeak < 0.025, 0y, is set to zero in the

simulation.

6.1.6 Detection Efficiency & Energy Threshold

To estimate how the new PEN germanium detector holders can improve the
background veto-efficiency of LEGEND-200, it is important to understand the
light output after a position-dependent energy deposition in the PEN sample
(holder). This can be used to get predictions for detection efficiency via the
LAr veto system and to determine the energy threshold which refers to the
minimum deposited energy in a PEN holder that will result in a measurable

signal.

6.2 Requirements for PEN in LEGEND-200

In order to introduce PEN as new structural material in the ultra-low back-
ground environment of LEGEND-200, three basic conditions must be met:

1. It must have a high radiopurity
2. It must withstand the loads also under cryogenic conditions

3. It must not increase the leakage current in the germanium detectors

6.2.1 Radiopurity

The first condition is related to the stringent background goal of LEGEND-200
(see Chapter 3.3). To reach the goal, the radio impurity per detector holder



6.2. Requirements for PEN in LEGEND-200 47

(= 6.2g) must be less than 1uBq [70]. In this requirement, however, the
self-vetoing capabilities of PEN are not taken into account. A measurement
of the impurities of the raw commercially obtained and unprocessed PEN
granulate has shown that this condition is not yet fulfilled. A high *°K con-
tamination of (1.6 £ 0.4) mBq/g was particularly noticeable here. Since this
was assumed (and later verified) to be a surface impurity, a cleaning proce-
dure was developed and tested in the course of this work. This is described
in Section 7.1.1. The radiopurity achieved after applying this cleaning cycle
is presented in Section 7.1.5 and published in [83].

6.2.2 Mechanical Properties

In order to evaluate whether PEN fulfils the second condition, a three-point
bending flexural test according to DIN EN ISO 178:2013-09 [85] was carried
out at room temperature and in liquid nitrogen (77 K) with custom-made
scintillator-grade PEN samples from a previous production batch. By this
measurement, the Young’s modulus and yield strength were obtained. The
test pieces had the dimension (15 x 30 x 3) mm? and the measurements were
performed at room temperature and with the sample submerged in liquid
nitrogen. The results of this series of measurements can be found in Ta-
ble 6.1. For comparison, the literature values for copper at room tempera-
ture are given. It has been shown that the yield strength of PEN compares
well to copper at room temperature. The lower Young’s modulus compared
to copper shows that PEN has a higher elasticity. The deformation in the
elastic regime is considered to be acceptable for many components making
it suitable as a structural material in LEGEND. At cryogenic conditions, the
Young’s modulus and the yield strength almost double and, thus, making it

even stronger.

| PEN at 296K PEN at 77K Copper at 296K
Yield strength [MPa] | 108.6 £ 2.6 2094+ 2.8 100
Young’s modulus [GPa] | 1.86 +0.01 3.71£0.08 128

TABLE 6.1: Young’s modulus and yield strength of PEN samples (15 x

30 x 3 mm?®) at room temperature (296 K) and submerged in liquid nitro-

gen (77K) [10]. The values for copper at room temperature are given for
comparison [84].
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6.2.3 Leakage Current

The last condition refers to early experiences of the GERDA collaboration. In
the search for suitable materials for the detector strings, it was noticed that
some of them led to an increased leakage current (see Section 4.1) in the ger-
manium detectors in certain configurations. Additionally, non-perfect detec-
tor contacts can deteriorate the energy resolution due to increase capacitance
and resistance. Here, the higher flexibility of PEN as detector holder could
lead to a deterioration of the wire-bonds from the electronics to the detector
and, thus, lead to bad contacts.

In order to investigate the leakage current of a germanium detector, the
mean value of the baseline can be monitored as its change is roughly pro-
portional to the change in leakage current. Therefore, the change in leakage
current Al c can be calculated by

AlUg

ALic =
LC R;

(6.1)

with the feedback resistance Rt of the readout electronics and the change in
the mean baseline AlUp). In order to exclude external factors, a comparison
can be made between comparable detectors with different holder materials
(e.g. Si & PEN). If the mean baseline values behave comparably over time,
there is no observable effect on the leakage current introduced during the
given time by PEN.

In the course of this work, two long time measurements were carried out
with PEN germanium detector holders produced for the LEGEND-200 exper-
iment. These are described in Section 7.2.
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Chapter 7

PEN as Optically Active Structural
Material in LEGEND-200

It has been shown earlier, that PEN meets the mechanical requirements for
an active structural material (see Section 6 and [10]). In order for PEN to be
used in an ultra-low background environment like LEGEND-200, it must still
be shown that conditions one and three listed in Section 6.2 are also fulfilled
for the final components.

Through the first production runs and characterisations of scintillating
components made of PEN, a lot of experience was gained which was applied
to the production of the LEGEND-200 germanium detector holders. On the
one hand, a meticulous cleaning cycle of the raw PEN granulate was carried
out before the actual processing to remove surface contamination. On the
other hand, a slightly different process was used for production which hap-
pened in clean room surrounding. These changes significantly improved the
radiopurity and the optical transparency.

The path from commercially available PEN granulate to scintillating ultra-
low background components for the LEGEND-200 experiment is described in
this section. So far, there were only a few studies on the optical properties of
PEN as a scintillator [9, 10]. Therefore, it was not well characterised how the
manufacturing process influences its optical properties. Therefore, the char-
acterisation of the finished material in terms of emission spectrum, surface
quality, attenuation length and its light yield is presented. An estimation of
the energy-dependent photon detection-efficiency and threshold of the PEN
holders with the setup described in Section 7.3.3 is also discussed. In addi-
tion, two integration tests are presented which show that the custom-made
PEN germanium detector holders are ready for use in the next generation
Ovpp-decay search experiment LEGEND-200.

In the following, the LEGEND-200 germanium detector holders made of
PEN are referred to as PEN holders.
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7.1 From PEN Granulate to Optically Active Ultra-

Low Background Components

For the LEGEND-200 production series, PEN with the product designation
TN-8065 SC from Teijin-DuPont [86] was used. This raw material came in the
form of white granulate in plastic bags. These bags were air-tightly sealed,
but consisted only of a thin layer of plastic whose radiopurity was unknown.
The untreated material was screened for radio impurities using an HPGe
detector. Here, a high %K contamination in the Bq/kg range was found
(more details in Section 7.1.5). This was attributed to be a surface contam-
ination. Therefore, the granulate was thoroughly cleaned before processing
it to scintillator-grade PEN holders. The cleaning procedure and subsequent
processing are described in this section. In addition, the results of the radiop-
urity screening at different stages of the process are presented. The procedure
and results are also described in [83].

7.1.1 Cleaning Procedures

Two cleaning processes were set up for this work. One for all parts that
(might) come into contact with PEN and one for the PEN granulate and
moulded PEN structures themselves. The former includes, for example, con-
tainers, sieves and tools. These were all newly purchased, rinsed with de-
ionised (DI) water!, then washed with 2-propanol” and class 100 clean room
cloths. The parts were then etched in a nitric acid solution® for at least 24h
and then rinsed again with DI water. Finally, they were cleaned for 15 min-
utes in an ultrasonic bath filled with DI water. The clean bench used for this
can be seen in Figure 7.1 (left). The three basins on the left are ultrasonic
baths, each of which can be filled with up to 501 of DI water via a direct feed.
The fourth basin can be heated by air and was used for drying. All basins
are situated inside a laminar flow box. The setup is located in a clean room

in the Max Planck Institute for Physics in Munich.

!Deionised water with 18 MQ) resistance. The water supply automatically stopped when
the resistance started to fall.

2The 2-propanol used in all steps was of VLSI grade: Metal ion concentration per impu-
rity element ~ 10 — 50 ppb.

32% HNO; (optima grade) [87] and 98% DI water was used in all steps presented.
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FIGURE 7.1: Left: Clean bench used for the PEN granulate cleaning. The
three basins on the left were used for ultrasound cleaning while the one on
the right was used for the cleaned granulate to dry. Right: Vacuum tank
filled with cleaned and wet PEN granulate in a custom-made stainless-steel
sieve. The white cables are used to connect temperature sensors.

The exact cleaning procedure of the PEN granulate and moulded structures
like PEN holders is described by the following steps:

1.

2.

Fill PEN granulate/structures into stainless-steel sieve
Rinse with ~ 21 of DI water inside the laminar flow box
Place the sieve inside a PTFE container filled with 2.51 2-propanol

Place PTFE container in the first ultrasonic bath filled with DI water for
15 minutes

. Rinse PEN granulate/structures for about one minute with DI water

Repeat steps 3.-5. with the second ultrasonic bath

Repeat steps 3.-5. with the third ultrasonic bath and a PTFE container
tilled with DI water instead of 2-propanol

PEN structures such as the LEGEND-200 holders were then dried with pres-

surised nitrogen gas. The granulate was collected in a larger custom-made

sieve and then pre-dried in portions of about 10kg in a vacuum tank. Here,

an oil-free roughing pump was used. To accelerate the evaporation process
of the water, the tank was heated to 60 °C from the outside by attached heat-
ing bands. The vacuum tank with the custom-made sieve filled with PEN

granulate can be seen in Figure 7.1 (right). Temperature sensors connected

with white cables were placed in the centre of the granulate and at the sieve
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to monitor the temperature while heating. This process took 8 h/batch and
the pre-dried granulate was then sealed in two layers of class 100 plastic bags

for transportation.

7.1.2 Moulding Process of PEN Discs

To achieve good transparency and an overall good surface quality of the PEN
holders, injection compression moulding was used for the LEGEND-200 pro-
duction series. The moulding machine was an Arburg Allrounder 370S* lo-
cated at the Lehrstuhl fiir Kunststofftechnik (LKT) at TU Dortmund, Germany.
In contrast to normal injection moulding, the cavity volume of the mould
changes during the process. This ensures a stable and homogeneous flow of
the molten PEN into the cavity, which is important to achieve accurate shapes
[88]. The mould used consisted of two new stainless-steel plates (type 316)
with a mirror-like surface finishing (roughness < 1um) which is referred to
as 1P/2P or No.8 (ASTM A480/A480M) in order to assure good PEN sur-
faces. With this open mould, discs with variable thickness can be produced.
In addition, the diameter of the discs can be adjusted by changing the in-
put PEN volume. The optimisation of the flow and temperature settings was
done empirically for optimal transparency and shape.

Before the production started, all containers and removable parts of the
moulding machine that would come into contact with PEN and fit into the
ultrasonic bath have been cleaned as described in Section 7.1.1. In addition,
the barrel and the screw of the machine were replaced with new ones. The
open part of the machine including the mould was located inside a class-
1000 clean room tent which can be seen in Figure 7.2 (left). The interior of the
clean room was cleaned using 2-propanol and class 100 clean room cloths
prior to production. The moulding unit was cleaned using Micro-90® [89]
(machine cleaner) and 2-propanol as it could not be acid etched due to its
size. Two laminar flow box units of the clean room were running for three
days constantly on maximum before the first PEN disc was produced. On
the evening before the production, the storage tank of the machine was filled
with the pre-dried PEN pellets. This tank was heated to 80°C to remove
the remaining moisture. While heating, the tank was flushed with boil-off
nitrogen to create a clean environment and expel radon.

The settings for the moulding process were based on the manufacturer

recommendation but were adjusted empirically to achieve high-transparency

4ARBURG GmbH, Lossburg, Germany
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FIGURE 7.2: Left: Injection compression moulding machine used for the

LEGEND-200 PEN production series. The class-1000 clean room tent con-

tained all open parts of the machine. Right: CNC milling setup in the clean
room tent. Picture taken while finished PEN disc was removed.

PEN-structures. A description of the used parameters for the moulding ma-
chine can be found in [83]. With these settings, discs with a diameter of up to
35cm and a thickness of 1.5 mm were produced. After 40s of cooling time,
the finished discs could be removed easily by hand from the moulding plate
due to the mirror-like surface of the mould. At the beginning of the produc-
tion cycle (first 10 — 20 discs), optical defects like local crystallisation and air
inclusion occurred in almost every disc. This was accounted to the warm-
up phase of the machine, during which there may still be air in the spindle.
Discs with severe optical defects were only used for impurity measurements.

The produced PEN discs still had a sprue® from the injection process.
Touching only the sprue with gloves, the plate was moved to and locked
into a CNC (Computerised Numerical Control) milling machine also located
in the clean room. This setup can be seen in Figure 7.2 (right). The chamber
of this machine was illuminated with UV light to reduce the static charge of
the flakes produced during the milling. The support surface of the CNC ma-
chine was made of PET (Polyethylene Terephthalate) which was cleaned as
described in Section 7.1.1. To reduce the contact points, the plate was held
down using a vacuum pump. Here, the sprue was removed and the shape
was adjusted in order to match the chambers of the radiopurity screening
setups.

The finished PEN discs were individually sealed in class 100 plastic bags
and collected in large plastic boxes. These boxes were sealed for storage and
transportation with a radon-impermeable film. When stored for more than a
week, these boxes were constantly flushed with nitrogen gas.

>The sprue refers to the hardened PEN portion that still protruded into the nozzle.
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FIGURE 7.3: Final LEGEND-200 PEN holders illuminated with UV light. The
four different types are labelled, respectively. The picture on the right was
taken by L. Manzanillas with the holder inside a plastic bag.

7.1.3 LEGEND-200 Germanium Detector Holder Designs

In LEGEND-200, the formerly used HPGe detectors of GERDA and MAJO-
RANA DEMONSTRATOR in addition to newly produced detectors will be de-
ployed. This gives a wide variety of detector geometries which all have to fit
in the detector string (see Section 3.4). It was found, that all detector types
could be accommodated with three different sizes of detector holders and
one additional top holder for ICPC detectors. The three base holder types
are shown in Figure 7.3 (left) and will be referred to as small, medium and
large holder, respectively. In the remainder of this work, only the three base
holders types will be dealt with.

The shape of the LEGEND-200 PEN holders was based on the previously
used Si holders and optimised®. In this optimisation process, the goal was to
reduce the mass of the holders by removing parts while keeping its mechan-
ical stability. The result of a finite element stress simulation of the detector
string combined with a topological optimisation using the software Abaqus
2017 revealed the areas in the design that have minimal stress values and
thus could be removed. The mass of the three holder types could be reduced
by 28% on average resulting in 5.3g, 6.3g and 7.1g corresponding to the
small, medium and large holder, respectively.

714 Machining of LEGEND-200 Detector Holders

The final machining was organised and carried out at TU Dresden (Ger-
many)” and is summarised here for completeness.
A CNC milling machine was used, which was set up in a laminar flow

box. All surfaces of the machine were cleaned using 2-propanol. In addition,

®By R. Rouhana, LKT of TU Dortmund, Germany
"By L. Manzanillas and a technician
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the operators wore clean room clothing and no other machine was running.
The latter to avoid polluting the air with dust and flakes. To guarantee a
minimum risk of introducing radio impurities during the milling process,
cleaned diamond milling cutters® were used. Due to the hardness of these
MKD /mono-crystalline tools, no residues could be rubbed off on the holders.

The support plate of the CNC machine was made of poly-carbonate (new
and cleaned). For holding the disc in place, double-sided tape was used on
parts that would be cut away and hence not ending up in the final holder.
Boil-off nitrogen gas was used to blow away dust and flakes produced by
milling. 8 small, 4 medium or 4 large holders could be produced per moulded
PEN disc. The burr was removed using another cleaned piece of PEN to

avoid contamination.

7.1.5 Measurement of Radiopurity

The radio impurity of one PEN detector holder is limited to a maximum of
1uBq [70]. Three independent radiopurity measurements were carried out
on the cleaned and processed PEN material: HPGe screening, inductively cou-
pled plasma mass spectrometry (ICP-MS) and radon emanation measurements.
How these measurements were performed is described in [83].

The results of the HPGe screening are shown in Table 7.1. Measurements
were carried out at LNGS with the GeMPI3 and GeMPI4 screening stations
[90] and at the Modane underground laboratory (LSM, France) with the OBELIX
screening station [91]. In the earlier measurements of the raw and uncleaned
PEN granulate, a high level of “°K contamination was found. By cleaning
it, this contamination was drastically reduced in the final product. This con-
tirms the assumption that this was due to a surface contamination. Further-
more, it was shown that the radiopurity for the average LEGEND-200 PEN
holder mass of 6.2 g is (1.2 £ 0.2) uBq.

At the Pacific Northwest National Laboratory (PNNL), the 232Th and 238U
radio impurities of the PEN discs were measured using the ICP-MS method.
The results were (0.0045 4 0.0015) ppt and (0.007 = 0.002) ppt for ?>2Th and
2381, respectively. With the activity of the isotopes related to mass’ of 4.1 kBq/g
(**?Th) and 12.4kBq/g (>®U), the impurities for the average PEN holder

8Made for high-gloss mirror finish from Karnasch professional tools. Cleaned according to
the cleaning procedure used for PEN structures described in Section 7.1.1.

9Calculated using Ty, = 1.4- 10 yr and Ty, = 4.5 10° yr for 2*2Th and ?*U, respec-
tively. [65]
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Raw TN-8065S Discs Discs L200 holders
GeMPI4 GeMPI4 OBELIX GeMPI3
Mass - 14.315kg 5.231kg 1.07 kg
Time - 68 days 79 days 68 days
Unit mBq/kg uBq/kg uBq/kg 1uBq/kg
228Ra <0.15 92 +25 107 + 38 < 460
28Th 0.23 +0.05 32+16 67 +18 < 480
226Ra 0.25 4+ 0.05 60 + 15 76 + 22 < 360
Z4Th <11 < 1900 - < 5800
234pa <34 < 1700 - < 7000
25U < 0.066 < 56 - < 2200
40K 1600 + 400 < 240 < 567 < 4100
157Cs < 0.057 <0.15 - <91

TABLE 7.1: Radiopurity results from HPGe screening for moulded PEN

discs and LEGEND-200 (L200) germanium detector holders. Two sets

of moulded PEN discs were measured at LNGS (GeMPI3/4) and LSM

(OBELIX) underground laboratories. A previous measurement of untreated

PEN granulate [10] is listed, too. With the OBELIX setup, not all listed ra-

dionuclides were analysed. Limits are given with 90% confidence level. Re-
sults published in [83].

mass results in (0.11 & 0.04) nBq/holder and (0.54 &+ 0.15) nBq/holder, re-
spectively. These results combined with the HPGe screening confirm an ex-
cellent radiopurity of the produced LEGEND-200 samples. Furthermore, the
results from the ICP-MS measurement suggest that the remaining surface
impurities can be removed by acid etching with HNOj3 [83]. Thus, the impu-
rity per PEN holder determined by HPGe screening can be understood as an
upper limit.

Finally, a radon emanation measurement was carried out at the Institute
of Physics of the Jagiellonian University in Krakow. However, due to the low
sample mass of five LEGEND-200 holders, only limits could be set. The limits
obtained here were < 12 uBq and < 16 uBq per holder for ?2Rn and ?*’Rn,
respectively.

7.2 PEN Integration Tests

With the measurements of mechanical strength [10] and radiopurity (see Sec-
tion 7.1.5), two of the three requirements for PEN as structural material in
LEGEND-200 have already been met. In order to fulfil the third requirement
from Section 6.2, it must be proven that PEN as a material does not lead to
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an increase in leakage current in the HPGe detectors (see Section 6.2.3). In
addition, the mounting process and the stability of the holders under close to
final operation conditions had to be tested. In the following, two integration

tests are described and the results presented.

7.2.1 Baseline Measurement at TUM

The first proof of concept test was conducted in the beginning of 2020 at the
physics department of the Technische Universitit Miinchen (TUM)Y.
The GERDA-like setup is located in
an underground laboratory which
provides a soil overburden of 10m
water equivalent and houses several
low-background and cryogenic test
stands of the technical university.
This setup is used to test new struc-
tures and electronics before they are
implemented in LEGEND. It is lo-
cated in a clean tent and has a 6001
LAr cryostat with a GERDA-like lock

PEN
system. The LAr is actively cooled Holder NG

using liquid nitrogen which is re-
filled once a week. The LAr level
inside the cryostat is about 1.5m
which allows to submerge test struc- i £ “'M'cﬁ——

tures of up to 1 m in height. More in- | N , 1‘ \
formation on the experimental hall J i
and setup can be found in [48].

The setup of the first integration
FIGURE 7.4: Experimental setup in the

] ) ) underground laboratory of TUM. Two
GERDA-like detector string with alu-  germanium detectors are mounted on an

minium rods was used with two ger- early version of the PEN holder in a
GERDA-like detector string.

test can be seen in Figure 7.4. Here, a

manium detectors mounted on PEN
holders made of LEGEND-200 material. The used design for the holders cor-
responds to the original Si holder design. No problems arose during the wire-
bonding process, after the machine parameters were adapted to account for
the higher flexibility of PEN with respect to Si. The two germanium detectors

19Tn close cooperation with the E15 chair.
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FIGURE 7.5: Results of the baseline measurement taken in the GERDA-like

infrastructure at TUM using two germanium detectors mounted on PEN

holders. The plots correspond to the top and bottom detector of the detector

string, respectively. Left: Mean baseline over time. Right: Change in the

leakage current (LC) over time. The given uncertainties correspond to one
standard deviation for an 1 h interval.

used for this measurement are referred to as the top and bottom detector as
labelled on the photograph. The setup shown was vacuum sealed in the lock
tube that can be seen on the top of the picture. The lock volume was pumped
and the structure was then slowly submerged into the LAr.

During the measurement, a pulse-form generator was used to test the
read-out electronics. The detector baselines were monitored over 10 days by
recording their mean values every 2 s. The mean values of the baselines over
time can be seen in Figure 7.5 (left) for both detectors. The liquid nitrogen
tank was refilled on the 22"¢ of January during the measurement. Baseline
fluctuations can be seen in both detectors around that day. In general, both
baselines increased slightly during this period'!. The corresponding change
in the leakage current can be seen in Figure 7.5 (right) for 1h intervals. The
given uncertainties correspond to +1 standard deviation of the mean base-

lines in the 1 h interval. A maximum variation of approximately 1.25 pA was

HFeedback resistance for top and bottom detectors were (1.6 + 0.32) GQ and (1.0 £
0.2) GO, respectively.
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determined. This change is attributed to a small but gradual increase in tem-

perature of the detector string.

7.2.2 First Data Taking During PGT-Phase of LEGEND-200

During the post-GERDA test (PGT) phase of LEGEND-200 in 2020, PEN hold-
ers were tested for the first time in the GERDA environment. Four detec-
tor strings with a total of 17 HPGe detectors were deployed in the PGTs.
The arrangement of the deployed detector strings can be seen in Figure 7.6.
These include four PPC, five BEGe and eight ICPC germanium detectors
from GERDA, MAJORANA and LEGEND. Seven of the deployed detectors
were mounted on PEN holders while Si was used for the other ten. By this, a
direct comparison of HPGe detectors mounted on PEN and Si detector hold-
ers could be made. Here, the colour of the sketched holding plate is indicat-
ing if PEN (red) or Si (grey) was used. Pictures of the PGT detector strings can
be seen in Figure 7.7. The bottom view of two HPGe detectors mounted with

the low-mass front-end (LMFE) electronics can be seen on the left where the

B00091D
_ I
= - V02160A
B00002A VO01240A V00048A
P00749B U
== - V021608
V000508 L
ta-; 090 '4,‘
AN
B00076C
N, S, S—
B00035B s
e n_n____J

|

V021668

passivated

non-passivated

s PN GERDA detectors
MAJORANA detectors
L200 detectors

FIGURE 7.6: Arrangement of the four detector strings during PGT-phase of
LEGEND. Not connected and not working detectors are marked by a cross.
Sketch created by K. Gusev.
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top
holder

FIGURE 7.7: Left: Bottom view of an HPGe detector mounted on a PEN

holder during the PGT. Right: Side view of a germanium detector string in

the GERDA environment. Here, two detectors are mounted using additional
PEN top holders. Pictures adapted from [10].

lower one is mounted on a PEN holder. Again, no problems occurred during
the wire-bonding process of detectors with PEN holders. A lateral view of a
string using also additional top holders made of PEN can be seen on the right
of Figure 7.7. The detectors were not directly placed on the PEN/Si holders,
but on small ULTEM® [92] supports.

The longest continuous measurement during the PGT was from July to
August 2020. Over 600 h of data were recorded and an additional calibration
measurement of 17 h was carried out. Information on the energy resolution of
the HPGe detectors were taken from the calibration data. Three strings with
228Th sources were used for the calibration. Two of the strings were each
equipped with a ~ 18 kBq source. The third string with three ~ 4kBq ?*Th
sources'?. The calibration ?Th spectrum of an ICPC germanium detector
mounted on a PEN holder can be seen in Figure 7.8.

The targeted average energy resolution at Qgg for LEGEND-200 is 2.5 keV
(FWHM). The energy resolution at 2039 keV is obtained by interpolation of
the FWHM of the gamma lines in the 2?8Th spectrum used for calibration.
Nine detectors performed particularly well during the PGT with an excel-
lent average energy resolution at Qgg of ~ 2.2keV [7, 93]. Five of the seven
detectors mounted on PEN holders are among the nine well-performing de-
tectors. The energy resolution at Qgg and at the 2.6 MeV peak of *Th for
all nine well-performing HPGe detectors are listed in Table 7.2. The holder
material and the type of detector are also listed.

For the investigation of possible influences of the holder material on the

12Private communication with F. Edzards.
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FIGURE 7.8: ??Th calibration spectrum of an ICPC germanium detector
mounted on a PEN holder during PGT. Plot taken from [93].

energy resolution and the leakage current, the detectors V02160A (Si holder)
and V02162B (PEN holder) were chosen. The achieved resolution in FWHM
of the characteristic 2%8TI line at 2614.5keV was 2.43keV and 2.61 keV for the
detector mounted on Si and PEN, respectively. The energy resolution at Qpg
yields 2.17keV and 2.33 keV, respectively. These deviations are in line with
expectations and are not contributed to the type of holder used. [7, 93]

In the long data run, the waveforms of all detectors were recorded when
one detector was triggered. Here, a total duration of 54.464 us around the
rising edge of the trigger signal was recorded with a 62.5 MHz sampling rate
[93]. The mean value of the baseline was formed by the average of the first
1000 samples (16 us) of the waveform in order to monitor changes in the leak-
age current. This can be seen for the nine well-performing detectors in Fig-
ure 7.9 for the whole time span of the measurement. Here, the waveforms of
the long measurement have been used'®. The detectors B00091D (Si holder)
and B0O0002A (PEN holder) were mounted on the same detector string (S1)
and show a decrease in the mean baseline corresponding to a decrease in the
leakage current or change in gain. For V00048A (PEN holder) and V00050B
(Siholder) a correlated discontinuity can be seen at about 280 h. These detec-
tors are also mounted on the same detector string (S3). B00079B and V021668

13The raw data was converted from ADC units to Volt by using the 16-bit resolution of
the readout and the dynamic voltage range of 1 V. The readout settings were obtained from
private communication with F. Edzards and T. Kihm.
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Detector | Type | Holder | Channel AE [keV]
material Qpp | 2.6 MeV

B00091D | BEGe Si 24 2.17 243
BO0O002A | BEGe | PEN 25 2.08 2.36
B00079B | BEGe | PEN 28 2.21 2.50
VO00048A | ICPC PEN 32 2.16 2.46
V00050B | ICPC Si 33 2.31 2.52
VO02160A | ICPC Si 37 2.17 243
V02160B | ICPC Si 38 2.21 2.45
V02162B | ICPC PEN 39 2.33 2.61
V02166B | ICPC PEN 40 2.20 2.50

TABLE 7.2: Energy resolution AE (FWHM) at Qgg of °Ge and at the 2.6 MeV
peak of the 28Th calibration spectrum for nine well-performing HPGe de-
tectors during PGT. Results taken from [93].
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FIGURE 7.9: Mean baseline values over time recorded during the PGT for
nine detectors. The names and detector strings of the individual detectors
and the holder material (PEN/Si) are written on the plots.

are both mounted on PEN holders but on different strings. These two detec-
tors show an increase in the mean baseline towards the end of the measure-
ment time. The remaining three detectors are all mounted on string 54 and

show a very similar behaviour over time. This shows that changes in the
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FIGURE 7.10: Top: Distribution of the mean baseline values of V02166B in

a 5h interval. The Gaussian fit is drawn in black with +1 standard devia-

tion marked by dashed black lines. Middle: Mean baseline over time in 5h

intervals for V02162B (PEN holder, blue) and V02160A (Si holder, orange).

One standard deviation is marked by lines in the corresponding colour. The

mean value of the first 25h was subtracted as offset. Bottom: Residuals of
the mean baselines over time for V02162B and V02160A.

leakage current are mostly related to the environment and not the individual
holder type.

To compare the change in the leakage current during the measurement
time, V02160A (Si holder) and V02162B (PEN holder) were chosen. For this,
the mean baselines were determined in 5h intervals by forming histograms

and fitting the distribution. An example distribution of mean baselines for
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one 5h interval of V02162B can be seen in Figure 7.10 (top). The mean base-
lines are Gaussian distributed and the fit is drawn in black with +1 standard
deviation around the peak position marked by dashed lines. The change of
the peak position over time is shown in Figure 7.10 (middle) for both detec-
tors. The mean value of the baselines in the first 25h was subtracted as offset
for each detector individually. The lines are indicating £1 standard devia-
tion with the colour corresponding to the detector. The difference between
the mean baselines of both detectors is for all time intervals in this measure-
ment less than one standard deviation. The residuals of the mean baseline
values of the 5h intervals of the two detectors can be seen in Figure 7.10 (bot-
tom). All residuals are < 0.3 mV and no trend can be identified that indicates
a different behaviour for the detector mounted on PEN.

From the change in the mean baseline over time the change in the leak-
age current can be estimated. For this, the resistance of the feedback resis-
tor used in the LMFEs can be used. It consists of a sputtered thin film of
amorphous germanium (aGe). The resistance of the aGe resistors is tem-
perature dependent and was taken as ~ 1 G(Q) at LAr temperature (~ 87 K)
[93]. An increase of the mean baseline of 1mV relates to an increase of the
leakage current of ~ 1pA. During the measurement, the mean values of the
baselines of the detectors V02160A and V02162B have not increased, indi-
cating no increase in the leakage current. BO0091D (Si holder) and BO0O002A
(PEN holder) show a decrease of the mean baseline of about 2.2mV (=2.2pA)
and 1.5mV (=1.5pA), respectively. For B00079B and V02166B an increase of
3.8mV (=3.8pA) and 3.2mV (=3.2 pA) was observed, respectively.

In summary, the behaviour of the mean baselines in Figure 7.9 for the nine
well-performing HPGe detectors during the PGT shows, that no evidence for
an influence of PEN as holder material on the leakage current on the order
of pA could be observed, qualifying the holders for long term usage in the
vicinity of HPGe detectors.

7.3 Setups for Optical Characterisation

For the reproducible determination of the most important optical properties
of PEN scintillators, three experimental setups were designed and built at
the Max Planck Institute for Physics in Munich. The spectrometer setup was
used to determine the emission spectrum and, thus, the peak emission wave-
length Apeax. In the second setup, a digital microscope was used to quan-
tify the surface quality by determining ¢}, and o,. The last setup is based
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on single-photon counting using PMTs and was used to determine the light
yield, attenuation length Ay, detection efficiency of photons and detection
energy threshold.

7.3.1 Spectrometer Setup

The emission spectrum and the associated peak emission wavelength Apeax
is the key in determining the subsequent parameters. It is also necessary for
the choice of light sensor. With the spectrometer setup at the Max Planck
Institute for Physics, the emission spectrum can be recorded for PEN and
other scintillators. Details of the setup are described elsewhere [10, 94]. For
the work described in this thesis, the setup has received a new dark box and
excitation source. As all key properties have remained the same, only the
most important ones are summarised here.

The heart of the spectrometer setup is the Shamrock-SR-3031-A spectrome-
ter [95] with an attached iDus DV420A CCD (charge-coupled device) camera
[96]. This spectrometer has 1024 channels with a 0.14 nm wavelength reso-
lution and has an in-built cooling system for the sensor to ensure tempera-
ture stability. In contrast to previously performed measurements with this
setup, here a UV light emitting diode (LED) from Thorlabs (LED341W) with
an emission wavelength of (340 £ 10) nm was used as excitation source. The
LED was mounted on a rail to have the possibility to control the distance
between the excitation point and the sensor of the spectrometer. By cou-
pling a light collimator to the LED, a millimetre resolution in the distance
was achieved.

In the previous configuration, the spectrometer, excitation source and
sample were together in the dark box. Due to the heat generated by the spec-
trometer, failures and instabilities occurred in rare cases. Therefore, a new
and smaller dark box was built with a light-tight coupling to the sensor of
the spectrometer. This allowed sufficient cooling of the spectrometer, hence
a better temperature stability.

7.3.2 Surface Characterisation Setup

To obtain ¢}, and o0, for the produced LEGEND-200 PEN samples, a Keyence
VHX-6000 digital microscope [97] was used'*. Although the PEN samples

are transparent, the surface can be focused with this microscope using a

4In cooperation with Miriam Modjesch from the electronics department of the Max
Planck Institute for Physics, Munich, Germany
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built-in light focus. The result is an opaque image that is not affected by the
background or bulk material. A lens with 500x magnification was chosen
for detailed shots and 3D scans. At an even higher magnification, no more
structures could be recognised on the surface.

3D Surface Scan

For a small surface area of up to ~ 15mm?, a 3D height map can be created
using the VHX-6000. The 3D height map was exported by storing it as heat
map to an uncompressed image file (format .tif). The individual pixels then
contain the height information in their colour while the scale is provided sep-
arately. Minimum and maximum correspond to the colours black and white,
respectively. Using the programming language Julia [57], this image file can
be imported and converted into actual height values. Thus, a complete 3D
height map can be created and analysed. However, there is a problem with
the actual resolution in x and y here. The image file is exported uncom-
pressed, but not with full resolution. Thus, the resolution is dependent on
the size of the scanned area. The quoted resolution of the microscope in x
and y direction is 0.44 ym, while it is 0.01 ym in z, which can be related to a
surface area of up to ~ 0.3mm?. For larger areas, the number of pixels re-
mains the same, which reduces the resolution linearly with area scanned. For
the smallest surface area, the uncertainty on the resolution is 0.005 ym which
corresponds to half of the last digit provided by the microscope and is half
the resolution quoted in the manual of the microscope. Unfortunately, even
upon request, no further information concerning uncertainties of the resolu-

tion was provided by the manufacturer. An example height map obtained
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FIGURE 7.11: Left: Example height map obtained from the surface of a PEN
holder. The image was taken using a VHX-6000 microscope with the max-
imum size for a 3D scan. Right: Same measurement as shown on the left
after correcting for the uneven ground.
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from one of the PEN holders with ~ 13mm? and a resolution in x and y of
~ 2 uym can be seen in Figure 7.11 (left). The area shown was recorded with
maximum size.

In order to correct for the uneven ground, three points were defined near
the corners of the scanned area. These are shown in black in Figure 7.11
(left). Their x and y values correspond to the respective centres of the squares
drawn in. Their z values correspond to the mean value of the z values of the
data points in the respective squares. With the two drawn vectors created
from the three points, a plane was calculated which was used for the height
correction due to the tilt. The slope-corrected version of the example height
map is shown in Figure 7.11 (right). The corrected slope usually corresponds

to a maximum of 0.5 ym per 1 mm.

7.3.3 PMT setup

For the determination of the optical properties of the PEN samples produced
for LEGEND-200, another setup was constructed .

The setup is based on PMTs and can be used to investigate different shapes
of scintillator samples. For this purpose, a 3D printed support structure
was designed for each sample shape with an estimated printing accuracy
of 0.1 mm. Up to 6 PMTs were used for the light detection which were also
mounted on the same support structure to guarantee reproducible measure-
ments. Usually, the PMTs were aligned around the sample to detect the scin-
tillation light leaving at the sides. Additionally, one of the PMTs could be
placed below the sample.

The used PMTs for this setup are from HAMAMATSU photonics (type
H11934-300) and were chosen for their large squared sensitive area of 23 X
23 mm? and their good quantum efficiency of 39% at 420 nm which is very
close to Apeax of PEN. The quantum efficiency of the PMTs as function of
wavelength can be seen in Figure A .4 in the Appendix. To improve the light
collection, the PMTs were coupled to the scintillator sample using optical
grease (type EJ-550 [98]). A two-dimensional motorised stage from STANDA
(type SMTF-102LS05) was mounted next to the support structure. This stage
can be used to move a mounted object like the source 10 cm in x and y di-
rection above the scintillator sample with a precision of 2.5 ym given by the
manufacturer. In addition, an LED with an emission wavelength of 450 nm

15In close cooperation with L. Manzanillas and M. Guitart Corominas. All simulations of
this setup were carried out by L. Manzanillas and more technical details will be published
SOO™.
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207Bj source
in collimator

FIGURE 7.12: Photograph of the PMT setup. Five PMTs are coupled with

optical grease to the scintillator sample. In this case, a small PEN holder was

used. The 2%Bi source in its collimator can be seen on the bottom mounted

on the two-dimensional motorised stage with the movable directions indi-
cated by blue arrows.

was attached to a rod above the setup for the calibration of the PMTs. The
complete setup was placed in a dark box. The setting for one of the PEN
holders can be seen in Figure 7.12 with labels for each component. Here, the
source holder is mounted on the motorised stage and the movable directions
are indicated by blue arrows.

Source & Trigger System

The majority of the backgrounds in the LEGEND experiment have energies in
the MeV range (see Section 5.4). So in order to match the characterisation of
the optical properties of PEN as well as possible, 2/Bi was chosen as source
for these measurements due to its conversion electrons with about 1 MeV
[65, 99]. 297Bi has a half-life of 32.9 yr and the used source had an activity of
~ 170kBq. The emitted electrons were collimated using a PTFE collimator
with an inner diameter of 2mm. More information about the decay of 2*/Bi
can be found in Section A.1.1 in the Appendix.

The source in its collimator was mounted on a 3D printed structure which

was connected to the motorised stage. The structure contained the trigger
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system which was designed based on [100]'°. Inside the 3D printed struc-
ture, a 90 ym thick EJ-212 plastic scintillator from Eljen Technology [101] was
placed directly underneath the collimator. The EJ-212 plastic scintillator pro-
vides a fast response to energy deposition with a decay time of 2.5ns and a
reported light yield of 10000 £ 200 photons per MeV energy deposition with
a peak emission wavelength at 423nm. Electrons from the source travers-
ing through this thin scintillator will deposit on average 25keV according
to GEANT4 simulations [80]. The simulated deposited energy in the trigger
scintillator can be seen in Figure A.5 in the Appendix. In order to detect
the produced photons, the trigger scintillator was coupled to a PMMA light
guide which was then coupled to a PMT (type H11934-300). Optical grease
(type EJ-550) was used to improve the optical coupling between the PMT,
the light guide and the scintillator. To reduce the loss of scintillation light
produced in the trigger scintillator to the surrounding, all components of the
trigger system were enclosed by the 3D printed holding structure except the
beam path. A thin opaque foil was used underneath the scintillator so that

its photons would not influence the measurement.

Beam Spot & Expected Energy Spectrum

The path of the electrons from the 27Bi source is influenced by the collima-
tor and the interaction with the trigger system. A GEANT4 simulation of
the setup was used to determine the resulting beam spot on the scintillator
sample. The resulting beam spot can be seen in Figure 7.13 (left). The inter-
actions in the scintillator sample take place within a radius of ~ 20 mm (one
standard deviation) which is marked by the white dashed circle. To estimate
the effect of this not point-like beam spot on the measurement, the beam spot
is folded with the shape of the scintillator sample. The result can be seen in
Figure 7.13 (right) for a large PEN holder, with the unaltered shape drawn
over it in white.

The size of the beam spot also affects how many of the source’s electrons
actually hit the scintillator sample. This reduces the number of events in
which actually energy is deposited in the scintillator sample in relation to the
triggered ones. This is illustrated in Figure 7.14 (left) where the hit distribu-
tion is folded with the shape of a large PEN holder. The hit probability for a
given position of the source can be calculated by integrating the normalised
hit distribution over the shape of the scintillator sample. The hit probability

of the 2%Bi conversion electrons as function of position was determined for

16By L. Manzanillas
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FIGURE 7.13: Left: Simulated beam spot of the collimated 2’Bi source on

the scintillator sample in the PMT setup. The white circle marks the area

where 68% of all interactions take place. Right: Effect of the beam spot on

the resolution of the PMT setup for a large PEN holder. This was calculated
by folding the beam spot with the shape of the holder.

each sample type, which can be seen in Figure 7.14 (right) for the large PEN
holder.

In addition to the hit probability of the electrons on the scintillator sample,
the quantum efficiency and spatial coverage of the PMTs has to be considered
for the overall efficiency of the PMT setup. The peak quantum efficiency of
the used PMTs is 39% at 420 nm. For the peak emission wavelength of PEN
at ~ (440 — 445) nm [10], the quantum efficiency reduces to ~ 35%'”. The
active areas of the PMTs cover about 48% (46%, 42%) of the outer edges of
the large (small, medium) PEN holder. For the large holder this means that
only ~ 17% of the emitted photons can be measured by the PMTs, without
taking attenuation effects into account.

Furthermore, the energy deposition spectrum from the 2%Bi source in the
scintillator sample was simulated. Here, the energy loss in the trigger scin-
tillator was taken into account. The spectra for one PEN sample (1.70 mm
thickness) and two samples stacked above each other (3.40 mm thickness)
can be seen in Figure 7.15 where perfect energy resolution is assumed. For
comparison, a measurement of two stacked PEN samples (1.70 mm each) is
shown. With the a non-perfect energy resolution, two clear peaks can be
seen. These have an average energy of 420 keV and 930keV corresponding
to two of the three major transition energies of 2/Bi (see Section A.1.1). It
can be seen, that the amount of 930 keV electrons depositing their full energy

7This value was obtained by interpolating the quantum efficiency as function of wave-
length given by the manufacturer. See Section A.1.4.
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FIGURE 7.14: Left: Hit distribution of the beam spot folded with the shape

of the large PEN holder type. The outlines of the holder are drawn in white

and the colour scale of the distribution is logarithmic and only for illustra-

tion. Right: Hit probability as function of the position for the large PEN
holder type in the PMT setup.
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FIGURE 7.15: Energy spectra in the scintillator sample from simulation and

data. Here, the 27Bi source was used. In the simulation, a perfect energy

resolution is assumed and the target thickness was corresponding to one

(1.70mm) and two PEN samples (3.40 mm). The data was taken using two
stacked 1.70 mm PEN samples.
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is lower for only one PEN sample in the setup. This is due to electrons not

depositing their full energy in the sample and passing through.

Data Acquisition

A Struck SIS53316-250-14 digitiser [102] was used to read out the PMT wave-
forms. This fast analogue to digital converter (ADC) has 16 channels with
250 MHz sampling rate and 14-bit resolution each. The recorded PMT wave-
forms were set to a length of 128 samples corresponding to a length of the
waveform of 512 ns and were stored in ADC units.

The data taking was controlled using a Julia [57] script and could be set
to either calibration or physics mode. When calibration mode was set, a trigger
threshold of less than half of the expected 1PE amplitude was set to each
PMT channel while the calibration LED was turned on. Therefore, each PMT
channel was triggered individually and the triggered channel waveform was
then recorded. The PMT connected to the trigger scintillator was not able to
measure the LED light. Here, the scintillation light of the trigger scintilla-
tor induced by 2%7Bi electrons was used for calibration. These led to signals
up to 3PE. In physics data mode, only the threshold of the trigger system
channel was set to the amplitude corresponding to about 1 PE. So if an elec-
tron deposited energy in the trigger scintillator and the trigger threshold was
exceeded as a result, the waveforms of all PMTs were recorded and stored
together as an event. The values for the trigger thresholds were determined
in a first calibration study.

Another difference between the two data taking modes was how the mo-
tors of the stage were controlled. In calibration mode, the trigger system was
moved as far away as possible from all PMTs (usually (x,y) = (0,0) mm)
so that it would not intercept the light from the calibration LED. In physics
mode, a predefined grid was scanned automatically covering the whole sur-
face of the scintillator sample. At each position in this grid, data was recorded
for a fixed period of time. This resulted in a file for each measured position.

Calibration of the PMTs

At the beginning of each measurement, a short calibration of all PMTs includ-
ing the trigger PMT was carried out to check their stability. For this purpose,
the LED above the PMTs was operated using a pulse generator with a fre-
quency of 1kHz. A square-wave voltage of 2200 mV was applied providing
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FIGURE 7.16: Example for typical SPE waveforms recorded during PMT

calibration. The parts of the waveform that have been integrated for the

pedestal and the signal for the SPE distribution are labelled and separated
by a dashed black line.

just enough light to see a signal in all PMTs. The recorded waveforms con-
sisted of two parts: the pre-trigger window and the signal. Example SPE
waveforms are shown in Figure 7.16. The first part made up 90 of the 128
samples and corresponds to the baseline. Its mean value was subtracted
from the whole waveform. By integrating the first half of the waveform (64
samples, 256 ns), the pedestal of the single photo-electron (SPE) distribution
was formed. The second part contains the photon signal. By integrating the
second half, the charge of the event was determined. These two parts are
labelled in Figure 7.16. The resulting integrals are in units of ADC integrated
over time which is proportional to the charge.

Due to the low threshold in calibration mode, the complete SPE distri-
bution could be recorded. Out of this, about 90% of the events recorded
were dark count events. These could easily be filtered by setting an analysis
threshold of about 0.5 PE in amplitude to the signal region of the waveform.

For this fast calibration, the focus was placed only on the SPE peak. It
was confirmed in earlier measurements, that this peak really corresponds to
the 1 PE peak by measuring also the 2 and 3 PE peaks (see Figure A.2 in
the Appendix). In addition, the linearity of the calibration constant up to a
few hundred PE was confirmed by comparing a measured energy spectrum
of 27Bi with a simulated one (see Section A.1.3). For events with more than
500 PE a non-linearity is expected which is not relevant for the measurements

presented in this work.
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FIGURE 7.17: Example for a typical SPE distribution recorded during cali-
bration of the PMT setup. The parts of the SPE model are drawn separately.

An example calibration SPE distribution is shown in Figure 7.17. The
number of 2 PE events recorded during the short measurement time of usu-
ally 2 minutes was too low to create a visible peak. The SPE distribution can
be described using the model adapted from [103]

f(x) Nped (_ (x — .uPed)2> n @ exp <_f>

B Y Ped\/ﬂ P 2O%ed ~~ i1
~ ped:stal badly amplified events
NipE (x — p1pE)?
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. _ 4 _ 2
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+ [ e
i; OipEV 27T 203

J/

ith PE

where N, ¢ and u correspond to the number of events, the width and the
position of the individual peaks, respectively. In a PMT, electrons released
from the photo cathode may follow a non-ideal trajectory which can lead
to not reaching the next amplification stage. Events where this happens are
referred to as badly amplified events and were taken into account by an expo-
nential with the decay constant 7. This model applies for x > 0 and the peak
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position of the ith PE peak can be calculated by using 1pg. The SPE calibra-
tion factor for the signal charge is given by gspg ; = p1pg,; — ppED,j for PMT .
The uncertainties on gspg ; were on average 2% and were taken from the fit.
The individual parts of the SPE model are drawn separately in Figure 7.17.

Data Analysis & Background Filter

An event recorded in physics mode contains the waveforms of all PMTs. Us-
ing the calibration constants gspg ;, the respective number of PEs was deter-
mined. For the total number of detected PEs of the event, the sum of all PEs
of the PMTs coupled to the scintillator sample was formed.

In order to identify background
events like dark counts and uncor-
related energy depositions in data
recorded in physics mode, several
tilters were applied in the analysis.

First of all, an analysis threshold of

y [mm]

usually 3 PE on the trigger PMT was
set. In addition, a threshold of 0.6 PE
was set for each individual PMT. If
the collected charge was below that

H
8
Survival fraction [%]

o
0
o
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threshold, it was set to zero for this x [mm]

PMT. An overall threshold on the to-
~ FIGURE 7.18: Dark count measurement of
tal number of photons collected in  the PMT setup with 5 connected PMTs.

all PMTs coupled to the scintillator The colour is indicating how many of the

sample was set to 2 PE. For the PMTs triggered events survived the background
' filters.
coupled to the scintillator sample, a

time-coincidence filter was set with a time window of 120ns (30 samples)
starting at the rising edge of the trigger signal. Charges collected outside
of this time window were marked as uncorrelated and discarded from the
analysis.

Measurements without a scintillator sample showed, that a maximum of
1.8% of the events could still be background after these filters were applied.
These are due to interactions of the electrons with the setup, like scattering
on the active area of the PMTs. The survival fraction of events after the back-
ground filters for a scan of the whole setup without a sample is shown in
Figure 7.18. In this background measurement, 5 PMTs were connected and
mounted on a support structure for the small type of LEGEND-200 holders.
For measurements with sample, the background contribution surviving the
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filters is expected to be significantly lower as less electrons can reach the sup-

port structure and also scattered electrons can be absorbed by the sample.

7.4 Optical Characterisation of the LEGEND-200 PEN

Scintillator

In preparation for the simulations of LEGEND-200, the newly produced LEG-
END-200 PEN scintillators were characterised for their optical properties. In
the process, all three LEGEND-200 germanium detector holder designs were
evaluated using the experimental setups described in Section 7.3. The results
presented here are also available in [83] and will be published separately

soon.

7.4.1 Emission Spectrum

From previous results [10], an attenuation length below 5 cm was already as-
sumed for the scintillation light in PEN. Since this also affects the emission
spectrum, it was recorded for different distances of the LED excitation point
to the light sensor of the spectrometer. The result'® can be seen in Figure 7.19
for distances from 3 mm to 25 mm between the excitation point and the CCD
camera of the spectrometer. Here, a 74 x 20 x 1.7mm?> PEN sample of the
LEGEND-200 production run was used. The peak emission wavelength Acax
was found to be (440 £ 3) nm for the closest position while the whole spec-
trum shifts to higher wavelengths with increasing distance. The resulting
peak emission wavelength is in accordance with previous production series
and an influence of the changed production process can thus be excluded.

The peak emission wavelength as function of the distance to the CCD
camera of the spectrometer can be used with the simulation of the path length
in the material and the surface quality to derive the attenuation length.

7.4.2 Surface Quality

Two areas on a large LEGEND-200 PEN holder were evaluated for the charac-
terisation of the surface. One of them was chosen because it is representative

for the surface of this production series. The other has clear defects and is

18The data presented was taken by L. Manzanillas. The setup and the data taking software
was created by the author of this work and C. Hayward.



7.4. Optical Characterisation of the LEGEND-200 PEN Scintillator 77

0.0025

0.0020

0.0015

0.0010

Normalised counts [a.u.]

0.0005 |

0.0000 t 1 1 1 I
400 450 500 550

Wavelength [nm]

FIGURE 7.19: Emission spectrum of a LEGEND-200 PEN sample for different
distances between the excitation point and the CCD camera of the spectrom-
eter.
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FIGURE 7.20: 3D surface scans of a representative (left) and a worst case
(right) area on a large LEGEND-200 PEN holder.

considered the worst case. The 3D scans of the two areas are shown in Fig-
ure 7.20. While in the representative scan no unevenness > +2 um can be
seen, there are two deep scratches in the other sample.

For an even surface without major irregular features, the distribution of
the height values follows a Gaussian distribution with standard deviation oy,.
To also obtain the angular distribution, the average angle for each position in
the height map was determined. To do this, the eight surrounding bins were
determined for each data point in the height map with a bin width of 440 nm
corresponding to the resolution in x and y. The angles were then calculated
from the normal of the average surface to the normal of the vectors from

the central point to its surrounding ones. As the unevenness of the average
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FIGURE 7.21: Height (top) and angular (bottom) distributions of the rep-

resentative and worst case measurements of the LEGEND-200 PEN holder.

The bin size for the angular distribution corresponds to the angular resolu-

tion of the measurement. The given uncertainties of the standard deviations
were obtained from the fit.

surface was corrected (see Section 7.3.2), the angles could be determined by
calculating the slope between the points using a differentiation. The aver-
age of these eight angles was then used for the distribution. The resulting
distribution follows a Gaussian distribution with the standard deviation oy.
For both surface scans from Figure 7.20, the height and angular distribu-
tions were evaluated with the results shown in Figure 7.21. This resulted in
a standard deviation of o}, rep. = (0.60 + 0.05) um for the representative area
and oj, worst = (1.02 £ 0.02) um for the worst case. The height distributions
including fits can be seen in Figure 7.21 (top). For the worst case area, two
contributions to the height distribution are expected: the normal surface and
the scratches. The scratches found in the worst case area are not included in
the Gaussian fit formed to obtain ¢}, yworst- The contribution of the scratches
can be seen on the far left side of the height distribution of the worst case

sample.
The type of reflections used in the simulation was obtained for the two
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evaluated surface areas by forming the ratio 03,/ Apeax. Here, the peak emis-
sion wavelength obtained in Section 7.4.1 was used. For the representative
surface area, the ratio was found to be below 1.5, which means that specular
spike can be assumed. For the scratched area, the ratio was found to be above
1.5 resulting in specular lobe reflections for the worst case.

The angular distribution for both surface areas can be seen in Figure 7.21
(bottom). Here, 0, = (0.95 4+ 0.01)° was determined for the representative
area including the uncertainty given by the fit. For the worst case area, the
angular distribution did not follow a Gaussian distribution. Here, a pat-
tern with three peaks was identified. Two of which can be attributed to the
scratches and the one in the middle to the overall surface. In order to ob-
tain an estimation on an overall o, for this area, the standard deviation was
calculated without fit resulting in 0, ~ 4.5° for the worst case area.

Both results shown in Figure 7.21 (top) are in agreement with expecta-
tions relying on the used mould surface roughness of < 1um. Putting the
scratches aside, the surface quality is to be classified as polished. For values
of 7, between 0° (highly polished) and 5° (close to polished) only a minor ef-
fect on the light propagation in PEN was found in simulations [104]. Never-
theless, as the condition 0}, /Apeax < 0.025 is not fulfilled, the surface quality
of the PEN holders cannot be neglected in the simulation.

The uncertainties on ¢}, and 0, were dominated by the resolution of the
microscope. As o}, was only used for a first estimation of the scattering type,
its uncertainty was not evaluated in this work. However, the systematic un-
certainty was estimated to be below 2% as the resolution in z and its uncer-
tainty were very small compared to the measured values which are of the
order of yum. The angular resolution is decisive for the determination of o,
and, thus, for its uncertainty. The angular resolution is (1.30 & 0.65)° given
by the resolution in x (or y) and z direction'”. The influence of the angular
uncertainty on the determination of ¢, can be obtained by assuming the best
and worst resolution given by (1.30 — 0.65)° and (1.30 + 0.65)°, respectively.
Using these as bin size of the distribution and determining the Gaussian fit,
the largest deviation to 1.30° as bin size was assumed to be the systematic un-
certainty. For o, of the representative area, a systematic uncertainty of 0.11°
was determined resulting in 0, = (0.95 4 0.11)°. Here, the sum of squares

was used to calculate the total uncertainty.

YHere, the angular resolution was calculated following the minimum possible angle:
tan(&min) = (10 £5) nm/ (440 + 5) nm.



80 Chapter 7. PEN as Optically Active Structural Material in LEGEND-200

-+ PMT Left + PMT Right
100 F ™\ - PMT Left
-+ PMT Right
e Exp fit: AL = 40.1 mm, A2 = 38.9 mm

Mean detected photons [PE]

Source position x [mm]

FIGURE 7.22: Average number of detected photons as function of the posi-

tion on a LEGEND-200 PEN tile (100 x 20 x 1.7 mm?3). Here, two PMTs were

used. Results are drawn for PMTs separately and combined including the
corresponding fits.

7.4.3 Attenuation Length

Using the PMT setup described in Section 7.3.3, the attenuation length of a
LEGEND-200 PEN sample was measured”’. Here, a 100 x 20 x 1.7 mm? tile
was cut from one of the produced PEN discs (see Section 7.1). One PMT
was placed on each of the two short sides of the sample coupled using op-
tical grease (type EJ-550). A scan using the 207Bi source for excitation was
performed, measuring for 60s at each position in steps of 0.5 mm along the
sample from one PMT to the other. The result can be seen in Figure 7.22
where the average number of detected photons per triggered event are plot-
ted as function of the source position on the sample. Results for both PMTs
are drawn separately (orange & green) and combined (blue). The individual
results of the PMTs have been fitted using an exponential decay to obtain the
corresponding attenuation lengths A1 and A;. From this measurement, an at-
tenuation length of the LEGEND-200 PEN sample of Ay, = (39.5 + 1.5) mm
was found when combining the results of both fits.

The geometry-independent bulk absorption length A, was determined?!
using a UV-VIS Lambda 850 spectrophotometer from Perkin Elmer [105]. With
this instrument, the transmission and reflection of a sample can be measured

using an integrating sphere. By measuring the absorption and reflection for

20This measurement was performed and analysed by L. Manzanillas. The code to perform
the scan, take data and convert the data was developed by the author of this work.
2lIn cooperation with A. Leonhardt, Technische Universitat Miinchen, Germany
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FIGURE 7.23: Left: Maximum light loss in the large LEGEND-200 holder

design as function of the attenuation length. The value for PEN is marked

by dashed orange lines, while the value for a maximum light loss of 10% is

marked by dashed black lines. Right: Light loss due to attenuation in the
large PEN holder as function of the position on the holder.

a given wavelength, the absorption length can be determined. Here, the op-
erational range of the built-in monochromator goes from 175nm to 900 nm.
Using a 30 x 30 x 1.7 mm3 PEN scintillator, A,ps, = (60 £ 3) mm was mea-
sured for an incident wavelength of 450 nm.

The attenuation and bulk absorption lengths are far below conventional
plastic scintillators (> 1m). This has an influence on the measured light
output of the used sample. This effect was already observed when measur-
ing the emission spectrum (see Section 7.4.1). An approximation of how the
generated scintillation light is attenuated in a large PEN holder is shown in
Figure 7.23 (right). Here, the PEN scintillation light loss according to the at-
tenuation length A, in the sample was calculated for each position in steps
of 1 x 1 mm?. By using the attenuation length, the reflections inside the sam-
ple are taken into account. For this approximation, only photons travelling
from the excitation point to the outer edges of the holder were taken into
account and the holes in the holder were neglected. A maximum light loss
of ~ 63% was determined for PEN. As a comparison, the same calculations
were performed for the EJ-200 scintillator with Aa. = 3800 mm [101] result-
ing in a maximum light loss of ~ 1%. Following this approximation, the
maximum light loss as function of the attenuation length can be determined.
This can be seen in Figure 7.23 (left) for the large holder design. To lose a
maximum of 10% of the light, A, > 380 mm (dashed black line) was found.
The result obtained for PEN is marked by a dashed orange line.
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FIGURE 7.24: Light output in terms of PE measured for PEN, PS32 and EJ-
200. The number of samples are normalised for comparison.

7.4.4 Light Yield

To determine the light yield of the LEGEND-200 PEN scintillator, all of the
properties that have been found so far were necessary. Here, a two-step
procedure was used”. First, the light output was measured with the PMT
setup and then a correction for the optical effects was determined via simu-
lation. For the first part, two stacked samples of PEN with the dimensions
30 x 30 x 1.7 mm?3 were used to obtain full energy deposition of the 930 keV
electrons. The samples were optically coupled using optical grease (type EJ-
550) to five PMTs: four surrounding the samples and one below them. For
excitation of the samples, the 27Bi source was placed centrally above them.
For comparison, the same measurement was also performed with the well-
known scintillators EJ-200 and PS32 with reported absolute light yields of
10000 4= 200?° and = 8750 photons per MeV energy deposition, respectively.
The results of the light output measurement for PEN, PS32 and EJ-200
can be seen in Figure 7.24. By simply comparing the number of photons at
the peak position, a light yield of about 3000 photons per MeV energy depo-
sition can be obtained for PEN. However, this does not include the optical
properties of the scintillators. In order to take these into account, a simu-
lation of the setup for PEN and the well-known EJ-200 [101] including the

surface and attenuation properties was performed. For EJ-200, 0, < 10° was

22This measurement was performed, analysed and simulated by L. Manzanillas. The code
to perform the measurement was developed by the author of this work.
ZUncertainty from direct communication of L. Manzanillas with Eljen technology.
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determined using the setup described in Section 7.3.2. The light attenuation
in EJ-200 (A4, = 380 cm) can be neglected for the used sample size. The light
detection efficiency of the setup was determined by comparing the 930 keV
peak position in the simulated to the data energy spectrum of EJ-200. This
resulted in an efficiency of (62 + 2)%. Here, the uncertainty was determined
by repeating the simulation with different o;, values going from 0° to 10°.
Knowing the detection efficiency of the setup, the simulation was re-
peated with PEN. The light detection efficiency of the setup was determined
again for different simulated light yields of PEN?*. Calibrating this to 62%
led to a light yield of 5437 4= 218 photons per MeV energy deposition. Here,
the uncertainty contains the effect of the uncertainties of 0, on the simula-
tion for PEN (1%) and EJ-200 (2%), the uncertainty on the light yield of EJ-
200 (2%), the attenuation in PEN (1%) and the reproducibility (1%) of the
measurement. A more detailed discussion on the uncertainties will soon be

published separately.

7.4.5 Detection Efficiency

The detection efficiency of the PEN holders in the PMT setup was deter-
mined by comparing the number of triggered events to the number of de-
tected events from the sample.

A rough estimation of the efficiency can be obtained by estimating the ra-
tio of scintillation light collected by the PMTs. Here, the attenuation length of
the sample, the spatial coverage of the PMTs, the fraction of scintillation light
lost due to total reflections and the efficiency of the PMTs (~ 35% at 440 nm)
have to be taken into account. Considering a centrally located point on the
sample like (x,y) = (40,40) mm, the number of scintillation photons gener-
ated in the sample will be reduced by ~ 62% due to attenuation until they
reach the outer edges of the holder. The spatial coverage is ~ 48% for 6 PMTs
coupled to the large PEN holder (perimeter ~ 286 mm). In order to reduce to-
tal reflections of the scintillation photons, optical grease (type EJ-550) is used
in the PMT setup to optically couple the PEN holder to the PMTs. The refrac-
tive index of the optical grease is ngj550 = 1.46 while npgn = 1.60 is assumed
for PEN?°. Assuming randomly distributed incident angles of the scintilla-
tion photons, about 27% of them will undergo total reflections and, thus, are

24The relation between the detection efficiency of the setup and the light yield of PEN is
not linear for lower light yields due to attenuation effects of PEN.

BThe refractive index of PEN produced for LEGEND-200 has not been measured, yet. It is
assumed to be comparable to PET at 440 nm [106].
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FIGURE 7.25: Measured ratio of number of detected to triggered events for

the large PEN holder. Left: Measured results for each position on the grid.

Right: Measured results for each position on the holders surface corrected
for the hit probability of the electrons of the 2/Bi source.

considered not be detected by the PMTs. This assumption is based on the crit-
ical angle O¢ of Snell’s law. For the PMT setup, the transition of the light from
PEN to the optical grease corresponds to fc = arcsin(ngss0/npen) ~ 66°.
This leads to a ~ 27%° probability of total reflection. The window of the
PMTs is made of borosilicate glass [107] which provides a refractive index
of ngGlass > 1.5 [108]. Therefore, no total reflections are expected for the
transition from EJ-550 to the sensor of the PMT.

Taking all the effects mentioned into account, about 5% of the produced
scintillation-photons that would leave the sample at the edges will be de-
tected by the PMTs. For comparison, about 12% will be collected for the
same position using EJ-200. In addition, the probability of the electrons from
207Bi to hit the sample for that position is 54%. Also, the number of photons
measured must be above 2 PE in order not to be lost in the background.

For the large PEN holder?’, the measured setup-dependent detection ef-
ficiency of the PMT setup can be seen in Figure 7.25 (left). The efficiency
distribution fits the expected hit distribution shown in Figure 7.14 (right)
very well. A maximum of about 15% of all triggered events have also been
recorded by the PMTs coupled to the PEN holder. Correcting for the proba-
bility of the electrons coming from the 2”Bi source to hit the sample increases
this efficiency to an average of about 20%. The distribution of the corrected

2666° /90° =~ 73% which will not undergo total reflections.
27 All scans of the PEN holders were performed by the author of this work in co-work with
A. Capogrosso.
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efficiency can be seen on the right hand-side of Figure 7.25. The thresholds
for this analysis were set to 3PE for the trigger and 2 PE for the sum of the
PMTs coupled to the sample.

The same measurement and analysis was performed for the small and
medium type of the PEN holders and the results can be found in Figure A.6
in the Appendix.

7.4.6 Energy Threshold

A limit on the minimum deposited energy needed in the PEN holder at a
given position to detect a certain number of photons in the PMTs was deter-
mined. For simplicity, this is referred to as the energy threshold of the sample.

For this, an energy calibration for the number of measured photons had
to be carried out for individual positions first. This calibration is different for
each position of the source above the PEN holder, because the distances from
the excitation point to the PMTs are different. For the energy calibration, the
930 keV peak of the 2%Bi source was used (see Figure 7.15). The peak po-
sition is marked by an orange dashed line in the uncalibrated spectrum in
Figure 7.26 (left), taken at one position on the large PEN holder. Due to the
short exposure time of 30, the events recorded at the surrounding eight po-
sitions were added to the distribution to improve the peak resolution. To find
the peak position, a fit function consisting of an exponential function and a
Gaussian for the peak was used. Using the peak position, the number of de-
tected photons per event was calibrated to energy for each scanned position.

Due to the short exposure, for some positions with relatively bad detec-
tion efficiency the 930 keV peak was not visible even after summing up the
neighbouring bins. For about 15 to 20 positions, depending on the holder
type, and their neighbouring bins a clear peak was visible. These points
were searched for manually and were mainly located in areas with a high
detection efficiency (see Figure 7.25, left). A linear dependency between the
average number of detected photons per event collected with all PMTs and
the 930 keV peak position was found. This can be seen in Figure 7.26 (right).
Using this dependency, the energy calibration can be done for all positions.
For the next step, the 930keV peak position in terms of average number of
detected photons is needed. This can be obtained using the determined lin-
ear dependency.

The 930 keV peak is Poisson distributed around its position. Therefore,
by integrating the Poisson probability distribution from OPE to a certain
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FIGURE 7.26: Left: Distribution of number of detected photons per event

collected with all PMTs coupled to the large PEN holder in the PMT setup.

The used events were recorded at one position and its eight surrounding

positions. The parts of the fit model are drawn separately. The 930 keV peak

position is marked by a dashed orange line. Right: 930 keV peak position as

function of the average number of detected photons per event for the large
PEN holder. The uncertainties given were obtained by the fit.

amount, the probability of detecting at least that amount of PE for a 930 keV
energy deposition can be calculated. Assuming a linear energy dependency,
this can also be calculated for arbitrary energy depositions. Furthermore, by
fixing the amount of photons that have to be detected, the minimum needed
energy deposition to detect that amount can be calculated. This refers to the
energy threshold of the scintillator sample at one position.

The energy threshold to detect at least 2PE was determined for every
measured position on the large PEN holder. The result is shown in Fig-
ure 7.27. Here, a 99.7% (30) detection probability for 2 PE was assumed on
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FIGURE 7.27: Energy threshold as function of the position on the large PEN
holder with an 99.7% (left) and 99.99994% (right) detection probability of
2 PE.
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the left and 99.99994% (5¢) on the right plot. As expected, the energy thresh-
old is lower close to a PMT and higher in the middle of the sample. The
maximum value of 102 keV (224 keV) can be interpreted as the minimum en-
ergy deposition in the sample needed for a 3¢ (50) detection of 2 PE in the
PMT setup.

The same measurement and analysis was also done for the other two PEN
holder types. The determined energy thresholds for the small and medium
size were 97 keV (213 keV) and 112 keV (247 keV) for a 3¢ (5¢0) detection prob-
ability of 2 PE, respectively. The energy threshold as function of the position
for these two geometries can be found in Figure A.7 in the Appendix.

7.4.7 Estimation of the Veto Energy Threshold of PEN in LEG-
END-200

In the following, it is estimated how much energy has to be deposited in one
of the PEN holders in LEGEND-200 to have a 95% probability of detecting at
least one photon of the scintillation light with the SiPMs of the LAr veto.

Scintillation light leaving the PEN holder in LAr: The measured number
of photons in the PMT setup corresponds to ~ 12.8% of the total number of
photons reaching the outer edges of the PEN holder?. By using the results
from Section 7.4.6, a relation between this number and the needed energy
deposition can be drawn.

In LEGEND-200, the PEN holders will be submerged in LAr with a refrac-
tive index of ~ 1.2 [109], leading to total reflections of the PEN scintillation
photons which are considered as lost in this approximation. This results in a
loss of ~ 46% of the photons leaving the outer edges of the PEN holder due

to total reflections.

Light propagation in LAr and through the nylon mini-shroud: On the
way from the PEN holder to the WLS fibres of the LAr veto system, the
photons will be attenuated by the LAr. The attenuation length of LAr for
visible light is not well known, but is assumed (in simulations) to be about
1000 m for wavelengths above 200nm [110]. For an estimated distance from
the HPGe detectors to the WLS fibres of ~ 10 cm, an attenuation length above

Z8Here, the coverage (=~ 50%), quantum efficiency (=~ 35% at 440 nm) of the PMTs and the
total reflections in the transition from PEN to the optical grease (=~ 27% loss, see Section 7.4.5)
were taken into account.
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10 m is negligible as the light attenuation would be below 1%. Therefore, the
light attenuation in LAr can be neglected.

The scintillation photons of PEN have to go through the TPB-coated ny-
lon mini-shroud before reaching the WLS fibres. These have a thickness of
125 ym and the absorption length of visible light is assumed (in simulations)
to be about 100m [111]. Again, for an absorption length above 10cm the
effect is negligible as it would be below 1% for the thin nylon sheet. The
light attenuation due to absorption in the nylon mini-shrouds can also be
neglected.

Light collection in the WLS fibre: The scintillation light has to be absorbed
by the WLS fibres (type BCF-91A) in order to be guided to the SiPM readout.
These have an absorption length of (0.700 £ 0.001) mm for blue light [48].
The overlap of the absorption spectrum of the fibres with the emission spec-
trum of PEN is estimated to be 60% (see Section A.2.1) resulting in a loss of
the incoming scintillation light of 40%. Due to the squared shape of the WLS
fibres with a cross section of 1 x 1 mm?, there are no significant scintillation
light losses due to insufficient depth of the fibre expected. The coverage of
the WLS fibres around the HPGe detectors can be approximated with 50%,
as two sides of the HPGe detector strings are covered in LEGEND-200. Fol-
lowing this, 70% of the photons emitted by PEN are not collected by the WLS
fibres.

Light propagation in the WLS fibre: The absorbed scintillation light is dif-
fusely re-emitted in the WLS fibre with a peak emission wavelength of 494 nm
(green) [112]. The index of refraction of the fibres core is #n¢ore = 1.6. The fi-
bres have two cladding layers made of PMMA with decreasing indices of
refraction of n,; = 1.49 and n = 1.42 from inside to outside, respectively
[48, 113]. This significantly improves the trapping efficiency by increasing
the number of total reflections inside the fibre. To estimate how much of the
diffuse emitted light is lost, three transitions have to be considered. First,
from the fibre core to the first cladding layer. About 77% of the emitted light
can pass through this transition while the rest is guided towards a SiPM. The
second transition is from the first into the second cladding layer. Here, about
80% of the light can escape. The last transition is to the LAr, where only
64% of the light can make the transition. In total, about 61% of the emitted
scintillation light of the WLS fibre is trapped and guided to the SiPMs.
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The WLS fibres have a total length of about 2 m with an attenuation length
of 3.5m [48]. The fibres are bent in the middle by 180° and SiPMs are con-
nected to both ends. Half of the scintillation light emitted by the fibre is
guided towards each of the two SiPMs. Considering the different distances
of the emission point to the SiPMs, a maximum light loss of 25% due to at-
tenuation can be calculated”.

A total loss of ~ 55% is thus assumed for the propagation of the light in
the WLS fibre.

Light detection with SiPMs: The used SiPMs (PM33100, Ketek GmbH)
have an active sensor area of 3 x 3 mm? with 3600 pixels (50 x 50 um? each).
The geometrical efficiency is about 70% and the peak quantum efficiency is
about 40 to 50% between 410 and 440 nm provided by the manufacturer™.
From actual measurements, an overall detection efficiency of the SiPMs of
~ 25% can be assumed for the wavelength-shifted photons of the fibres®'.

Summary: For a Poisson distributed signal in the SiPMs of the LAr veto
system, three photons have to be detected on average in order to achieve
a 95% probability of detecting at least one photon originating from a PEN
holder in LEGEND-200. Following the approximation described in this sec-
tion, this corresponds to a total of about 183 photons reaching the outer edges
of the PEN holder?. Accordingly, background events that deposit energy in
an HPGe detector and at least 365 keV in one of the PEN holders can be iden-
tified with 95% probability as background.

2The minimum of the intensity I(x) = 0.5 Ipexp (—x/Aa.) + 0.5 Ipexp (— (I — x)/Aat.)
was found to be ~ 75% with [ = 2m and A.i. = 3.5 m being the length and the attenuation
length of the fibre, respectively, and x € [0,2] m.

30Ketek GmbH has sold its SiPM assets to Broadcom and there are no official documen-
tations available anymore for this type of SiPM. The given information are from documents
that are not publicly available.

31Private communication with P. Krause.

32A 90% probability is assumed in the relation between the number of photons reaching
the outer edges of the PEN holder and the energy deposition in the PEN holder. Accordingly,
an additional 10% loss of photons is used to compensate for this. Thus, in order to detect on
average three photons with the SiPMs 3/(0.9 - 0.54 - 0.3 - 0.45 - 0.25) ~ 183 photons have to
reach the outer edge of the holder.
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7.5 Summary

The whole production process of the PEN scintillators for LEGEND-200 was
carried out in the means of a low-background experiment. The commercially
procured raw PEN granulate was excessively cleaned before producing discs
using injection compression moulding. The specially designed low-mass
LEGEND-200 germanium detector holders were then manufactured from the
discs under cleanroom conditions using a CNC milling machine. The un-
cleaned granulate, the discs and the finished holders were screened for radio
impurities using two independent HPGe detector based screening stations,
ICP-MS and radon emanation. Compared to measurements of the untreated
granulate, the results show that most of the impurities were on the surface of
the granulate. Here, a radiopurity limit of < 1.2 uBq per LEGEND-200 holder
was set [83].

The produced PEN scintillator was examined in terms of its optical prop-
erties in order to find all necessary parameters for future LEGEND simula-
tions. Here, the emission spectrum was recorded using a spectrometer re-
sulting in a peak emission wavelength of (440 £ 3) nm which is favourable
for most light sensors. The surface quality was examined using a digital
microscope. This was done to obtain the standard deviations ¢}, and o, of
the height and angular distributions of the micro facets on the surface, re-
spectively, which are important to model the light propagation. For a rep-
resentative area of the LEGEND-200 PEN holders, 0, = (0.60 £ 0.05) ym
and 0, = (0.95+0.11)° were determined, indicating an excellent surface
quality which is in-line with expectations due to the surface quality of the
mould. In addition, the bulk absorption length at 450 nm was determined
to be (60 £ 3) mm using a spectrophotometer. With a PMT-based setup, the
attenuation length, scintillation light yield and an estimation on the detec-
tion efficiency and energy threshold of the PEN detector holders were deter-
mined. The light yield was found to be 5463 + 220 photons per MeV energy
deposition. The setup-dependent detection efficiency of the three LEGEND-
200 holder designs was determined to be ~ 20%. Also, an energy threshold of
112keV (247 keV) for a 30 (50) detection of at least 2 photo electrons was es-
timated. Following this estimation, background events in LEGEND-200 with
energy depositions in an HPGe detector and additional energy depositions
of at least 365 keV in one of the PEN holders can be identified as background
with 95% probability.

The production run of the LEGEND-200 germanium detector holders made
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of PEN was a complete success and all parameters necessary for simulating
background expectations could be determined. Enough PEN holders were
produced during the course of this work to equip all HPGe detectors in LEG-
END-200. With the new PEN holders, the until now difficult detection and
identification of background events close and between the HPGe detectors
will be improved. And with the newly acquired knowledge of the optical
properties of the custom-made PEN holders, realistic simulations can be cre-

ated for LEGEND in order to obtain the veto efficiency.
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Chapter 8

OvBB-Decay Detection Efficiency
for GERDA Phase 11

PSD was used in the GERDA analysis to discriminate signal from background
events where an event is defined by energy depositions in the HPGe detec-
tors. Some signal events have background-like pulse-shape characteristics
and are therefore also discarded. Thus, the signal recognition efficiency of a
PSD cut says what fraction of signal-like events is kept. In the GERDA anal-
ysis, the cuts and how they affect background and signal-like events were
evaluated based on calibration data [12]. This data-based analysis entails un-
certainties arising from the differences between DEP and Ovp-decay events.
Such differences are different spatial distributions of energy depositions in
the HPGe detectors and effects due to Bremsstrahlung. In order to mitigate
these uncertainties, simulations of the detectors and their signals are neces-
sary.

In this chapter, a simulation-based analysis chain is presented to deter-
mine the detection efficiency for Ovp-decay events in BEGe detectors used
in GERDA Phasell. Using GEANT4, the underlying physics leading to the
energy depositions of an event in the detector were simulated. From the spa-
tial distribution of energy deposits, the pulses of the events were simulated
using the charge drift in the detector due to the electric field. In order to ob-
tain realistic simulated pulses, an electronics model was applied and noise
from GERDA data was added to the simulated pulses. A/E analysis (see
Section 5.3.4) was then used as the main analysis method for PSD, whereby
the individual pulse shapes were analysed for their time structure by com-
paring the amplitude A of the current pulse to the total energy deposition E
of the simulated event. The same method was then applied to several real
events from calibration data of GERDA Phase II and to simulated data. Af-
ter the analysis chain has been validated by comparing cut survival fractions

of data and simulation, it was used to determine the Ovpp-decay detection
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efficiency.
In the following, the individual GERDA detectors are named with their
internal abbreviations and/or the respective channel. An allocation can be

found in Table B.1 in the Appendix.

8.1 Data Sets & Event Selection

In the course of GERDA Phase I, ?25Th calibration runs were carried out every
7-10 days. The collected data were used in this work for the calibration and
validation of the analysis chain. During a calibration run, the array was ex-
posed to three custom-made low-neutron emission ??Th sources (~ 10 kBq)
which were lowered from the lock system to the detector strings. The sources
were moved to three different heights with respect to the detector array (see
Figure 3.1) during the measurement. Data was recorded for 30 minutes at
each position resulting in ~ (1 —3) x 10> events from 2%TI at the promi-
nent 2614.5keV FEP <-line per BEGe detector [73]. Additional strong lines in
the calibration energy spectrum are the 2°8T1 DEP at 1592.5 keV, 21?Bi FEP at
1620.7 keV and the 298T1 SEP at 2103.5 keV, which were used for the energy
calibration of the HPGe detectors and for validation of PSD. The main signal
libraries of the 228Th calibration spectrum are listed in Table 8.1. The average
number of events per detector used for the presented analysis are also given
for GERDA data and simulation.

The calibration process was simulated with MaGe [114, 115] which is not
part of this work. In the simulation, the array geometry and the position of
the sources were taken into account. However, the simulation of the decay
of the 2?8Th source was reduced to the decay of the daughter isotopes 2'?Bi
and 28Tl which provide all necessary <y-lines of the spectrum. Only a few pa-
rameters of interest were extracted for each event: energy deposits, position
of the depositions within the detector and the channel numbers of detectors

involved in the event.

Source | Name | E [keV] | Npata[*x10%] | Negim.[x103]
208T] | DEP | 1592.5 6 35
212g; | FEP | 1620.7 4 33
20871 | SEP | 2103.5 7 55
208T] | FEP | 2614.5 50 500

TABLE 8.1: Main signal libraries of the ??Th calibration spectrum and their

corresponding peak energy E. The average number of events per detector

used for this analysis is given for GERDA data (Npata) and simulation (Nsim.)
for each peak.
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The GERDA data taken between June 2017 and April 2018 was evalu-
ated which contains about 12.6 kg-yr of exposure. However, four detectors
were not considered in this work (GD89B, GD02D, GD91C and GD32A cor-
responding to channel numbers 05, 06, 07 and 13, respectively). They were
excluded from the analysis as they did not contribute valid exposure' in
the selected runs. For the purpose of this work, only BEGe detectors were
evaluated due to their favourable PSD properties. Two additional simulated
datasets with 2vBB and OvBB decays in the detectors were used for the eval-

uation of the A/ E cut survival fractions.

Event selection criteria & simulation settings: The GERDA Phase II data
and the simulated data were treated in the same way as far as possible in
order to validate the analysis chain. However, some filters have to be applied
to both data sets at the beginning in order to obtain a uniform set of events.
Due to the different kind of data format and provided information, filters
between data and simulation vary.

For data and simulation, events that have energy depositions in more
than one detector were discarded (multiplicity = 1). The energy threshold for
the events was set to 350 keV as events below that energy were not relevant
for the presented analysis. In addition, events in GERDA Phase II data which
were flagged invalid by the standard GERDA analysis [73] were excluded.

For GERDA Phase II data, pulses with a length of 10 s and a sampling
time of 10 ns were used. The simulated pulses were calculated using the po-
sitions and energies of individual energy deposits in the detector and the
following settings: Sampling time = 1ns, hit clustering radius = 0.2mm
and extended pulse length = 10 us (baseline & tail as constants). The clus-
tering radius describes the spatial distance between energy deposits within
which they can be merged to a single deposition (position resolution of PSD
analysis). The simulated charge pulses were folded with a response function
describing the electronics model mentioned before. Afterwards, the pulses
were time aligned to their half maximum and cut to a length of 8 us. In or-
der to match the data, the sampling time of all simulated pulses was reduced
to 10ns. Finally, realistic noise baselines from GERDA data was added to all
simulated pulses as explained in Section 8.2.3.

From here on, the GERDA Phase II data are referred to as data and the

simulated data as simulation.

IThese detectors were either not in operation or had too high a noise level to provide
usable data.
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8.2 Detector Simulation

The newly developed open-source software package SolidStateDetectors.jl [54]
(see Section 4.3) was used to determine the pulses for each event simulated
with GEANT4. Here, for each detector the geometry needs to be determined
as well as the operational voltage and impurity profile. From previous simu-
lation work [115, 116], all needed parameters already exist and most of them
could directly be used. The detector specifications for this were available in
SigGen [117] configuration files. In order to check the depletion of a simu-
lated detector and later calculate pulses, a few things had to be calculated for
each detector including the electric potential, electric field and the weighting
potential as described in Section 4.2 and Section 4.3. Afterwards the cor-
responding charge drift model was applied (see Section 4.3). Additionally,
a suitable electronics model (see Section 8.2.2) and realistic noise (see Sec-
tion 8.2.3) was added to the generated pulses, in order to compare with real
data.

8.2.1 Verification of Detector Depletion

Not all available SigGen configurations could be used directly, because some
of the detectors showed undepleted regions in simulation with these param-
eters. In GERDA, all detectors have been characterised [116] and their op-
erational voltage was chosen 500V above the measured depletion voltage.
A deviation of the measured depletion voltage in the simulation leads to a
poor agreement between the pulse shapes of data and simulation. For the
verification of the simulation parameters in this work, a lower limit for the
electric field strength within the detector was chosen at 50%. For electric
fields below this limit, the charge drifts are still simulated but can lead to
slow pulses which are not expected for this volume of the detectors. Three
detectors (GD35C, GD0O0D, GD35A) show incomplete depletion with their
default parameters. Figure 8.1 shows a cross-section of GD35A, in which the
depleted (green) and non-depleted (yellow) areas are drawn. The impurities
of a detector were described by a starting value and a gradient in z direction.
In order to reach a depleted state of the whole detector volume, the starting
value of the impurity level was decreased in steps of 1 - 1012C% while the gra-
dient was not changed. This was done as often as needed until a completely
depleted state was reached. Table B.1 in the Appendix contains all impurity
and HV levels used for the simulations in this work.
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FIGURE 8.1: Cross section of GD35A showing the state of depletion. The

green area is depleted, whereas the electrical field strength in the yellow

area is below 50 and thus undepleted. The surrounding LAr that is taken
into account in the simulation is shown in dark purple.

8.2.2 Optimisation of Electronics Model Parameters

Pulse shapes are calculated directly from the simulated energy depositions
for individual events using SolidStateDetectors.jl [54]. Here, an event is de-
fined by the sum of the simulated hits in the detector volume. A pulse shape
is generated for each of these hits individually and the sum weighted by the
energies of these then describes the pulse shape of the event. The electron-
ics model is applied to the simulated pulses by convoluting them with the
response function h(t) of the charge-sensitive preamplifier. The analytical
model of the circuit shown in Figure 8.2 is used for h(t). Its derivation is
described in [118] and is summarised briefly in the following.

The electronics model function is defined as a transfer function T(s) of
the complex continuous frequency s. The impulse response can be obtained
by calculating the inverse Laplace transformation

h(t) = L7HT(s)}. (8.1)

The transfer function is defined as

T(s) = Uout(s) 1 1

outl®) — — 8.2)
iin(s) C 1 1 Cr+Ca 1
n f$+ Rt Hoel®) ( C; ) (S + Rf(Cd+Cf)>

with the voltage gain Hpre(s) = Sff}i - = —3 and the gain-bandwidth

product GBP, also known as GBWP. All parameters of T(s) are labelled
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FIGURE 8.2: Configuration of the simplest version of a charge-sensitive
preamplifier. Picture taken from [118].

in Figure 8.2. This transformation function describes the effect of a charge-
sensitive preamplifier as used in GERDA. The Julia implementation of the
electronics model is provided in the Appendix B.1.

In previous simulations, parameters for the electronics model were al-
ready determined for the individual GERDA detectors. However, since the
configurations, as described in Section 8.2.1, were changed for some detec-
tors, they had to be refined. Furthermore, the existing parameters were slightly
optimised in this work. In order to do so, all events from the DEP of 208T]
were selected from a single calibration run and from one simulated calibra-
tion. DEP type of events are used to optimise the electronics model param-
eters because they contain mostly SSEs. Both, simulation and data were fil-
tered according to the criteria explained in Section 8.1. The energy range
was limited to (Epgp + 2.5) keV and a simple PSD cut based on A/E was
applied to reduce the proportion of MSEs. The amplitude A of the current
pulse was determined by simply taking the maximum value. The energy is
taken from the GEANT4 simulation for the simulated events and from official
GERDA analysis for real data. The A/ E distribution of all DEP events follows
a Gaussian curve and only the events with an A/E value within 2 standard
deviations were used to exclude MSEs.

For the assessment of the quality of the electronics model parameters,
superpulses were constructed by the superposition of all DEP event charge

2. Here, all pulses were time alignment to their half maximum and

pulses
no noise was added to the simulation. The superpulse for the simulation

was determined for various electronics-model parameter-sets. In order to

2The superpulses were created by adding the samples of all pulses and dividing them by
the number of pulses.
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FIGURE 8.3: Comparison of DEP charge superpulses (top) for data and sim-

ulation of GD35B. The comparison of the current superpulses and the dif-

ference between the charge superpulses of data and simulation are shown
in the middle and bottom, respectively.

obtain the best configuration, the superpulses of the DEP events for data and
simulation were compared.

Figure 8.3 (top) shows the normalised DEP charge superpulses for data
and simulation of GD35B. The associated current pulses can be seen in the
middle plot and the difference between the charge superpulses of data and
simulation in the bottom plot. In order to find the best possible parameter set,
the sum of squared differences x? was calculated and minimised by changing
the parameters GBP and T of Equation 8.2. The parameters found in this
way are listed in Table B.1 with the associated x? values for all detectors. Of
all available parameters for the electronics model (GBP, t, C4, C R f) only
GBP and 1 have been adjusted where T describes the average decay constant
of the pulse tail. The only exception is GD35A, in which C; and Cf were
also newly determined as no fitting parameter set could be obtained without
changing them. These two parameters and Ry were constant for all other
BEGe detectors with C; = 50.0pF, C; = 0.35pF andR; = 500MQ). The
maximum difference between the measured and simulated DEP superpulses
for 20 detectors are better than 3%. For GD91B the highest difference was
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found with 5.3%.

8.2.3 Realistic Noise Contribution

For realistic simulated pulses, real noise was added to the pulses after folding
with the optimised electronics model. Noise was taken from GERDA data,
which includes baselines taken by random triggers. These baseline pulses
had to comply with the following criteria:

1. The baselines must be calibrated to energy (adjust signal to noise ratio)
2. The baselines must not contain any bias like slopes or ringing
3. Every noise baseline must be unique

A collection of noise baselines was created for each detector using the ran-
dom trigger baselines of the used GERDA Phase II data set (see Section 8.1).
Each baseline is 10 us long. So if there were more simulated events than
baselines for a detector, these could be used multiple times. For example, the
ranges 0 us to 8 us and 2 us to 10 us were used. The distribution of the base-
lines to the simulated pulses of a given detector is done at random, whereby
no 8 us long baseline was used twice.

The samples and therefore also the root mean square (RMS) of the collected
baselines were not calibrated to energy. For each simulated event, the energy
is known and thus the charge pulse could be normalised to the correspond-

ing energy. For the RMS calibration of the baselines, a simplified calibration
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{

FIGURE 8.4: Mean baseline RMS for all GERDA BEGe detectors for the used
data set. The error bars represent one standard deviation. The dashed grey
lines mark the detector strings.
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has been performed using the FEP of 2%8T1. The amplitudes of the charge
pulses in the energy range (2614.5 + 1) keV were determined. The ampli-
tude distribution of FEP pulses has been fitted with a Gaussian to determine
its mean value. The ratio of the mean value and the known FEP energy has
been applied as a calibration factor to the baselines.

In order to test for a possible bias in the energy-calibrated baselines, the
distribution of the baseline RMS values were fitted with a Gaussian for each
detector. Channels 30 — 35 show a shift in the baseline that affects a small
part of the dataset, which has been excluded from the analysis. Only base-
lines within three standard deviations around the RMS mean were used. The
RMS mean values calibrated to energy of the individual detectors are plotted
in Figure 8.4. The error bars given here represent one standard deviation.
The mean RMS values show a clear pattern, which can be attributed to the
position of the detector in the string. Detectors further down in a string show

higher noise attributed to their cable paths.

8.3 Energy Calibration

Up to this point in the analysis, the used energy values for individual events
were either given by the simulation or by previous analysis of the GERDA
collaboration. The methods used to determine these values are different,
however. Therefore, a uniform procedure for energy calibration is used in
the following. The procedure is presented in this section. In order for the
calibration to be carried out, the parameters A and E were determined. A

comparison of data and simulation is also shown.

8.3.1 A & E Determination

The energy E and the amplitude A of each event were determined using
the same technique. First, the charge pulse was filtered several times by ap-
plying a moving window average (MWA) in order to reduce the noise. The
current pulse was then calculated using a derivative® and the maximum of
the current pulse was determined from this. The only difference for the A
and E determination was in the parameters for the MWA filter. For the cur-
rent amplitude A this was applied three times with a window size of 50 ns

3By calculating the slope between neighbouring bins.
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(5 samples) prior to differentiation. To determine the uncalibrated energy es-
timator E 1, it was applied 13 times with a 2010 ns (201 samples) window.
The energy estimator E ). is proportional to E.

This process differs from the E ., determination done in the official
analysis of GERDA [73]. Here, an improved energy resolution was achieved
by applying a Zero Area Cusp (ZAC) filter to each pulse [119]. The ZAC filter
was not applied in this work as the energy resolution is not essential in the
presented analysis. A comparison of the energy resolution achieved in this
work compared to the results of the official GERDA analysis can be found in
Section B.3 in the Appendix.

8.3.2 Energy Calibration Process

The high statistics peaks mentioned in Section 8.1 and three additional -
lines at 583.2keV and 860.6 keV from 2Tl and 727.3keV from ?1?Bi were
used for the energy calibration. In order to calibrate the energy estimator
Euncal, a linear calibration with offset was carried out as done in GERDA. For
this purpose, the position of all seven peaks were precisely determined and
a linear dependence was then calculated. The model for the fit of each peak
was used as described in [73]. Two examples of the peak model can be seen
in Figure 8.5 for the DEP (top) and the FEP (98T1, bottom) of GD35B (data).
The basis of this model is a Gaussian distribution

_ N (E—u)?
g(E) = org &P [_T] (8.3)

where the parameters N, p and ¢ are the scaling factor, position and width
of the peak, respectively. For the flat background, due to multiple Compton

scatters, a step function is used

fstep(E) = gerfc (E\/_ch) (8.4)

with d corresponding to the step functions height (given by the flat back-

ground contribution at E > E,c,x) and erfc to the complementary error func-
tion. Finally, the residual presence of pile-up events and incomplete charge
collection is modelled using a low-energy tail defined as:

_ Cep (B T E-p, o
h(E) = ep( B +2ﬁ2)erfc(ﬁg+\/§ﬁ) (8.5)
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FIGURE 8.5: Fit of the DEP (top) and the FEP (bottom) of 208T] in the energy
spectrum of GD35B (data) with the components of the fit drawn separately.

where B and c are the height and slope of the tail, respectively. All three
components g(E), fstep (E) and h(E) are shown separately in Figure 8.5.

After all peak positions had been determined, the energy calibration was
done using a linear fit with energy offset. The resulting energy spectrum for
GD35B can be seen in Figure 8.6. The seven peaks used for the calibration are
labelled with their respective energy.

In order to model the energy resolution of the simulation to the real data
as well as possible the simulated energy values had to be smeared. A Gaus-
sian distribution located at 0 with the width

c=+a+b-E+c-E2 (8.6)

was used for this. Here, E is the raw but calibrated energy of the simulated
event and g, b and ¢ are parameters optimised in a former analysis performed
by the GERDA collaboration. For the smearing, a random value was deter-
mined using this normal distribution, which was then added to the original
value. Subsequently, the seven peaks were fitted again to confirm the energy
calibration has not changed due to the smearing which could be confirmed
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FIGURE 8.6: Energy spectrum for 228Th calibration data taken with GD35B.
The seven high statistics peaks used for the energy calibration are labelled
with their corresponding energy.
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for all detectors.

8.3.3 Comparison GERDA Phase II & Simulation Data: En-
ergy Calibration

Since the DEP plays a fundamental role in this analysis, it is also used for
comparing the energy resolution of data and simulation. Figure 8.7 (top)
shows the FWHM for all GERDA Phase II BEGe detectors for data and simu-
lation. A clear dependence on the physical position in the detector string as
already shown for the noise can be seen in both cases.

Fitting the resolution as a linear function of energy, the resolution at Qgg
can be interpolated. This is shown for GD35B in Figure 8.8 for data and sim-
ulation. For data and simulation, different slopes for the FWHM as function
of the energy can be observed. For the derivation of the FWHM at Qgg, how-
ever, the resulting deviations are within uncertainties. The values derived for
all detectors can be seen in Figure 8.7 (bottom). In addition, this plot contains
the resolution obtained by fitting of simulated OvBB-decay peaks with energy
smearing applied. The comparisons as shown in Figure 8.8 for all detectors
can be seen in the Appendix in Figure B.3. The uncertainties for the interpo-
lated energy resolutions were calculated by using the fit uncertainties. For
the OvpBpB-decay resolutions obtained by fitting, the uncertainty of the fit is
used.
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8.4 A/E Calibration

Using the parameter A/E, SSEs can be discriminated from MSEs and surface
events as described in Section 5.3.4 with good efficiency. For this, an indi-
vidual low cut value on the A/E classifier { has to be determined for each
detector. Before these A/E cuts are applied in Section 8.5, a comparison be-

tween data and simulation is presented.

8.4.1 A/E Spectrum & A/E Classifier

In order to calculate the A/E classifier {, as defined in Equation 5.1, from the
determined amplitudes A and the calibrated energy E, the energy dependent
peak positions p4 /g (E) and widths 04 /g(E) of the A/E spectrum had to be
determined. For this purpose, the 228Th calibration spectrum was divided

into 44 energy ranges of 30 keV each which are referred to as slices. The slices

AT A 11
A/E peak position
—— AJE peak width
—— 1400-1430 keV

1.1

A/E [a.u.]

0.8

500 100
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FIGURE 8.9: Top: Scatter plot of A/E values for GD35B (data). The fit-

ted energy dependent A/E peak position p4,p(E) and width 04,¢(E) are

marked in orange and green, respectively. The blue band highlights the en-

ergy range 1400 — 1430 keV for which the A/E distribution is shown in the

lower plot. Bottom: A/E distribution for a 30 keV wide energy range and

the fitted model for GD35B. Here, the linear and step background contribu-
tion of the fit model are not drawn as they are negligible.
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were evaluated individually for these parameters. The selected total energy
range was from 600 to 2355 keV excluding known peaks. The energy slices
can be found in the Appendix B.5.

A scatter plot of the normalised A/E values of GD35B (data) can be seen
in Figure 8.9 (top). Here, a simple normalisation was done using the mean
A/E peak position obtained by fitting a Gaussian to the A/E distribution
of all events. The model with low-energy tail described in Section 8.3.2 was
used to fit all A/E distributions in the following. In this model, the Gaus-
sian describes the SSE distribution while the tail describes the MSE distribu-
tion. The energy range 1400 — 1430 keV for an example A/E slice is shown
in Figure 8.9 (bottom), with the parts of the fit drawn separately. The A/E
peak position p 4 ,r and width 04 /r can be obtained from the Gaussian. The
results for all slices can be seen in Figure 8.10 for GD35B. A linear energy
dependence is assumed for ji4,£(E) and a v/a + b/E? energy dependence
for 04 ,g(E). The peak position p4,p(E) is linear only for energies above
1000 keV, which is also the relevant energy range for this analysis. How-
ever, the full energy range from 600 to 2355 keV was used for the fitting as
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FIGURE 8.10: Energy dependent A/E peak position ji4 /¢ (E) normalised to
ta/E,pep (top) and width 04 /£ (E) (bottom) for GD35B (data) including fits.
The given uncertainties for each point are given by the fit.



108 Chapter 8. 0vBB-Decay Detection Efficiency for GERDA Phase II

—— Data
200 - | - — — Gauss
............ Ta||
Model

Counts

50

0.80 0.85 0.90 0.95 1.00 1.05
A/E [a.u.]

FIGURE 8.11: A/E distribution of DEP events for GD35B (data). From the
almost perfect Gaussian shape of the distribution it can be inferred that there
is only a small MSE contribution.

the influence on the A/E calibration was found to be negligible. The results
for u,p(E) and 04, (E) are also plotted as lines in the A/ E spectrum in Fig-
ure 8.9 (top). In the same way, u 4 /g ppp and 04 /g ppp Were obtained from the
A/E distribution of the DEP shown in Figure 8.11. Here, the energy range
Epgp =+ 3oprp was used. The A/E peak position of the DEP y4,r ppp was
used as normalisation for y 4 /g (E).

Using the results for y4,p(E) and 04,p(E), the A/E classifier { can be
calculated for each pulse shape which is shown as a scatter plot for GD35B in
Figure 8.12. For each energy peak of the 228Th calibration spectrum a higher

Cla.u.]

500 1000 1500 2000 2500
Energy [keV]

FIGURE 8.12: A/ E classifier { of GD35B for GERDA Phase Il data. The colour
scale is logarithmic and only for illustration.
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number of MSEs at lower { values can be seen, except for the DEP.

8.4.2 90 % DEP Acceptance Cut Determination

In order to identify MSEs as background with high efficiency while keeping
OvpBp-decay detection efficiency high, cut values were defined on the A/E
classifier {. In the following, all A/E cut values, such as the low and high
A/E cuts, refer to A/E classifier values. The high A/E cut value was set to 4
for all detectors to discriminate surface events near the p* contact. This value
was chosen as it removes most surface events without decreasing Ov3-decay
detection efficiency. The low A/E cut value was determined individually
to identify MSEs and surface events near the n™ contact. For this purpose,
pulses shapes of DEP events have been chosen due to their SSE characteris-
tics. The low A/E cut value in GERDA analyses is defined at 90% survival of
the DEP events after the low cut has been applied.

Two different methods were used to determine the 90% DEP acceptance
cut value. These are referred to as counting and fitting methods and are in-
dependent of one another. In both cases, the high A/E cut was not applied.
The uncertainties in determining the cut value are discussed in Section 8.7.2.

Counting Method

The effect of the low A/E cut on SSEs is examined by subtracting the contri-
bution of MSEs from the DEP energy region using its side bands. For this,
three energy ranges are defined by

DEP: Epep —n1-0pep <E < Epgp + 111 - 0pEP
I: EDEP — (2711 + nz) cOpep < E < EDEP — (Tll + 1’12) * ODEP (87)
II.  Epgp+ (11 +n2)-opep <E< Epgp + (211 +n2) - 0pgp

with Epgp and opgp as the DEP energy and width. The parameters ny,n; €
[1,4] define the width of the ranges and the distance between them, respec-
tively, which is visualised in Figure 8.13 (top). The sum of the widths of
the energy ranges I & II (the side bands of the peak, highlighted in orange) is
equal to the width of the energy range used for the DEP (highlighted in blue).
The energy range of the DEP contains both, DEP and background events like
MSEs and surface events. The side bands are chosen to be far enough away
from the DEP to consist mainly of background events. For most of the detec-
tors, n1 and ny were set to 3. For detectors with bad energy resolution, the
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FIGURE 8.13: Top: DEP in the energy spectrum of GD35B (data). The DEP

energy region is highlighted in blue and the two side bands in orange. The

widths of the energy ranges are labelled. Bottom: A/E classifier { distri-

bution for the DEP (blue) and the two Compton ranges (orange) of GD35B
(data). The Compton subtracted histogram is shown in green.

right side band can reach the FEP of 2!2Bi. Here, the width of the area and
the distance were decreased in steps of 0.5.

After calculating the A/E classifier values for all events in the three en-
ergy ranges, two histograms can be formed which can be seen in Figure 8.13
(bottom). One histogram with the A/ E classifier values of the DEP and back-
ground events (blue) and one with background events only (orange). The
latter consists of the events in the two side bands. With the assumption that
the composition of the background in the DEP energy region is the same as
in the side bands, the bins content of the two A/E classifier histograms can
be subtracted. The A/E classifier distribution created by this (green) is ap-
proximately background free. The A/E low cut value can be determined by
integrating the bin content until 90% is reached. This corresponds to the 90%
DEP acceptance cut value.

The fraction of events surviving the A/E low cut value, the survival frac-
tion, is plotted for the background-subtracted histogram as function of the

A/E cut value in Figure 8.14 as dashed line (data in blue and simulation
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FIGURE 8.14: DEP survival fraction in percent as function of the A/E low

cut value for the counting (dashed line) and fitting (solid line) method ap-

plied to data (blue) and simulation (orange) of GD35B. The determined 90%

acceptance values are marked by vertical lines with their uncertainties high-

lighted by bands of the respective colour. The uncertainties of the individual
points are statistical.

in orange). To smoothen the curve, a MWA with a fixed window size of
Alcut = 0.3 was applied. The final cut value at 90% survival fraction was

then determined by interpolation.

Fitting method

The number of SSEs in the DEP is determined by fitting the energy spectrum
of the DEP using the peak model from Section 8.3.2. The scaling factor N of
the Gaussian distribution (Equation 8.3) in the peak model describes the area
under the Gaussian and can therefore be used to determine the number of
SSEs in the DEP. After applying an A/E low cut and fitting the energy peak
of the remaining events, the survival fraction can be calculated. The energy
spectrum of the DEP of GD35B before and after applying an A/E low cut is
shown in Figure 8.15. This was done in steps of A7 = 0.1 to determine the
survival fraction as function of the A/E low cut value which can be seen as
solid lines (blue for data and orange for simulation) in Figure 8.14.

As with the counting method, the 90% DEP acceptance cut value was de-
termined by applying a MWA (A = 0.3) to the survival fraction as function
of { followed by interpolation. The relative difference in the two methods
can be used as indication for the systematic uncertainty of the cut value de-
termination. The result of both methods are shown in Figure 8.14 for GD35B



112 Chapter 8. 0vBB-Decay Detection Efficiency for GERDA Phase II

250
—— All events
Events after A/E low cut

200

>
[J]
=~ 150 |
—
o
)
S 100}
o
o
50
. Ll 1o
P O O (Y IS5 O W
T g
po [T ol el alls o
L NN T~ I [ o
0 C 1 1 1 1
1585 1590 1595 1600
Energy [keV]

FIGURE 8.15: Fit of the DEP in the energy spectrum of GD35B (data) before
and after applying a low A/E cut at { = —1.65.

(data in blue and simulation in orange). Here, the survival fraction as func-
tion of the A/E low cut value is shown for both methods. The interpolated
90% DEP acceptance cut values are marked by vertical lines, solid for the
titting and dashed for the counting method. The given uncertainties on the
cut value are discussed in Section 8.7.2. The fitting method is defined as the
standard in the GERDA analysis.

8.4.3 Comparison GERDA Data & Simulation: A/E Calibra-
tion & A/E Low Cut

To compare the energy dependence of the A/E distribution of data and sim-
ulation (see Section 8.4.1), GD35B is used as an example. In Figure 8.16 (top)
the A/E peak position 4 /£ (E) is shown as a function of energy. Both, data
(blue) and the simulation (orange) are normalised to their respective DEP
A/ E peak position y 4 ¢ pgp (diamond). The energy dependence of the A/E
peak position was significantly weaker for the simulation, as can be seen in
the example. On average, the slope of the linear fit was 5times smaller for
the simulation as for the data. For the A/E peak width 04 ,g(E), shown in
Figure 8.16 (bottom), the agreement is much better, although there is a slight
discrepancy towards higher energies. Both could be explained by charge
cloud diffusion as proposed in [120], which is not taken into account in the
simulation. The comparisons for all detectors can be found in the Appendix
in Figure B.5. In general, the A/E peak position shows a similar behaviour
as can be seen in Figure 8.16 (top) for all detectors. The agreement between
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FIGURE 8.16: Energy dependent A/E peak position y4,r(E) normalised
to pa e pep (top) and width 04, (E) (bottom) for data and simulation of
GD35B including fits.

data and simulation for all detectors is good for the A/E peak width, but the
slight discrepancy towards higher energies appears for almost all detectors.
Three detectors (Ch21, Ch33, Ch34) show an overall worse A/ E resolution in
the data compared to the simulation.

After correction of the energy dependence of the SSE band, it was found
in simulation and data that the peak position y4,r pgp of the DEP system-
atically has a slightly higher A/E value. Figure 8.17 (top) shows the peak
position of the DEP A /E spectrum for all detectors, with the SSE band corre-
sponding to the value 1. This difference between the SSE band and the DEP
A/E peak position has not yet been explained. The average distance of the
DEP A/E peak position to the SSE band for data is (0.16 & 0.05)% while it
is (0.07 £ 0.02)% for the simulation. One possible explanation for the dif-
ference of y4,/g prp to the SSE band might be the composition of MSEs and
SSEs at the DEP. The ratio of MSEs in the Compton regions contributing to
the Gaussian of the A/E distribution is higher compared to the DEP leading
to a slightly lower peak position. When looking at the A/E resolution of the
DEP, there is a good agreement between data and simulation for most detec-

tors. These are shown, converted to FWHM, in Figure 8.17 (bottom). Here,
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FIGURE 8.17: A/E peak position ppgp (top) and resolution opgp converted
to FWHM (bottom) of the DEP for data and simulation.

the pattern due to the string position can be seen again.

The determination of the 90% DEP acceptance cut values for GD35B is
shown for data and simulation in Figure 8.14. Here, the DEP survival frac-
tion is plotted as function of the A/E low cut value. The determined results
for the 90% acceptance cut are marked by vertical solid lines with bands illus-
trating the uncertainties which are discussed in Section 8.7.2. All determined
low cut values for all detectors can be found in Figure 8.18 and in Table B.5
in the Appendix. A good match between data and simulation can be found
for most detectors. The large deviation for Ch00 is likely due to a different
contribution of p* surface events in the simulation*. The respective plots for
determining the cut value for all detectors can be found in the Appendix in

Figure B.6.

4This was tested for Ch00 by determining the 90% DEP acceptance low cut after applying
the A/E high cut ({ = 4). By this, surface events were filtered and a good agreement between
data and simulation was achieved.
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FIGURE 8.18: 90% DEP acceptance cut values for all detectors with data in
blue and simulation in orange.

8.5 A/E Cut Survival Fractions for Different En-
ergy Regions

In order to validate the use of the simulation for the Ovfp-decay detection

efficiency, the simulated survival fractions were compared to data.

8.5.1 A/E Survival Fraction Determination

The A/E survival fraction for different event types were calculated in a simi-
lar way as the fitting method described in Section 8.4.2. For the DEP, SEP, FEP
(*'2Bi) and FEP (*®TI) a clear peak in the energy spectrum was visible for all
detectors. These were fitted once for all events and once after applying both,
the high and low A/E cuts. For the fits, the peak model with low-energy
tail described in Section 8.3.2 was used. The survival fraction is given by the
ratio of the areas under the fitted Gaussians after and before applying the
A/E cuts. The effect of the A/E cuts is demonstrated on the energy spec-
trum shown in Figure 8.19. The plotted energy range shows the 2°8T1 DEP
and 22Bi FEP of GD35B (data). As expected, the 2%T] DEP is only slightly
affected by the A/E cuts, while the 2!?Bi FEP almost vanishes after applying
the cuts.

The studied event libraries are listed in Table 8.2 including their type and
the used data set. Only simulated events are available for the OvS decay.
For event types with continuous energy distribution (labelled with "Region"
in Table 8.2), the survival fraction has been determined by event counting
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— Fit for all events
— — — Fit after A/E cuts

Counts/0.1 keV

Energy [keV]

FIGURE 8.19: Energy spectrum of GD35B (data) in the range of the 28Tl
DEP and 2!2Bi FEP. The spectrum is shown before (blue) and after applying
the high and low A/E cuts (orange). The corresponding fits are plotted for

each peak individually.

Source | Name E [keV] Type Data Characteristic
208T] DEP 1592.5 Peak | Calibration SSE
212Bj FEP 1620.7 Peak | Calibration MSE
2087T] SEP 2103.5 Peak | Calibration MSE
2087T] FEP 2614.5 Peak | Calibration MSE

- Compton | 1100 — 1400 | Region | Calibration | SSE & MSE

- Compton | 1700 — 2000 | Region | Calibration | SSE & MSE
76Ge 2vBp 700 — 1300 | Region | Physics SSE
76Ge OvpBB 2039.1 Peak | Only sim. SSE

TABLE 8.2: Signal libraries for A/E cut survival fractions analysis. GERDA
Phase Il and simulated data is used for the calibration and physics data type.

before and after applying the A/E cut. One of these is the 2vp decay be-
tween 700 and 1300 keV. Physics data after applying the anti coincidence and
LAr veto cuts were used for this. In addition, two Compton continua were
examined from the calibration data.

8.5.2 Survival Fraction Results

Figure 8.20 shows, from top (a) to bottom (d), the A/E cut survival fractions
for data and simulation for DEP, FEP (*'?Bi), SEP and FEP (*®TlI), respec-
tively. The combined DEP survival fractions for all detectors weighted to
their individual exposure contribution (see Table 8.3) in the used data set are
(87.7 £1.7)% for data and (87.8 £ 1.7)% for simulation showing excellent
agreement. Here, the weighted mean uncertainty of all detectors is given.
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Also, the trends for the MSE samples for data and simulation are in good
agreement, even though channels 21, 25, 33, 34 and 35 show noticeable de-
viations. For these detectors, deteriorated A/E DEP resolutions can be seen
in Figure 8.17 (bottom) for the data. The complete list of survival fractions of
the DEP, SEP and the FEPs can be found in Table B.2 and B.3 in the Appendix
for all detectors individually.

The survival fraction for two Compton continua can be seen in Figure 8.21
(a & b). Here, the simulation shows on average a 5% higher survival fraction
compared to data. This is likely due to hits in the transition layer of the de-
tector leading to slow or incomplete charge collection which were not simu-
lated. This only affects event types defined by an energy region. All survival
fractions of the Compton continua can be found in Table B.4 in the Appendix.

Figure 8.21 (c) shows the survival fractions for data and simulation for
2vPp decay. The combined survival fractions of 2vpp events for all detectors
weighted to their individual exposure contribution (see Table 8.3) in the used
data set are (85.3 +2.7)% for data and (90.4 £ 1.7)% for simulation. Most of
this difference is due to energy depositions in the transition layer, just like
the for the Compton continua. In addition, a background-free spectrum was
used for the simulation, whereas in the data there were still a few background
events that survived the anti coincidence and LAr cuts. For GERDA analy-
sis, another classifier was introduced to discriminate events with incomplete
charge collection: the JE classifier [12]. Removing the surface events that
have been discriminated by the JE classifier from the data set’, leads to a
survival fraction of (86.6 & 2.7)% for the data.

The uncertainties given in Figure 8.20 and 8.21 contain both, statistical

and systematic uncertainties and are discussed in Section 8.7.

5The classification of the official GERDA analysis has been used here.
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ulation. The values are given with statistical and systematic uncertainties.
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8.6 Ovpp-Decay Detection Efficiency

After validation of the simulation, the OvBpB-decay detection efficiency was
determined. The pulses were created from Ov 8 decays simulated with MaGe
as described in Section 8.1 and their energy values smeared, just as it was
done for every other pulse. The efficiency was determined by fitting® the
OvBB peak for all events before and after applying the A/E high and low cut.
The results are shown for all detectors in orange in Figure 8.22. All detec-
tors with their OvBB-decay detection efficiency and exposure are listed in Ta-
ble 8.3. The mean weighted by exposure gives an efficiency of (85.9 £ 1.8)%
for a total exposure of 12.6 kg-yr.

z Simulation - OvBB - lin. regression
Simulation - OvBB

95

90T

Iy
85 |-

Detection efficiency [%]

75

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36
Channel

FIGURE 8.22: A/E cut efficiencies for OvBf decay for the simulation (or-

ange). In addition, the results from extrapolating the 2vpp-decay survival

fractions are given in blue. All values are given with statistical and system-
atic uncertainties.

A further estimate on the OvBB-decay detection efficiency was determined
by extrapolating the 2vpB-decay survival fraction as function of energy. For
this, the 2vppB-decay survival fraction after applying the A/E cuts was de-
termined from 700keV to 1300keV in steps of 100 keV. In simulation, this
results in a clear linear trend as can be seen in Figure 8.23 for GD35B. By
extrapolating to higher energies, the OvBB-decay detection efficiency can be
determined. The results can be seen in blue in Figure 8.22 and in Table 8.3

®The Counting method could also have been used for this, since the simulated data set
does not contain any background events. However, the fitting method was used to have a
better comparison to the determination of the DEP survival fraction. The results obtained
using the counting method deviate by less than 1% from the results obtained using the fitting
method.
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FIGURE 8.23: A/E survival fraction as function of energy for 2vpp decays

for GD35B (simulation). The extrapolated Ovpp-decay detection efficiency

is marked by a blue hexagon. The energy ranges for the individual survival

fractions are marked by dashed grey lines. In addition, the result from fit-
ting the survival fraction is shown as blue dot.

given by €g,pp, Ext. for all detectors. The weighted mean efficiency of all de-
tectors results in (86.8 £ 4.1)%.

The uncertainties for the 2v-decay survival fractions used for the esti-
mation were calculated as described in Section 8.7.3. The uncertainties for
the extrapolated OvBB-decay detection efficiencies were then calculated by
propagating the uncertainties of the energy dependent 2vBB-decay survival
fraction through the process of linear regression. Unfortunately, no compari-
son could be made to real data because the statistics were not sufficient.

In the data-driven analysis performed by the GERDA collaboration [12],
the OvBB-decay detection efficiency was derived by extrapolating the sur-
vival fractions of the DEP (*®®Tl) and 2vfp-decays using BEGe detector data
from July 2018 to November 2019. Here, a result of (89.0 & 4.1)% was de-
termined for 21.9 kg-yr of exposure which is in agreement with the results of
this work.

The survival fraction of the DEP from simulation is 1.9% higher com-
pared to the OvBpB-decay detection efficiency. This difference can partly be
attributed to the different spatial distributions of energy deposits for differ-
ent event types. Figure 8.24 shows the spatial distribution of simulated DEP
events for a GERDA simulation run of GD35B. In addition, the event distri-
bution of the SSEs and the events cut by the high and low cut are also shown

separately. It is expected, that the events are mainly located at the edge of the
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Ch. | Exposure | €248, Data €20B6, Sim. €0v B, Ext. €ovpp
in kg-yr in % in % in % in %
00 0.46 85.71 £2.91 | 89.06 - 2.18 | 84.62+5.48 | 84.23 £2.21
01 0.62 84.41 £2.40 | 92.294+1.17 | 88.41£3.00 | 87.99 +£1.29
02 0.48 83.12£2.02 | 90.14 +2.00 | 86.33 £5.07 | 85.64 =1.99
03 0.48 86.21 £1.63 | 89.54 +1.51 | 85.05£3.75 | 84.43 £1.55
04 0.56 90.86 £1.47 | 9191 +1.15 | 89.00 =292 | 87.69 =1.17
11 0.40 83.50 £2.67 | 89.58 +2.09 | 86.83 +5.30 | 84.71 £2.16
12 0.53 74.71 £5.08 | 90.88 +1.70 | 88.33 +4.25 | 88.03 £ 1.61
14 0.55 86.11 =2.94 | 90.23 +-1.91 | 86.67 =4.81 | 85.08 £1.98
15 0.39 82.86 £2.62 | 90.62+:1.72 | 86.97 £4.38 | 86.06 =1.79
16 0.47 8290 +4.18 | 90.60 -=1.84 | 87.55+4.72 | 86.93 =1.79
17 0.27 85.00 =3.57 | 86.55+=1.69 | 81.37 ==4.22 | 80.94 = 1.74
18 0.60 88.47 £1.74 | 91.97 +1.34 | 88.97 +3.35 | 87.22 £1.33
19 0.48 83.63 £2.54 | 91.18 -2.22 | 87.60 £5.48 | 87.48 £ 2.35
20 0.52 88.80 £3.39 | 92.71 :-1.28 | 88.84 +3.23 | 88.29 £ 1.41
21 0.38 8728 £1.97 | 89.09 £1.50 | 85.57 +-3.88 | 84.45 £ 1.58
22 0.62 8738 +1.44 | 91.204+1.22 | 8797 +=3.11 | 87.55 =1.31
23 0.62 85.13 £3.47 | 90.07 =1.78 | 86.97 £ 4.41 | 84.47 +3.29
24 0.59 85.42+2.14 | 90.73 £2.05 | 87.07 £5.17 | 84.72 +3.68
25 0.40 85.60 =2.49 | 88.01 +-1.45 | 84.25£3.62 | 84.40 = 1.39
26 0.57 87.08 £4.21 | 91.82+1.31 | 88.67 +-3.32 | 88.18 = 1.38
30 0.38 82.89 +=2.11 | 86.93 +2.30 | 82.10 =5.77 | 81.46 = 2.37
31 0.60 85.38 £2.76 | 91.45+1.26 | 87.57 +3.18 | 87.07 £1.36
32 0.22 81.04 =3.30 | 91.47 +1.23 | 87.98 +3.08 | 87.10 £ 1.33
33 0.45 86.39 £3.04 | 89.23+:1.92 | 84.98 £4.77 | 84.43 £1.95
34 0.55 87.05£2.05 | 88.66 +-1.50 | 84.96 +3.76 | 85.08 £ 1.46
35 0.40 86.63 +=2.21 | 89.08 =1.71 | 85.52 =4.31 | 85.40 = 1.62
| 126 | 853+27 | 904+17 | 868+41 | 859+1.38

TABLE 8.3: Exposure, 2vBp and 0vBp detection efficiency for all detectors in
the used data set.

detector and are strongly aligned to the position of the source. Figure 8.25
shows the event distributions for simulated OvpB-decay events. As expected,
these events are evenly distributed throughout the entire detector volume. In
a data-driven analysis, the different event distributions have to be taken into
account by assumptions. Hence, the uncertainty on the Ovpp-decay detection
efficiency is higher compared to the presented simulation-driven analysis.
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FIGURE 8.24: Spatial distribution of all DEP events of the simulation of

GD35B. All events in the energy range 1592.5keV +3¢ are shown at the

top left. On the top right, all events that survived the A/E cuts. The effect
of the high and low cuts can be seen in the two lower plots, respectively.
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FIGURE 8.25: Spatial distribution of all OvBS events of the simulation of

GD35B. All events are shown at the top left. On the top right, all events that

survived the A/E cuts. The effect of the high and low cuts can be seen in
the two lower plots, respectively.
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8.7 Uncertainty Evaluation

When determining the uncertainties of the A/E cut survival fractions and
the OvppB-decay detection efficiency, a few points must be considered. First
of all, the individual components of the A/E classifier { from Equation 5.1
need to be evaluated. These represent the basis for all further uncertainties
as the individual cut values were determined from the classifier values and

the efficiencies were determined by applying these.

8.7.1 A/E Classifier

When calculating the A/E classifier { using Equation 5.1, the following pa-
rameters are used: A, E, u(E), c(E). Each parameter has its own uncer-
tainties, which arise either through the determination of the value and/or

through calibration.

A & Eypcal. determination: Here, the reproducibility of the method was in-
vestigated by using simulated pulses. The events close to the DEP are par-
ticularly important for this analysis and the determination of the cut value,
which is why simulated DEP events were used here. For all DEP pulses of
one detector after applying the electronics model and adding realistic noise,
A and E . were determined. Since these are simulated events, the influ-
ence of background events can be excluded.

The distributions of the determined A and E .. values are shown in
Figure 8.26 for GD35B as an example. As expected, they are very well de-
scribed by a Gaussian distribution due to the normally distributed noise com-
ponent. In the example shown, the standard deviations were 04 = 0.8% and
OF uncal, = 0.1% which can be taken as the systematic uncertainties for A and
Eyncal, respectively. Both deviations were very small, whereby that of E ¢4,
is negligible as it will be absorbed by the uncertainties of the energy calibra-
tion. The method of determining A therefore is dominated by ¢4 and results
in a systematic uncertainty of AA = 0.8% for ¢ of GD35B. In general, AE .1,
is about a factor of 10 smaller than AA for all detectors. The uncertainties AA

and AE ;1. for all detectors are listed in Table B.5 in the Appendix.
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FIGURE 8.26: Distribution of the determined amplitudes A (top) and energy
estimators E e, (bottom) for simulated DEP pulses of GD35B

Energy calibration: The systematic uncertainty on the E, ;. determination
is negligible, but not for the energy calibration. A linear dependence between
Euncal. and the energy E was assumed in Section 8.3.2. This is described by

E(Euncal.) = mg - Eyncal. + tE (8.8)

where mg and tg are parameters of the linear fit with uncertainties Amg and
Atg given by the fit, respectively. Following the rule of error propagation, the
uncertainty AE is given by

JE ) ?
AE = \/(% ' AmE) + (ﬁ ' AtE) B \/(EunCal. -Amg)? + A, (89)

For GD35B this results in an uncertainty for a DEP event of (1592.5 +0.8) keV.

A/E energy dependence: Only the corrections for the energy dependent
peak position y(E) and width o(E) are relevant for the final determination
of the classifier uncertainty. Again, a linear dependence was assumed for
1(E), whereby the uncertainty can be calculated according to Equation 8.9

resulting in

Ap = \/(E Ay )2 + AR (8.10)

where Am;, and At, are the uncertainties of the linear fit parameters. How-
ever, 0(E) was described by v/a + b/E2. The associated uncertainty Ac can
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be calculated by

oo 2 oo 2 oo 2

1 Ab?  b?. AE?
= s \| M =
2v/a+b/E? E E

taking the fit uncertainties Aa and Ab as well as the energy calibration uncer-

tainty AE from Equation 8.9 into account.

A/E Classifier {: The uncertainties for the classifier A were calculated ac-
cording to the rules of error propagation. The energy calibration, the peak
position y(E) and width o(E) have to be taken into account. The calculation
was then carried out via

oo () (G ) - )
G G (5 5

oy (bm%, + 2Aamy> EZ + (2bm,, + Aa) t,E + bt%, + Abmy,
L=

(8.12)

with

3
) 2
(&+a)” B3 (myE+t,)
which takes the energy dependence of u(E) and ¢(E) into account. Fur-

thermore, the systematic uncertainty of the determination of the amplitude
Al = (- 04 must now be considered. The final uncertainty for the A/E

AL = \/DL* + ATE. (8.13)

8.7.2 A/E Cut Value

classifier A results from:

The A/E low cut value is in principle an A/E classifier value, but the un-
certainty cannot be calculated using Equation 8.13. This is because it is not
based on a pulse shape but was determined from a distribution of  values of

events in the DEP region. To estimate the uncertainty, all events in the range
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FIGURE 8.27: Distribution of A/E classifier uncertainties for the events in

the region of the DEP of GD35B (data). When summing up the number of

events starting from the left, the vertical dashed line marks the point were
68% of all events are reached.

+10keV around the DEP were therefore looked at. All classifiers { and the as-
sociated uncertainties were calculated and plotted in a histogram. Figure 8.27
shows a histogram of all obtained uncertainties for GD35B (data). The total
number of events was now determined and the bins of the histogram were
added up from the left until one standard deviation (68%) was reached. This
point is marked in the histogram by the dashed vertical line. This value was
then used for the uncertainty A/, of the A/E low cut value for the given
detector.

For those calculations, A" was considered for the individual uncertain-
ties. Al 4 «ut Was taken into account for the cut value itself by using Al 4 cyt =
Ccut - 0. In addition, the difference between the counting and fitting meth-
0ods Almethod (See Section 8.4.2) was considered. The final uncertainty Alcut
is defined by

2
Agcut - \/Aglcu’f + ACi,cut + Agrzme’chod' (8'14)

The cut values and their uncertainties can be found in Table B.5 in the Ap-

pendix, also including all components.

8.7.3 A/E Cut Efficiency & Survival Fraction

When determining the A/E efficiencies and survival fractions, two uncer-

tainties must be taken into account: the systematic uncertainty of the low cut
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value Alqut and the statistical uncertainty Aegtat. when determining the effi-
ciency. The former was defined by Equation 8.14. In order to understand the
effect of this uncertainty, the survival fraction was calculated three times us-
ing Ceut, Ceut + Alcut and {eut — Alcut as cut values. The differences in survival
fractions represent the systematic uncertainties Aé€sys..

The statistical uncertainty in determining a survival fraction cannot be de-
termined by a simple error propagation. Such a calculation would inevitably
lead to uncertainties including values above 100% or below 0% in some cases.
The correct calculation is derived in [121] and corresponds to a binomial er-
ror. The standard deviation o of the distribution of the events passing the
cut can be described by

0k = y/var(k) = |/ ete(1 — etrue) N (8.15)

Here, €trye stands for the true cut efficiency, N for the sample size and (k) =

erueN for the events that survive the cut. As the true cut efficiency is not
know, the estimated cut efficiency € = k/N can be used resulting in

1
Aestat. = O = N k(l — k/N) (816)

This uncertainty strongly depends on the sample size. For GD35B (data) it
is A€gtat, pEp = 0.39%. The systematic uncertainties are dominating for all
detectors (data & simulation). Combining statistical and systematic uncer-

tainties for this example using the sum of squares, results in
epgp = 84.171392%. (8.17)

The asymmetrical uncertainties were relatively similar for most A/E cut ef-
ficiencies and were therefore equated in the results. The higher uncertainty
was used here, resulting in epgp = (84.17 = 3.36) % for GD35B (data).

The procedure is the same for the determination of the uncertainties of
the OvppB-decay detection efficiency of individual detectors. In order to ob-
tain the uncertainty of the overall efficiency, the mean uncertainty of all de-
tectors weighted by their exposure in the used data set was formed resulting
in €gypp = (85.9 = 1.8)% and €qypp,xt. = (86.8 +=4.1)% for the two methods
described in Section 8.6.
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8.8 Summary

In the GERDA analysis, pulse-shape discrimination (PSD) was used to discrimi-
nate signal from background by analysing the time structure of pulses. In or-
der to estimate the effect of PSD on the OvB-signal detection, a so-called sig-
nal proxy has been used. The double-escape peak (DEP) of 2°8T1 was chosen as it
shows similar characteristics as expected for Ovpp signals. However, this en-
tails uncertainties as the spatial distributions of DEP and OvBB-decay events
are not comparable. In addition, stronger effects due to Bremsstrahlung are
expected for Ovpp-decay events.

In this work, an analysis chain was developed to obtain OvBB-decay de-
tection efficiency via simulated data. Each step was validated using calibra-
tion and physics data from GERDA Phase II with 12.6 kg-yr valid exposure
from 26 BEGe detectors. In preparation for the analysis, the simulations of
the individual electric fields and electronics-model parameters for all detec-
tors have been optimised. The new simulation package SolidStateDetectors.jl
[54] written in Julia [57] was used for pulse-shape simulation. The effect of
the read-out electronics in the experimental setup on the pulse was taken
into account by an electronics model developed in GERDA [118]. In addition,
unique noise baselines from physics data were used to obtain realistic pulses.

For PSD, A/E analysis was used with which the time structure of pulses
can be exploited by relating the amplitude A of the current pulse and the
energy E of the event. This works especially well for BEGe detectors. Due
to their small p* contacts, interactions in a large volume of the detector lead
to similar pulses. Here, single-site events (SSEs) like OvBB decays are distin-
guished from multi-site events (MSEs) and surface events. Two A/E cut val-
ues were determined for each detector individually. While the high cut to
discriminate surface events close to the p™ contact was set constant, the low
cut was determined using the DEP to discriminate MSEs and surface events
close to the n contact. As = 90% of OvpB-decay events are expected to show
SSE characteristics, the low cut was set to 90% survival of DEP events.

The A/E cut survival fractions for data and simulation was determined
for multiple MSE samples, two Compton areas and 2vBB-decay events. A
good agreement between data and simulation was achieved for all MSE sam-
ples. For the Compton areas and 2vfB-decay events a difference of about
5% was found. The obtained Ovpp-decay detection efficiency for all BEGe
detectors weighted by their contribution to the exposure was (85.9 £ 1.8)%.
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This was additionally validated by determining the energy-dependent 2v -
decay A/E cut survival fraction from simulation and extrapolating it to Ov 8-
decay. Here, a weighted OvSB-decay detection efficiency of (86.8 - 4.1)% was
obtained. Both results are in agreement with the previously performed anal-
ysis of the GERDA collaboration [12]. In comparison to the fully data-driven
analysis, the uncertainty on the OvBB-decay detection efficiency was reduced
by about a factor of two by including pulse-shape simulations. In addition,
effects due to the different spatial distributions of the energy depositions of
DEP and Ovpp-decay events can be accounted for.
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Chapter 9
Conclusions & Outlook

One of the biggest fundamental questions in modern physics are the proper-
ties of the neutrino. The most promising approach to assess this question is
the neutrinoless double beta (OvBp) decay search. If the half-life Tf‘/’z of OvpBp
decay is < 10%
ment for Neutrinoless B3 Decay (LEGEND). In the course of the year 2022, LEG-
END will start its search for OvBg decay of 7°Ge. In its first phase, LEGEND-

200, about 200 kg of high-purity germanium (HPGe) detectors made of 7°Ge-

yt, it will be detected by the Large Enriched Germanium Experi-

enriched material will be deployed in the infrastructure of the GERmanium
Detector Array (GERDA) experiment at the Laboratori Nazionali del Gran Sasso
(LNGS). The main challenge in the Ovpp-decay search is the reduction and
identification of background events. To achieve the targeted sensitivity on
the OvBB-decay half-life of T{% > 10% yr in the final phase of the experiment
within ten years of data taking, the background level must be reduced by a
factor of 50 compared to GERDA corresponding to < 107 cts/ (keV-kg-yr).

Two aspects of background suppression are elaborated in this thesis work.
In the first, the background identification capability of LEGEND was improved
by replacing the optically opaque detector holders with an optically transpar-
ent, scintillating and wavelength-shifting (WLS) new structural material. In
the second, an analysis chain for determining the OvBB-decay detection effi-
ciency for broad-energy germanium (BEGe) detectors based on GERDA data
and simulation was developed and validated in order to reduce the system-
atic uncertainties introduced by purely data-driven analyses.

As part of the LEGEND collaboration and the international PEN work-
ing group, a major part of this thesis work was dedicated to the produc-
tion, characterisation and deployment of a new active structural material
for ultra-low background environments. Poly(ethylene 2,6-naphthalate) (PEN)
is a commercially-available plastic which can be procured with relatively
high intrinsic radiopurity. Importantly, PEN can be used to create almost
arbitrarily-shaped scintillating structures with good mechanical strength and
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WLS properties. In the course of this thesis work, it was investigated whether
the opaque detector holders used in GERDA could be replaced by PEN hold-
ers that are radio pure enough to be used in close vicinity of HPGe detectors.
For this, a radio clean production process was developed and finally a batch
of PEN plates was produced for LEGEND-200. In the whole production pro-
cess, special attention was paid to achieve the highest possible radiopurity.
Also, thanks to a new cleaning procedure of the raw PEN granulate and the
radio clean moulding process, a radiopurity limit of < 1.2 uBq per holder
was achieved.

The germanium detector holders for LEGEND-200 were successfully pro-
duced and all parameters necessary for simulating background expectations
could be determined. Due to the scintillation properties of PEN, some back-
ground contribution can now be identified with higher efficiency compared
to GERDA. In addition, the veto efficiency of the liquid argon veto system
will be increased due to the WLS properties of PEN.

The possibilities of PEN as structural material in low-background exper-
iments are far from exhausted. As part of the LEGEND collaboration, re-
searchers from Ouak Ridge National Laboratory are currently investigating con-
tactless 3D-printing of structures with high radiopurity in-house synthesised
PEN. This would allow the entire manufacturing process to take place in the
underground laboratory reducing the exposure to cosmic radiation. Further-
more, research is planned on production of PEN sheets for enshrouding of
germanium detectors in the tonne-scale phase of LEGEND.

Thanks to the success of the R&D, all HPGe detectors in LEGEND-200 will
be mounted on the newly developed PEN holders. This is the first applica-
tion of PEN as optically active structural material in an ultra-low background
experiment.

As part of the GERDA collaboration, an analysis of the OvB-decay de-
tection efficiency of BEGe detectors in GERDA based on pulse-shape simula-
tions was performed. Pulse-shape discrimination (PSD) was used in the GERDA
analysis to discriminate signal from background events. Like this, together
with ultra-low background and additional veto techniques a (in the region of
interest) quasi-background free measurement could be achieved. For BEGe
detectors, the so-called A/E method is used in which the time structure of
the pulse shape is exploited by comparing the amplitude A of the current
pulse and the energy E of the event. In doing so, single-site events (SSEs)
like OvBpB decays can be distinguished from multi-site events (MSEs) as well
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as from surface events. To estimate the effect of PSD on the OvBS-decay de-
tection efficiency, a so-called signal proxy is being used. However, this entails
systematic uncertainties as the spatial distributions of the proxy differs from
OvBp decay.

In this work, an analysis chain was developed to validate the OvpB-decay
detection efficiency using pulse-shape simulations. Each step of the anal-
ysis was validated using a data set from GERDA Phase II from 26 BEGe
detectors with 12.6kg-yr valid exposure. Here, the newly developed sim-
ulation code SolidStateDetectors.jl [54] was used for pulse-shape simulation.
The PSD efficiencies for data and simulation were compared using multiple
complementary MSE and SSE samples. The obtained Ovpp-detection effi-
ciency for all BEGe detectors weighted by their contribution to the exposure
is (85.9 = 1.8)% including statistical and systematic uncertainties. In addi-
tion, the energy-dependent 2vB-decay detection efficiency was determined
from simulation and extrapolated to Ov-decay. From this, a weighted Ov -
decay detection efficiency of (86.8 +4.1)% is obtained. Both results are in
agreement with previously performed analyses of the GERDA collaboration
[12]. Importantly, the total uncertainty could be reduced which has a direct
impact on setting new limits on T{)}’z.

In the LEGEND analysis, PSD will be used to discriminate signal from
background events. Up to 400 new ICPC germanium detectors will be de-
ployed in the tonne-scale phase of LEGEND [7]. The simulation-supported
analysis chain presented in this thesis can be used in LEGEND to determine
the OvBB-decay detection efficiency for each of the new detectors individually
to obtain the overall efficiency of the experiment with lower uncertainties as
provided by completely data-driven analyses.
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Appendix A

Appendix - Part I

A1l PMT Setup

A.1.1 The ?’Bi Radioactive Source

A ?YBi source was used for the PMT setup. This decays by electron capture
(99.9%) into excited states of 2%“Pb [65, 99, 122]. The decay scheme can be seen
in Figure A.1. There are three major v lines for 27Pb going to its ground state:
570, 1064 and 1770 keV. The v rays of 20’Pb going from its excited states to the
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FIGURE A.1: Decay scheme of 27Bi. Taken from [122].
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Transition [keV] | Shell | Energy [keV] | Probability [%]
569.7 K 482 1.55
L 555 0.43
M 566 0.11
1063.7 K 976 7.11
L 1049 1.84
M 1060 0.44
N 1063 0.12
1770.2 K 1682 0.02

TABLE A.1: Conversion electrons of 2%Bi for its main transitions. Taken
from [99, 122].

ground state can be replaced by atomic K, L or M shell conversion electrons
as listed in Table A.1. Mono-energetic electrons between 976 and 1063 keV
are emitted with a probability of about 9.5%. These can be absorbed by a few
millimetres of, for example, PEN leading to a well defined energy deposition.
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A.1.2 PMT Calibration

The calibration of the PMTs were carried out before every measurement to
find the SPE calibration factor. In order to prove that this is not a super-
position of signals, multiple measurements with increasing amplitude trig-
ger levels were carried out to measure the individual photo-electron peaks.
Using different trigger levels leads to a non-continuous exponential in each
peak due to badly amplified events. Therefore, the SPE model described in
Equation 7.1 can not be used to describe this spectrum.

—— 1 PE measurement

Pedestal 2 PE measurement

——— 3 PE measurement
Pedestal

600 Combined spectrum

400

Samples / 0.01 pC

200

0 LT S

0.0 0.5 1.0 15 2.0
Charge [pC]

FIGURE A.2: Calibration spectrum of one PMT in the PMT setup. The spec-
trum is a composition of three measurements with different trigger levels.
The combined spectrum is shown in black.
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A.1.3 PMT SPE Stability

The stability of the SPE calibration up to at least 500 PE was confirmed by
comparing a simulated to a measured energy spectrum of 2”/Bi. The result
for two squared PEN samples (1.7 x 30 x 30m? each) can be seen in Fig-
ure A.3. The simulation (orange spectrum) is smeared using a 7.5% energy
resolution, which was found manually in order to match the data. The sim-
ulated distribution was scaled linearly from keV to PE by using the PMT
response of the 930keV peak in terms of mean detected photons per event
from data (blue spectrum). Both, the 420keV and 930 keV peaks of data and
simulation overlap, which is only possible if the gain behaves linearly over
the given range.

Data - PEN
Simulation with 7.5% smearing

Norm. Samples / 10 PE

0 250 500 ] 750
Mean detected photons [PE]

FIGURE A.3: Measured and simulated energy spectrum of 2”/Bi measured

with five PMTs attached to two squared PEN samples (1.7 x 30 x 30m?).

Four PMTs optically coupled to the sides and one below the samples. The
simulated spectrum is smeared using a 7.5% energy resolution.
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A.14 PMT Quantum Efficiency

The quantum efficiency of the PMT is given by the manufacture as function
of wavelength. It is shown in Figure A.4 and gives a quantum efficiency for
the peak emission wavelength of PEN at 440 nm of ~ 35%.
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FIGURE A.4: Quantum efficiency of the HAMAMATSU photonics PMT of
type H11934-300 as function of wavelength. Taken from the manual [107].
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A.15 PMT Setup Simulation

The PMT setup described in Section 7.3.3 was simulated in different config-
urations by Luis Manzanillas. A detailed description will be published soon
separately. The deposited energy by the 2/Bi source was found to have a

peak value at 25 keV. The energy spectrum of the depositions can be seen in
Figure A.5.

Deposited energy in EJ-212

2000

1500

1000

entries / 1 keV

6 55 56 7% 160
E [keV]
FIGURE A.5: Simulated energy deposition spectrum in the 90 ym thick EJ-

212 scintillator by the 27Bi source used in the PMT setup. Spectrum will be
published soon separately.
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A.2 Detection Efficiency & Energy Threshold of the
Small and Medium Type Holder

The detection efficiency and energy threshold for all three types of LEGEND-
200 PEN Ge detector holders were determined. The resulting efficiencies
and energy deposition thresholds as function of the position on the holder
can be seen in Figure A.6 and Figure A.7, respectively, for the small (top) and
medium (bottom) type. A power failure happened in the laboratory dur-
ing the measurement of the small holder. Afterwards, the measurement was
restarted but the air conditioning was not working anymore. Therefore, the
room was about 10°C warmer than during the first part of the measurement.
This already influenced the PMT gain as can be seen in the results. A second
calibration was performed before the measurement was restarted.
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FIGURE A.6: Measured ratio of number of detected to triggered events for

the small (top) and medium (bottom) PEN holders. Left: Measured results

for each position on the grid. Right: Measured results for each position on
the holders surface corrected for the hit probability.
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FIGURE A.7: Energy threshold as function of the position on the small
(top) and medium (bottom) PEN holders with an 99.7% (left) and 99.99994%
(right) detection probability of 2 PE.

A.21 Emission Spectra of PEN & TPB

For the estimation of the absorption of PEN scintillation light in the WLS
fibres of LEGEND-200, a comparison of the emission spectra of PEN and TPB
was made as can be seen in Figure A.8. For TPB, it is assumed that about
60% of the wavelength-shifted light can be absorbed by the fibres [110]. The
overlap of the absorption spectrum of the fibres with the emission spectra
of TPB and PEN was determined and in both cases a match of 60 — 70%
was found. Therefore, a 40% loss due to the absorption in the WLS fibres of
PEN scintillation photons was assumed in the estimation of the veto energy
threshold of the PEN holders in LEGEND-200 (see Section 7.4.7).



A.2. Detection Efficiency & Energy Threshold of the Small and Medium 143

Type Holder
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FIGURE A.8: Emission spectra of PEN (blue) and TPB (orange) compared

to the absorption spectrum of the WLS fibres (green). All spectra are nor-

malised to their individual maximum to show the overlap. TPB emission
spectrum and WLS fibre absorption spectrum taken from [48].
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Appendix - Part I1

B.1 Julia Implementation of the Electronics Response

Function

The electronics model described in Section 8.2.2 can be used in Julia by the

following function:
function applyElectronics(pulse; Ts = 10e-9, GBP = 2750e6,

tau = 180e-6, Kv = 150e3, Cd = 50e-12,
Cf = 0.35e-12, Rf = 500e6)

wop = GBP / (2 x pi x Kv) # Kv = constant = 150e3
Cmod = Cf + Cd

wmod = 1.0 / (Rf x Cmod)

alfa = Cmod / (Cf * GBP)

bo = 1.0 / alfa

a2 = 1.0

al = 1.0 / alfa + wop + wmod

a0 = 1.0 / (tau x alfa) + wmodxwop

then the transfer function in the xLaplace* s-domain
looks like this:

a2 * s™2 + al x s + ao
PolynomialRatio needs z-transform paramters: s- and
z-domains can be connected by
the bilinear transform:
z -1

H R OH OH OB R H W W
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#s =K -------- , K=2/Ts , Ts - sampling period
# z +1

# we can then convert T(s) to T(z):

# bz2 * z72 + bzl * z + bz0

# T(Z) = -----mmm -

# az2 x z™2 + azl x z + az0

K= 2/Ts

az2 = 1.0 # normalised

azl = (2xa0 - 2xK"2)/(K"2 + alxK + a0)

az0 = (K*2 - alxK + a0)/(K"2 + alxK + a0)

bz2 = b0/ (K"2 + alxK + a0)

bzl = 2xb0/(K"2 + alxK + a0)

bz0 = b0/ (K*2 + alxK + a0)

myfilter = PolynomialRatio([bz2, bzl, bz0], [az2, azl, az0])
filtered = filt(myfilter, vcat([0Q], diff(pulse)))

end

The effect of the applyElectronics() function applied to a simulated waveform
is shown in Figure B.1.

Raw waveform
0.75 - Electronics model applied
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(@]

0.000
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FIGURE B.1: Electronics model applied to a simulated charge pulse (top).
The corresponding current pulses are shown in the bottom.
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B.2 Detector Parameters for Simulation and Elec-

tronics Model

Channel | Detector | Impurity | HV | GBP | © X2
in 10?5 | inV | MHz | us
00 GD91A —-1.2 3500 | 7285 | 110 | 0.127
01 GD35B -1.9 4000 | 4290 | 115 | 0.031
02 GDO02B -14 3000 | 3104 | 121 | 0.040
03 GDO00B -1.2 3200 | 2476 | 103 | 0.025
04 GD61A —2.2 4400 | 2739 | 112 | 0.222
11 GDO02A -14 2500 | 5172 | 115 | 0.042
12 GD32B -1.7 3200 | 3200 | 105 | 0.130
14 GD32C -1.8 4000 | 3228 | 103 | 0.032
15 GD89C -2.7 4000 | 3268 | 126 | 0.033
16 GD61C —2.44 | 3700 | 2337 | 109 | 0.021
17 GD76B —2.06 3500 | 3147 | 144 | 0.036
18 GD00C -1.3 3500 | 4730 | 113 | 0.008
19 GD35C —24 3500 | 7475 | 87 | 0.067
20 GD76C -1.6 3500 | 3496 | 110 | 0.072
21 GD89D —2.8 4000 | 4507 | 127 | 0.174
22 GD00D —1.75 | 3500 | 3149 | 101 | 0.052
23 GD79C -15 3500 | 3073 | 135 | 0.042
24 GD35A -1.5 3800 | 1818 | 120 | 0.018
25 GD91B -1.3 3000 | 1910 | 131 | 0.362
26 GD61B -2.3 4000 | 2760 | 124 | 0.016
30 GDO00A -1.0 2500 | 5076 | 116 | 0.064
31 GD02C -1.3 3500 | 4739 | 112 | 0.023
32 GD79B -2.0 3500 | 4312 | 99 | 0.272
33 GD91D —1.51 4500 | 3177 | 129 | 0.126
34 GD32D -1.5 4000 | 3048 | 106 | 0.187
35 GD89A —24 4000 | 2339 | 112 | 0.119

TABLE B.1: Levels of impurity at z = 0 and high voltage (HV) used for

the SSD detector simulation. Used values for the gain-bandwidth product

GBP and the decay time T for the electronics model for all GERDA BEGe

detectors. The other parameters are constant: C; = 50.0pF, C; = 0.35pF

and Ry = 500MQ. For GD35A C; = 52.0pF, C; = 0.52pF was used as

only exception. For the comparison of data and simulation with the given
parameters, the x? value is also given.



148 Appendix B. Appendix - Part IT

B.3 Achieved Energy Resolution Compared to GERDA

The energy resolution achieved in this work is worse compared to the of-
ficial results of GERDA. This is due to missing corrections as applying the
ZAC filter to the waveforms before determining A and E. The aim of this
work was not to achieve the best possible energy resolution, so the ZAC
parameters were not determined in an optimisation procedure for the sim-
ulated detectors. The ratio of the energy resolution (FWHM) determined in
this work and the results of GERDA are shown in Figure B.2 for the DEP and
FEP of 28T1. For the determination of the GERDA results, the FWHM was de-
termined using the calibrated energy values evaluated by the collaboration

analysis team.
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FIGURE B.2: Ratio of the energy resolution achieved in this work and the
results of GERDA. Plotted are the ratios for each detector for the DEP (blue)
and the FEP of 208T] (orange).
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B.4 FWHM Comparison of Data and Simulation
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FIGURE B.3: FWHM as function of energy for data and simulation. A linear
regression is used to estimate the values at Qpgg.
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B.5 Energy Ranges for A/E Energy Dependence

Determination

The energy dependency of y4,g(E) and 04, (E) was determined in energy
ranges of 30keV (slices). To increase the comparability, a fixed set of slices
was used. The complete used range is highlighted in Figure B.4 in blue.
The energy ranges are: (600 — 690) keV, (800 — 830) keV, (895 — 1075) keV,
(1130 — 1490) keV, (1545 — 1575) keV, (1665 — 2085) keV and (2145 — 2355) keV.

——— A/E peak position
/| — AJ/E peak width

AJE [a.u.]

500 1000 1500 2000 2500
Energy [keV]

FIGURE B.4: Scatter plot of A/E values for GD35B (data). The energy range
used for the calibration of y4,£(E) and 04, (E) are highlighted in blue.
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FIGURE B.5: Energy dependent A/E peak position ji4 /¢ (E) normalised to
tase,pep (top) and width 04,/ £(E) (bottom) for data and simulation includ-
ing fits.
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FIGURE B.6: DEP survival fraction as function of the A/E cut value for

data and simulation. The given uncertainties of the survival fractions were

calculated using Equation 8.16 while the uncertainty of the determined cut
value at 90% is defined in Equation 8.14.
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B.6 A/E Cut Survival Fractions

Channel |  €pgp data €DEP, sim. €FEP Bi, data | €FEP Bj, sim.
in % in % in % in %
00 8714 +1.27 | 8656 +1.90 | 14.29+2.53 | 10.81 £1.10
01 88.19+2.24 | 8856 +1.20 | 14.72+1.92 | 13.70 £ 0.81
02 86.15+1.42 | 87.33+£2.18 | 15.39+2.58 | 17.08 £ 1.56
03 86.36 £1.25 | 86.88+1.75 | 16.18 =2.29 | 15.08 £1.18
04 8835+1.47 | 8892+1.14 | 1541 +1.88 | 17.91 £1.61
11 86.70£2.17 | 87.81 =1.64 | 13.20+2.34 | 13.87 £1.09
12 88.43+1.67 | 88.17+1.43 | 15.72+1.80 | 14.40 £0.91
14 86.19+1.22 | 8744 +1.83 | 16.27 £2.65 | 14.52 £ 1.27
15 85.06 £2.28 | 8826 195 | 19.44 +2.64 | 19.96 +£2.21
16 86.50+1.93 | 88.70+1.86 | 17.60+2.11 | 22.13 +1.14
17 8524 +2.72 | 84.88 +£2.06 | 16.58 +3.90 | 22.83 + 3.22
18 87494+1.32 | 87.64+1.50 | 12.63 £1.63 | 12.60 + 0.83
19 88.45+1.75 | 88.78 £2.16 | 13.20+1.99 | 13.39 £ 1.09
20 89.00+1.11 | 8836 +1.42 | 13.76 =1.72 | 13.90 £ 0.93
21 88.51+1.35 | 86.80+1.47 | 20.20£+3.19 | 17.40 £1.42
22 88.06 £1.32 | 88.41 =1.54 | 14.99 +2.08 | 15.33 £ 1.05
23 87.65+223 | 88.64+191 | 17.22+2.18 | 16.24 +£1.00
24 87.60+1.88 | 87.88+2.14 | 17.62 +£2.55 | 15.85 +1.25
25 88.29 £1.55 | 86.61 =1.73 | 23.86 +2.86 | 19.66 + 1.50
26 89.97 £3.65 | 88.24 +£1.25 | 16.31 =£2.01 | 15.68 £ 0.96
30 86.13+£0.96 | 8591 +£2.23 | 13.56+2.92 | 12.84 £1.21
31 88.60+1.83 | 88.31 +1.46 | 11.34 +1.68 | 12.24 £ 0.84
32 88.88+1.74 | 88.62+1.19 | 14.16 =3.26 | 14.28 £ 0.98
33 89.63 +£1.80 | 86.54 +£2.15 | 25.21 +2.98 | 15.87 £1.40
34 8890+ 1.36 | 88.28+1.55 | 22.36 £2.43 | 13.96 £ 0.87
35 8719+1.12 | 87.03+191 | 24.47 +3.04 | 20.57 £ 1.65

TABLE B.2: A/E cut survival fractions € for the DEP of 2%®T1 and FEP of
212Bj from data and simulation. Statistical and systematic uncertainties are
combined.
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Channel |  €sgp data €SEP, sim. €FEPTI, data | €FEP Tl sim.
in % in % in % in %
00 8.084+1.42 | 6.08+0.65 | 10.30£0.77 | 8.27 £0.63
01 812+1.16 | 761 +0.73 | 10.04+0.76 | 9.93 £0.46
02 848 +1.23 | 8.774+0.79 | 11.44 £0.78 | 12.60 £ 0.83
03 985+143 | 8.024+0.62 | 12.03+1.03 | 10.61 £0.30
04 10.06 £1.31 | 1229+ 0.85 | 1297 +0.75 | 13.69 4 0.60
11 709+127 | 6.54+065 | 9.74+0.89 | 9.69 +0.68
12 7561095 | 853+£0.68 | 11.004+0.72 | 10.24 +0.34
14 9.074+1.26 | 796 +0.66 | 10.94 £0.77 | 10.58 £ 0.67
15 10.07+1.52 | 11.70+£1.14 | 1242 +1.06 | 15.104+0.91
16 1258 £1.38 | 13.47+£0.80 | 16.58 +0.94 | 16.36 = 0.82
17 10.00 £1.81 | 15.03+£3.92 | 13.78 =1.27 | 16.24 + 0.87
18 7.69+0.88 | 708068 | 8.774+0.61 | 7.02+0.40
19 6.71+1.07 | 726+0.78 | 8.86+0.65 | 7.67 £0.15
20 8.054+099 | 7114£0.65 | 10.12£0.65 | 7.65+0.42
21 12.094+241 | 9.02+0.89 | 17.72+1.04 | 13.74+0.75
22 7234+096 | 8.69+1.38 | 10.74 +£0.61 | 11.15+0.52
23 10.054+1.80 | 925+0.60 | 11.81 +1.04 | 8.80+0.51
24 798 +1.31 | 913+1.03 | 11.85+0.89 | 1145+ 0.46
25 14.78 =1.67 | 11.05+0.54 | 21.20£+1.24 | 13.00 = 0.27
26 951+1.45 | 8504066 | 12.24+1.37 | 11.23 £0.37
30 774+123 | 742+£0.81 | 938+£0.67 | 995+0.76
31 747 +1.15 | 652+041 | 8244+0.74 | 8.17+0.22
32 971+1.76 | 770+ 0.56 | 10.89 £0.91 | 10.97 £ 0.52
33 1952 +215 | 8.66+0.85 | 23.48+1.49 | 11.45+0.67
34 13.23+£1.68 | 9.04£0.77 | 1896 +1.01 | 11.154+0.53
35 1799 +£2.04 | 13.31 £1.17 | 2256 £1.38 | 17.82 +0.95

TABLE B.3: A/E cut survival fractions € for the SEP and FEP of 2Tl from
data and simulation. Statistical and systematic uncertainties are combined.
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Channel €Compton 1, data | €Compton 1, sim. | €Compton 2, data | €Compton 2, sim.
in % in % in % in %

00 51.14 +£3.59 56.57 £ 5.07 43.71 £ 3.84 48.35 £ 5.18
01 47.77 £3.29 52.67 £2.34 41.92 £ 3.37 46.77 £2.33
02 48.58 +£3.73 54.86 +4.15 43.06 + 4.06 49.95 +4.37
03 48.15+4.24 52.90 £+ 3.98 42.69 +4.31 48.23 £4.39
04 50.16 £ 2.62 55.81 £2.54 4494 +2.71 50.25 £2.61
11 50.16 +4.24 59.46 +4.42 40.77 £4.53 50.84 + 4.60
12 48.18 £2.90 55.26 + 3.00 41.74 £ 3.02 48.84 +2.89
14 49.05 £ 4.00 52.88 + 3.66 4291 +£4.54 47.36 +3.84
15 5193 £4.79 58.61 £ 4.26 46.18 £5.46 52.64 £4.30
16 52.83 +3.77 59.18 + 3.61 48.53 +4.06 53.33 + 3.67
17 52.82 +6.38 61.04 £ 6.52 47.70 £ 6.65 56.12 £ 6.79
18 47.85 £ 3.69 53.74 £ 3.66 40.64 £ 3.91 47.59 £ 3.77
19 50.55 + 3.30 58.34 +3.71 41.93 +£3.49 50.19 + 3.66
20 48.80 £ 2.66 54.23 +2.69 42.28 +2.67 47.60 £ 2.65
21 53.10 £ 3.64 57.29 £4.13 47.84 £ 3.15 51.85+4.24
22 49.66 +2.83 52.87 +2.64 43.39 +£2.98 47.22 +2.81
23 50.63 + 3.90 53.39 +3.20 4421 +£3.85 47.19 £3.30
24 49.87 £3.33 54.65 £ 3.31 43.43 +3.47 48.49 £3.31
25 54.78 £ 3.35 55.81 £3.92 50.78 £ 3.51 51.26 £4.31
26 49.88 £+ 4.66 57.10 £ 2.95 43.13 £4.62 49.47 +3.01
30 50.48 +4.39 59.53 £+ 6.45 41.44 £+ 4.66 51.68 £ 6.66
31 46.51 £ 3.80 52.90 £2.90 39.29 £ 3.80 46.65 £2.90
32 48.76 £+ 3.40 52.56 +2.48 41.89 +£3.22 47.30 +£2.48
33 55.60 + 4.44 53.48 +4.37 53.49 +4.19 48.24 +4.65
34 53.12 £3.20 52.06 £ 3.43 49.70 £2.96 46.88 £ 3.55
35 54.80 1+ 4.63 59.76 +4.17 5191 +4.62 54.58 +4.37

TABLE B.4: A/E cut survival fractions € for two Compton continua from
data and simulation. Compton 1 is defined as the energy range 1100 —
1400 keV while Compton 2 defined by 1700 — 2000 keV. Statistical and sys-
tematic uncertainties are combined.
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Ch. €Cut,data Agéut Almet. Ccut,sim AYS éut Almet. AA | AEyncal.
in % in %
00 | —2.24+021| 019 | 0.09 || -1.624+0.20| 0.16 | 0.12 | 0.06 0.09
01 | -1.65+019| 017 | 010 | —-1.67+0.12 | 0.12 | 0.01 0.82 0.11
02 | -148+0.14| 013 | 0.03 || =1.53+0.17 | 0.09 | 0.14 1.04 0.15
03 | -1.53+0.13 | 013 | 0.04 || —1434+0.12| 0.09 | 0.08 | 0.98 0.15
04 | -166£0.13 | 0.12 | 0.03 || -1.57%=0.11| 0.09 | 0.06 1.09 0.17
11 | -1.74+022 | 022 | 002 | —1.61+0.18 | 0.16 | 0.09 | 0.61 0.08
12 | -1.60+0.16 | 015 | 0.03 || —-1.55+0.14 | 0.13 | 0.07 || 0.80 0.11
13 | -137+012 | 012 | 0.02 || -1.35+0.12 | 0.09 | 0.08 || 0.96 0.13
14 | —=156+0.15| 0.15 | 0.02 | —1.51£0.15| 0.11 0.10 0.87 0.13
15 | -1.64+0.18 | 0.18 | 0.05 | —148=x=0.14 | 0.08 | 0.12 1.09 0.15
16 | -145+0.13| 012 | 005 | —1474+0.14 | 0.07 | 0.12 | 1.19 0.18
17 | -=1.37+017 | 016 | 0.03 | —1.33+=0.12 | 0.09 | 0.08 1.05 0.16
18 | -1.70+0.17 | 016 | 0.06 || —1.61+0.14 | 0.12 | 0.07 || 0.87 0.12
19 | -1.65+016 | 014 | 0.08 || -1.63+020| 015 | 0.13 || 0.66 0.08
20 | -1.656+0.14 | 013 | 0.02 | —-1.72+=0.14 | 0.13 | 0.06 0.79 0.10
21 | -1.79+0.11| 0.10 | 0.03 | —-149=x=0.12| 0.10 | 0.07 | 0.87 0.13
22 | —-1.67x0.12 | 011 | 005 | —=1.56+0.11| 0.10 | 0.02 | 0.96 0.15
23 | -1.73+020| 0.18 | 0.08 | —1.50+0.14 | 0.09 | 0.10 | 1.04 0.16
24 | -1.60£0.16 | 015 | 0.06 | —1.53+0.17| 0.09 | 0.14 1.10 0.17
25 | -1.79£0.13 | 0.11 005 || -1.38+=0.10 | 0.07 | 0.06 1.25 0.18
26 | —1.50+0.27| 020 | 017 | -1.60x=0.13 | 0.12 | 0.05 | 0.85 0.14
30 | -1.90x0.17 | 0.16 | 0.03 | —=1.57+0.20| 0.14 | 0.14 | 0.69 0.10
31 | -1.75+023| 019 | 014 || -1.71+0.14 | 0.14 | 0.02 | 0.75 0.11
32 | -149+£0.12 | 012 | 0.01 —-1.61+0.12 | 0.12 | 0.01 0.84 0.12
33 | -136=x=0.12| 0.09 | 007 | —1.52+0.16 | 0.10 | 0.12 0.92 0.15
34 | -1.60x=0.10 | 0.10 | 0.003 || —1.44+=0.11| 0.10 | 0.03 | 0.94 0.15
35 | -1.67x0.13 | 0.12 | 0.001 || —1.43+=0.12 | 0.08 | 0.09 1.15 0.17

TABLE B.5: A/E low cut values (., and uncertainties for data and simula-
tion. Alqyt is defined in Equation 8.14 taking the uncertainties of A/E All,
the amplitude determination method AA and the cut determination method
Almet. into account. The uncertainty on determining the energy estimator

AE ncal. Was considered to be negligible.
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